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as $n \rightarrow \infty$ we get
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$$

Suppose also that for some $\delta>0$

$$
T_{2} \leq 1-\delta \quad \text { a.s. }
$$

and $\mathbb{P}\left[T_{1}=1, N \geq 2\right]=0$. Then for $X \stackrel{d}{=} \sum_{k=1}^{N} T_{k} X_{k}+C$ and all $\theta \in \mathbb{R}$,

$$
\mathbb{E}\left[e^{\theta X}\right]<\infty \Leftrightarrow \mathbb{E}\left[e^{\theta C}\right]<\infty, \quad \mathbb{E}\left[e^{\theta C_{1}} \mathbb{1}_{\left\{\max _{k} T_{k}=1\right\}}\right]<1
$$

Rough idea.
For $\Phi$ increasing sufficiently fast
$\left.\left.\mathbb{E}\left[\exp \{\theta C\} \Phi\left(T_{1} \theta\right) \prod_{k=2}^{N} \Phi\left(T_{k} \theta\right)\right] \approx \mathbb{E}\left[e^{\theta C_{1}} \max _{k} T_{k}=1\right\}\right]\right] \Phi(\theta) \leq \Phi(\theta)$.

## Example

Suppose $A \stackrel{d}{=} B(\alpha, 1)$, and let $N=n \geq 1$ such that $\alpha<\frac{2}{n-1}$, $T_{1}=T_{2}=\ldots=T_{n}=A$ and take $C$ independent of $A$ with $\mathbb{E}[C]=0$ and $\varphi(\theta)=\mathbb{E}[\exp \{\theta C\}]$.
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$$
\Psi(\theta)=\varphi(\theta) \int_{0}^{1} \Psi(t \theta)^{n} \alpha t^{\alpha-1} \mathrm{~d} t
$$

By computing the derivative $\frac{\mathrm{d}}{\mathrm{d} \theta}$ one gets

$$
\Psi^{\prime}(\theta)=\frac{\alpha \varphi(\theta)}{\theta} \Psi(\theta)^{n}+\left(\frac{\varphi^{\prime}(\theta)}{\varphi(\theta)}-\frac{\alpha}{\theta}\right) \Psi(\theta)
$$

and so

$$
\Psi^{n-1}(\theta)=\frac{\varphi(\theta)^{n-1}}{1-\int_{0}^{\theta}\left(\varphi(s)^{n}-1\right)\left(\frac{\theta}{s}\right)^{\alpha(n-1)+1} \alpha(n-1) s^{-1} \mathrm{~d} s}
$$

