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Elements of an HMM

HMM completely characterized by: λ = (A, B, π)



Example



HMM = triple     λ = (A, B, π)



Why HMM?

• No one-to-one mapping: speech – word symbol

• Different symbols – same sound

• Large variation in speech

o Speaker variability

o Mood

o Environment

• No explicit symbol boundary detection

 Speech waveform is NOT a concatenation of static patterns



Three classical problems for HMM 



Three problems (Rabiner, 1989)

Given an observation sequence O=(o0,o1,…,oT-1), and an HMM =(A,B,)

Problem 1:

How to compute P(O|) efficiently ?

 Evaluation Problem

Problem 2:

How to choose an optimal state sequence Q=(q1,q2,……, qT) which best 

explains the observations?

 Decoding Problem

Problem 3:

How to adjust the model parameters =(A,B,) to maximize P(O|)?

 Learning/Training Problem



PROBLEM 1: Evaluation

• Straightforward calculation is too time consuming: O(TNT) 

multiplications and additions 



Alpha-pass

For i = 0, …,T-1  and t = 0,…, N-1 we define

ALGORITHM „alpha-pass”: forward method



Alpha-pass



Problem 2: Decoding – „beta-pass” 

For i = 0, …,T-1  and t = 0,…, N-1 we define 

ALGORITHM: „beta-pass”: backward calculation



Beta-pass



Gamma



Beta-pass: best state sequence

Q: Is the sequence Q = (q,.. ), 

where 

the optimal sequence?

Answer: No 

Example:

t(i)



Problem 2 and Viterbi’s Algorithm



Viterbi - backtracking



Example

Observation sequence:  ['walk', 'shop', 'clean’]

Viterbi Solution: ['Sunny', 'Rainy', 'Rainy', 'Rainy']



Problem 3: „learning” and   Baum-Welch method

We define

Thus Algorithm EM (Baum-Welch)



Algorithm Baum-Welc: reestimation step



Cave and Neuwirth Experiments

• They selected the Brown Corpus as a representative sample of English.

• This corpus of more than 1,000,000 words was carefully compiled (in the early 

1960’s) so as to contain a diverse selection of written English. 

• Cave and Neuwirth eliminated all numbers, punctuation and special characters, and

converted all letters to lower-case, leaving 27 distinct symbols—the letters plus

inter-word space. 

• They then assumed that there exists a Markov process with two hidden 

states, with the observations given by the symbols (i.e., letters) that 

appear in the Brown Corpus. 

• This results in an A matrix that is 2×2 and a B matrix that is 2×27. 

• They then solved HMM Problem 3 for the optimal matrices



Cave - Neuwirth

Results after:

• 10,000 observation and

• about 200 iterations



Letter classification

V Vowel 

SP Space 

C Consonant 

FL First Letter 

LL Last Letter 

VF Vowel Follower 

VP Vowel Proceeder 

CP Consonant Follower. 

 



Cave Neuwirth experiment with 12 states

 A B C D E F G H I J K L M N O P Q R S T U V W X Y Z SP 

V *    *    *      *      *       

SP                           * 

C      * *   * *                 

LL           *             *    

FL *         *     *  *           

VF                            

VP          *       *           

CF                        *    

1    *    *     * *    * *      *   

2     *    *      *      *       

3  * * *     *   *  *  *  * * *      *  

4        *    *   *   *  * *       

5 *    *    *      *      *       

6  * * *  * * *  *  * * *  * * * *   * *  * *  

7   * *   *    * * * *  *  * * *  *   *   

8     *       *        *        

9      *     * * * *  *  * *  *  * *    

10 *    *    *      *             

11                           * 

12   *   * *         *   *    *     

Table 2: Cave and Neuwirth’s 12 states result interpretation 

 


