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Preface

In this book, we study the classification problem with a special focus on imbalanced learning problem.
Imbalanced data analysis is a critical area of research in machine learning and statistics that is particularly
relevant in domains like medical diagnosis, fraud detection, and anomaly detection. In these contexts, the
classes of interest (e.g. positive cases of a disease) are often significantly underrepresented compared to the
majority class (e.g. healthy individuals). However, the difficulty of learning from imbalanced data stems is
concerned not only with the aforementioned mentioned underrepresentation but mainly with the so-called
data complexity. The other factors that make learning from imbalanced data a challenging task, among others,
include data decomposition leading to small disjuncts, overlap between classes, the presence of outliers or
noisy examples, and the absolute number of examples.

We present an approach that uniquely combines incorporates instance-based learning and rule induction,
allowing enabling it to use the strengths of both methods. One important advantage of the important advantages
of these methods is their ease of interpretation, that they are easily interpretable (or explainable), which is a
key consideration an important aspect in many applications.

We study two main cases: classification of balanced data, and those of imbalanced data. For these cases,
we present our solutions in the form of , that is, algorithms called RIONA and RIONIDA, respectively.

Our focus is generally Generally, we focus on the former case. The RIONIDA algorithm is an extension of
the RIONA algorithm. In particular, we demonstrate show an example of how to create make a solution
for imbalanced data based on the solution for balanced data. We present an experimental evaluation
of RIONIDA, which demonstrates significant performance improvements over existing algorithms on
imbalanced datasets, as This is evidenced by comparisons showing that where RIONIDA outperformes
outperformed other state-of-the-art approaches. The experimental comparison has been conducted from
many angles. In particular, we provide present arguments that explain explaining its superior performance
and assess an assessment of its time efficiency. We highlight several strengths of the algorithm in the book.
Several strengths of the algorithm are highlighted in the book.

There are several challenges when it comes to analysing imbalanced data in AI systems. Let us mention
one of them. AI systems that deal with complex phenomena require continuous interaction with physical and
abstract spaces, domain experts, and increasingly sophisticated chatbots. Such interaction, alongside proper
reasoning methods that support queries concerning what, why, when or where to act, is required to adapt
current attribute or feature vectors and lay the groundwork for learning relevant data models in the present
situation. Therefore, adaptive methods for analysing imbalanced data in such AI systems are very important.
Furthermore, research into interactive computing models on which such systems could be based is crucial.

This book is intended for graduate students and researchers working on machine learning problems,
particularly those interested in the analysis of imbalanced data imbalanced data analysis. Readers will find it
the book stimulating for further study of the fascinating issues associated with these areas, which are crucial
for progress in the design and analysis of AI systems designing and analysing AI systems.

Warsaw, Grzegorz Góra
October 2025 Andrzej Skowron
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Chapter 1

Introduction

One of the main research domains of Artificial Intelligence (see e.g. [98]) is Machine Learning (ML) (see
e.g. [89, 63]). The most common task in ML is classification, which assigns to any given object description
a decision from a finite set of decisions.

A specific sub-task of classification is supervised learning [89] (in short, learning). In this sub-task, a
finite set of objects (also called cases, examples or instances), labelled by the known decisions, is given.
This set is called a training set. The aim is to predict the decision of any new unseen object, called the
test object. ML algorithms construct from training sets classifiers (usually based on induced data models)
that provide decisions for test objects. The book distinguishes between classification algorithm (in short,
classifier) and learning algorithm. A classifier classifies any test example based on its description, whereas
a learning algorithm applies to a wide range of domains producing a classifier based on a given training
set. Numerous learning algorithms have been developed so far (see e.g. [89, 63, 132, 124]), yet new ones
are still being proposed. The most popular learning algorithms include: decision trees (see e.g. [95]), rule
induction (see e.g. [43, 87]), support vector machines (see e.g. [115, 139]), instance-based learning (see e.g.
[8]), simple Bayesian classifiers (see e.g. [34]), artificial neural networks (see e.g. [92]), ensemble learning
(see e.g. [30]), and random forests (see e.g. [17]). Within the book, we focus on the development of new
learning algorithms that draw particularly from two groups of techniques listed above, namely rule induction
and instance-based learning.

Recently, much scientific effort has been put into supervised learning that concerns learning from so-called
imbalanced data. The problem of learning from imbalanced data is well known in the literature (see e.g.
[66, 38, 65, 84, 90, 118, 74]). The reader is referred to the current literature dedicated to these topics (see
e.g. [3, 31, 22, 6, 121]).

In classification tasks for imbalanced data the correct classification of objects into one specific decision
class is much more important than into others. For the classification task with a binary decision, which we
focus on in the book, there is just one class of special importance. Usually, this class includes a much smaller
number of objects than the other one. Therefore it is referred to as the minority class and the other one as
the majority class. As an example of such a problem, one can consider a popular case study from biomedical
data analysis related to Mammography data set (used in our experiments). It contains images acquired from a
series of mammography examinations performed on a set of distinct patients [131, 20]. The objective here is
to predict for a new patient, based on the training set of images, whether this patient is cancerous or healthy.
The class of cancerous patients is much smaller and simultaneously much more crucial with respect to correct
classification than the class of non-cancerous ones.

1



2 1. Introduction

At the beginning, while working with imbalanced data, it is worth asking why the standard classifiers
(i.e. classifiers induced by learning algorithms designed for balanced data) do not work well with such data?
There are at least the following four reasons for that:

• Standard classifiers aim to maximise the classification accuracy (expressed by the number of correct
predictions made by classifier divided by the total number of predictions made). However, for imbalanced
data, this performance measure is inadequate.

• The construction of standard classifiers in case of imbalanced data leads to achieving a rather low accuracy
rate for the minority class while achieving high accuracy rate for the majority class (see e.g. [66]).

• Standard algorithms identifying noisy examples, i.e. training objects with incorrect decision labels, do
not distinguish between the decisions labelling them into majority or minority classes. If an example truly
belonging to the minority class is identified as noisy, or a truly noisy example from the majority class is
not identified as such, then classification of the objects from the minority class gets complicated (see e.g.
[84]).

• Standard classifiers assume equal misclassification costs for all classes. However, the misclassification
cost can be often much higher for the minority class than for the majority class (as in the case of the
mentioned Mammography data set).

The literature distinguishes several factors which make the learning from imbalanced data a challenging
task (see e.g. [84, 120, 119, 73, 10]). Among them are:

• selection of relevant performance measure (rather not accuracy),
• relevant representation (in particular searching for relevant features and using relevant similarity measure),
• data decomposition leading to small disjuncts (within-class imbalance between subconcepts),
• overlapping between the classes,
• presence of outliers or noisy examples,
• imbalance ratio,
• the absolute number of examples.

Thus, the factor of the imbalance ratio is usually combined with the other above mentioned factors. Imbalance
ratio can enhance the difficulty of those factors.

In recent years, the problem of learning from imbalanced data (the imbalanced learning problem) has
become a big challenge (see [135]). Many methods for dealing with this problem have been proposed (see
e.g. [66, 38, 65, 84, 111, 76, 62, 16, 19, 21, 90, 74]). Basically, these methods can be divided into two groups:
data-level solutions and algorithmic-level solutions (see e.g. [111]).

Data-level solutions transform (using methods called filters) the original data set into a new one and
then apply a standard classifier to it. In this approach, one can distinguish the following approaches of
data transformation: over-sampling methods, which increase the cardinality of the minority class (see e.g.
[20, 100, 116, 14, 39]), under-sampling methods, which decrease the cardinality of the majority class (see
e.g. [112, 122]), and hybrid methods, which combine the previous two approaches (see e.g. [11]).

Algorithmic-level solutions relate to the development of algorithms that take into account the problem of
imbalanced data. Here, one can distinguish the following approaches: adapting existing algorithms originally
developed for balanced data by introducing bias toward the minority class (see e.g. [24, 83, 82, 77, 80, 36,
60, 91, 68, 134, 133, 32]), one class learning (see e.g. [86, 96, 71, 85]), cost-sensitive learning (see e.g.
[37, 81, 42, 28]), and ensemble methods (see e.g. [84]).

This book is based on the PhD thesis (see [48]), papers [52, 49, 50, 51] as well as papers dedicated to
RIONAcited in this book.
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1.1 Motivations

In the book, we focus on a specific approach for imbalanced data combining instance-based learning
and rule-based methods. In the past, there have been some attempts to combine instance- and rule-based
approaches, however only for balanced data (see e.g. [33, 79]). Nonetheless, at least two reasons are advocating
for developing such approaches not only for balanced but also for imbalanced data.

First, both approaches use reasoning schemes easily understandable by a human. Such schemes include
rules in the form of

If some conditions are satisfied, then the decision is X

which are often used by humans. Analogously, the reasoning scheme of the form

Since our new example A
is the most similar to another known, examined example B,

then example A should have the same decision as example B

used in instance-based learning, is also easily understandable by humans. Because of this, such approaches
meet the requirements for ML systems to be explainable. Together with the decision for the given test object
the classifying system should provide an explanation for this decision understandable by the user. In the last
years, one can observe rapidly increasing importance of this issue in real-life applications. This is related to
the topic of so-called Explainable Artificial Intelligence (see e.g. [4, 35, 61]).

Second, there are some intuitions, following from mathematical considerations, suggesting the use of
instance-based learning, perhaps in combination with rule induction. The rule-based approaches are examples
of a two-stage procedure. At the first stage, we induce (estimate) the unknown decision function. At the second
stage, we apply this induced function to classify test examples. However, Vapnik observed that the decision
function estimation is a much more general problem than we usually need to solve in practice. In most of the
cases, we only need to estimate the unknown decision function at ‘a few’ new points defined by test objects
(see [115, p. 12]). He suggests that if one needs to infer decisions for new cases based on small training sets,
one should take into account the following principle:

If you possess a restricted amount of information for solving some problem, try to solve the problem directly and never
solve a more general problem as an intermediate step. It is possible that the available information is sufficient for a direct
solution but is insufficient for solving a more general intermediate problem. [115]

This principle suggests that using instance-based approaches can be relevant. It also applies to methods
combining instance-based approaches with other ones.

Well known among instance-based methods are kNN algorithms. This class of algorithms was included
in the list of the top ten most influential data mining algorithms [132]. In the simplest case, it returns
the decision of the training example most similar to the test case. In general, these algorithms base the
classification on the number of occurrences of classes of the 𝑘 most similar examples to the test one –
forming a set of examples sometimes called the neighbourhood of the test case. The similarity is measured
by a certain distance function, called also metric. The performance of the kNN method strongly depends on
the metric (distance) used. Numerous papers propose different solutions for inducing a metric from data (see
e.g. [69, 136, 78, 107]). Also, the quality of kNN usually strongly depends on the value of 𝑘 . In practice,
estimation of the optimal 𝑘 is often done by cross-validation technique (see e.g. [101]). Generally, there exist
a number of approaches to automatically select the optimal value of 𝑘 (see e.g. [46, 47, 23, 140, 18, 45, 141]).
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Rule-based methods represent patterns-laws by if-then decision rules relating some conditions with some
decisions. Among the rule-based methods, several approaches can be distinguished (see e.g. [43] for an
overview of these methods). Generally, rule-based methods can be characterised by their three important
components related to the following questions:

1. What is the description language of the rules?
2. How is the set of rules generated?
3. How the obtained set of rules is used for the process of classification? (Usually, it is related to the so-called

conflict resolution.)

Considering the first question, the vast majority of approaches use the conjunction of conditions (descriptors)
of the form 𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 = 𝑣𝑎𝑙𝑢𝑒 in the predecessor of the rule, and 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑣𝑎𝑙𝑢𝑒 in the successor of
the rule. However, other approaches exist as well, e.g. monotonic rules (see e.g. [15]). In relation to the
second question, two main approaches can be distinguished: induction of a minimal set of rules (see e.g.
[88, 58, 108, 41, 44, 26]), and induction of a non-minimal set of rules (see e.g. [58, 103, 43]). As regards the
third question, one can distinguish the following approaches: algorithms producing an ordered set of rules
(see e.g. [26, 25]), and different strategies for the conflict resolution (see e.g. [109] for review of this issue).

Among algorithmic-level solutions for imbalanced data, many rule-based methods exist (see e.g. [97], see
[90, Chapter 4] for an overview). As mentioned previously, the book focuses on methods for the classification
of imbalanced data combining instance- and rule-based approaches.

1.2 Aim of the book and sketch of the results

The main aim of the book is to develop learning algorithms based on the combination of instance- and
rule-based methods with the high quality of classification for different types of data sets. We deal with this
aim in two steps by proposing the RIONA algorithm for balanced data and the RIONIDA algorithm for
imbalanced data. We show on a specific example of the RIONA algorithm how to generalise the algorithm
structure for balanced data to make it effective for imbalanced data, which leads to the RIONIDA algorithm.
A straightforward approach is to apply a filter for imbalanced data before using the RIONA algorithm.
However, in the book, we propose a different approach, namely the approach based on a modification of the
RIONA algorithm to make it relevant for imbalanced data.

1.2.1 RIONA – an algorithm for balanced data

In the first step we propose the Rule Induction with Optimal Neighbourhood Algorithm (RIONA) [55]. The
algorithm combines instance- and rule-based approaches and was developed to be competitive with other
methods concerning the performance measure known as the accuracy (see e.g. [72]). The algorithm is based
on a few ideas.

• RIONA computes rules in a lazy manner (see e.g. [7]), that is it induces a very limited set of decision rules
relevant only for the test example. This is a different strategy than inducing a large number of decision
rules in advance to use them during testing.
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• The classification performed by RIONA on a given test object is based on rules induced only from the
neighbourhood of the given test example. Note that a small number of rules is sufficient when the lazy
approach is applied.

• We use a different kind of rules than those commonly used in rule-based approaches, where conditions are
of the form: attribute equal to the specific value. In RIONA, more general rules are used with conditions
of the form: attribute belongs to a set of values. These sets of values are specified by grouping both
numerical and symbolic values of attributes. In voting for the decision by rules covering the example
being classified, the aggregation of the support sets of such rules is used.

• RIONA constructs object neighbourhoods of the optimal size.
• The notion of similarity between objects is essential for RIONA for two purposes: (i) constructing the

neighbourhood for a given object, and (ii) grouping values of attributes.

The performed experiments reported by the authors of the book (see [55]) and in the literature (see e.g.
[29, 56, 99, 57, 9]) show that RIONA is competitive with many other well-known systems.

1.2.2 RIONIDA – an algorithm for imbalanced data

It turns out that RIONA has some drawbacks characteristic for the standard algorithms running on imbalanced
data. Here, comes the second step of the book’s aim. Now, the objective is to modify the proposed algorithm
combining instance- and rule-based methods (RIONA) for improving its performance on imbalanced data.
Namely, in the second step we propose the Rule Induction with Optimal Neighbourhood for Imbalanced
Data Algorithm (RIONIDA). All the ideas listed in previous subsection for RIONA are also realised in the
RIONIDA algorithm. This new algorithm realises a few new ideas in comparison with RIONA.

• RIONIDA tries to maximise not accuracy, but one of the performance measures much more relevant for
imbalanced data, like F-measure or G-mean (see e.g. [12, 72]).

• Conflict resolution of rules in RIONIDA is more sophisticated than in RIONA. The aggregation of
decisions of rules covering classified objects is defined using the property that the minority class is ‘more
important’ than the majority class. The phrase ‘more important’ is expressed by the importance degree.
The importance degree of the minority class (and in consequence of the majority one) is tuned during
learning.

• Rules inconsistent to a certain degree are allowed. The level of inconsistency is also tuned during learning.

The presented approach departs from relying on pre-defined granules around test cases and their (partial)
inclusion in decision classes (see, e.g., [105, 93]). It utilises a more nuanced reasoning method for classifying
objects in imbalanced datasets. This new approach involves detailed analysis of training cases within the
identified granules. Decision-making for a test case follows some specific processes. Rather than estimating
decisions for testing objects based on the simple counting of training objects with different decisions among
their k-nearest neighbours, a more advanced method is employed. A family of parameterised rules matching
the testing object is generated from the training objects in the neighbourhood, and strengthened arguments
for particular decisions are obtained by tuning the parameters. The final decision for the testing object is then
estimated based on these arguments. This can be described in more detail as follows:

• Neighbourhood Identification: The k-Nearest Neighbor (kNN) method with a specialised distance measure
and optimised k value identifies a relevant training case ‘granule’ (neighbourhood) of the test case.

• Rule Creation: A specific rule is created for a given test case and each training case within the
neighbourhood.
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• Sub-granule Formation: The ‘left-hand sides’ (conditional parts) of these rules are refined (scaled), and
it’s checked for each training case if this refined rule forms a sub-granule with training cases having the
same decision class as the original training case.

• Label Assignment: If such a sub-granule is successfully formed, it strengthens the argument for assigning
the same decision class to the test case (as it shares properties with the training case used to create the
rule). The presented approach also supports the discovery of optimal weights for minority and majority
classes.

RIONIDA significantly outperforms tested in the book state-of-the-art methods developed for imbalanced
data. This fact is illustrated in the book on several benchmarks (see Chapter 5).

The approach used in developing RIONIDA is different from the ones presented in the literature. To
our knowledge the only algorithm designed for imbalanced data analysis that combines the instance- and
rule-based approaches and at the same time belongs to the algorithmic level approach (which modify
algorithms for balanced data) is BRACID (see e.g. [90, 91]). BRACID is a modification of the RISE
algorithm to make it applicable for imbalanced data. There are some substantial differences between BRACID
and RIONIDA. First, BRACID calculates rules in the learning phase (in advance), while RIONIDA does
it in the testing phase (i.e. according to the lazy approach). Second, BRACID starts from rules equivalent
to instances and induces quasi-optimal rules for the given data set. RIONIDA adopts a different strategy
and takes into account a large space of parametrised rules formulated in a specific language. Note that
different parametrisations correspond to different approaches, including a pure instance-based approach, a
pure rule-based approach, and the approaches that combine them. For the given data set, RIONIDA selects
the optimal parameter settings of rules, and does it very efficiently. Third, BRACID optimises rules for
F-measure, while RIONIDA can optimise any performance measure specified by a user (defined on the basis
of confusion matrix), and does it effectively.

1.3 Comments on some problems related to imbalanced data

In the book, we concentrate on some problems concerning the analysis of imbalanced data. However, in
general, such analysis may encompass many other issues. Several of them are covered in the book only
marginally or not covered at all and are left for further studies. Some of them are shortly discussed below.

The solutions presented in the book for imbalanced data are directly applicable only for binary classification
problems. In the case of imbalanced data sets with multiple-classes, one may solve the original classification
problem by transforming it into a family of binary classification subproblems and appropriately joining
the partial solutions (see e.g. [38, 40]). Nevertheless, the classification of imbalanced data sets with a
multiple-class problem has its own specific difficulties. Generally, we do not deal with this problem in the
book.

Closely related to the field of imbalanced data is the problem of outlier detection (see e.g. [64, 5]).
Moreover, for certain applications, these issues overlap substantially (see e.g. [5]). It is not our aim in the
book to study the outlier detection problem. Here we would only like to note the relationship between these
issues.

In the developed in the book algorithms, we also implemented a heuristic for dealing with missing values
in data sets. However, the problem of missing values is not the one on which this book is focused on. Problems
related to the analysis of data with missing values have been studied for many years (see e.g. [102, 59]). This
problem was also studied in the context of imbalanced data (see e.g. [138]).
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Learning of similarity measure between objects (or metric) is the crucial issue for instance-based
approaches. In the book, we use metrics1 that are well known from the literature. These metrics depend
on data sets (are computed using the training set). The problem of learning metrics (or similarity) from data
is a separate issue widely studied in the literature (see e.g. [13, 70]).

Our approach encompasses the grouping of attribute values. This can be considered as searching for new
features. However, in the book, we do not deal in a deeper sense with the problem of searching for new
features as, for example, deep-learning does (see e.g. [68]). In a sense, we try to explore what can be done
by using either basic or compound, but not very sophisticated, features which are ‘close to features defined
directly on sensory data’.

The algorithms presented in the book could be used to construct more compound classifiers, e.g. ensemble
classifiers (see e.g. [84]) with use of RIONIDA (or/and RIONA) and other state-of-the-art algorithms. Such
combinations can potentially produce classifiers with better performance than each of the partial classifiers.
We treat it as a separate investigation issue.

It should be noted that solving real-life problems with imbalanced data often may require developing new
methods, different than the ones used in the book. In general, one should be able to join such models as
presented in the book and logical reasoning using expert-knowledge, e.g. expressed in a fragment of natural
language (see e.g. [114], [137], [94]). One must also take into account the fact that the reasoning often
should concern not only a static world but also one that changes over time (see e.g. [113, 117]). Moreover, in
practice, it is often essential to analyse what will happen if we take action related to the decision indicated
by the classifier. In other words, one should assess the risk by applying risk management techniques, which
become more and more important in recent years (see e.g. [67], [75]).

In the book, we use a priori fixed performance measure. In practice, it may need to be learned based on
data from an expert, dialogue with an expert, or background knowledge. Moreover, the perception processes
grounded in the real world, related to classified complex situations should be taken into account. The
mentioned above issues are essential for real-life problems, although not covered in the book.

1.4 Results of the book

The main results presented in the book consist of construction and analysis of two learning algorithms:
RIONA and RIONIDA. The first algorithm is dedicated to balanced data, while the second one is dedicated
to imbalanced data. The RIONA algorithm and its primary analysis were done jointly by the authors of the
book and Arkadiusz Wojna (see [55, 54, 53]). The work concerned with the RIONIDA algorithm was done
by the authors of the book.

In the book, we focus more on the imbalanced learning problem. Therefore the RIONIDA algorithm is the
most crucial for the book. Nevertheless, the RIONA algorithm is an essential step in constructing RIONIDA.
However, as RIONA is relevant only for balanced data, we do not present a full analysis of it. In particular,
we do not present in detail the comparison of RIONA with other algorithms relevant for balanced data that
are known from the literature, but we only add references to the published papers related to the RIONA
performance where such comparisons are included.

The main idea of the RIONA algorithm is to combine the two widely-used empirical approaches to learning
from examples, namely instance-based learning and rule induction. The RIONA algorithm possesses several
properties important for constructing appropriate classifiers for balanced data. Constructing an algorithm

1 In fact we use metrics or pseudometrics. For simplicity we do not distinguish between them in this introductory chapter.
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that provides all these properties is a challenge and constitutes a significant result of the book. Below, we
shortly describe these properties.

1. The RIA algorithm is a particular case of RIONA with the whole support set (i.e. the whole training set
is treated as the neighbourhood of the test case). RIA implements the previously quoted idea of Vapnik:
‘try to solve the problem directly and never solve a more general problem as an intermediate step’ and
has a very interesting and practical property. Namely, RIA is equivalent (relative to classification) to
the algorithm which, in an intermediate step, generates all consistent and maximally general rules. The
latter algorithm has exponential time complexity, while RIA has much lower – quadratic one. Moreover,
in particular, the RIA algorithm (and RIONA) does not require discretisation (or value grouping). It
adequately groups values for both numerical and nominal attributes while generating rules.

2. In the general case of RIONA, the decision is predicted based on a support set restricted to a neighbourhood
of the test case rather than the whole support set of all rules covering the test case2.

3. The size of the optimal neighbourhood is automatically induced during the learning phase. It is worthwhile
to mention that the learning of the optimal neighbourhood is based on the idea of dynamic programming
(see e.g. [27]), which makes the computational time complexity of this step low. Moreover, the empirical
study showed an interesting fact that it is enough to consider a small neighbourhood to achieve classification
accuracy comparable to the algorithm induced from the whole learning set (see e.g. [104] for the algorithm
computing the complete set of consistent and maximally general decision rules). Thus, the combination
of kNN and a rule-based algorithm leads to a significant speed-up of both learning and testing phase in
comparison with the RIA algorithm using all maximally general rules.

4. The method is competitive with other approaches known from the literature [79, 8, 95] from the perspective
of predictive quality. In particular, the presented classifier has a high accuracy for two kinds of data sets:
the more suitable for kNN classifiers and the more suitable for rule-based classifiers.

5. The theoretical results formulated and proved in the book show the relationships of the RIONA classifiers
to both instance- and rule-based classifiers. In particular, we show the equivalence (relative to the
classification) of the RIONA algorithm with the rule-based algorithm generating all consistent and
maximally general rules from the neighbourhood of the test case. Consequently, the RIONA classifier
can be represented by a rule-based classifier, with rules easily interpretable by humans. These theoretical
results provide the explainability of the resulting classifiers of RIONA and could be used in the situation
when an explanation or justification of the derived decision is important.

Moreover, we proposed the Optimal Nearest Neighbour algorithm (ONN), which is a simple modification
of the RIONA algorithm. In ONN, instead of using rules, the kNN method is used for the constructed
neighbourhood. ONN uses the same metric as the RIONA algorithm and learns the optimal neighbourhood
in a similar way. There are two reasons for mentioning this algorithm here: (i) for some data sets this algorithm
has better performance than RIONA, and (ii) this fact is used in the construction of the RIONIDA algorithm
(see the forthcoming discussion on RIONIDA).

However, the RIONA algorithm is not suitable for imbalanced data, due to the reasons listed previously
(on page 2). Below, we refer to them explaining why RIONA does not perform well for such data.

• RIONA tries to maximise accuracy. This measure assigns equal misclassification costs to the minority
class and the majority class. However, this approach is not suitable for imbalanced data.

• RIONA implicitly assumes balanced class distribution. This means that it does not properly deal with data
such that for many objects from the minority class their neighbourhood contains overwhelmingly many

2 It should be noted that a specific metric for symbolic attributes, known as SVDM in the literature (see e.g. [33]), is used for
finding objects similar to a given test object.
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objects from the majority class. Then, there are also more objects from the majority class supporting rules
constructed for objects from the minority class. In consequence, many test examples from the minority
class may be misclassified as belonging to the majority class.

• One may obtain a high accuracy rate with low accuracy for the minority class. This fact causes that the
RIONA classifier is not acceptable for imbalanced data classification.

The RIONIDA algorithm is based on a modification of the RIONA algorithm. It aims to develop classifiers
for imbalanced data with the highest possible quality. To make the task simpler, in RIONIDA, the number
of decision classes is limited to two only, i.e. RIONIDA is directly applicable only for binary classification
problems. The RIONIDA algorithm, analogously to RIONA, is based on a combination of instance-based
learning and rule induction. However, while constructing RIONIDA, some substantial changes have been
introduced compared to RIONA. These changes allowed us to obtain an algorithm, which is a significant
result of the book. This algorithm has the following important properties.

1. RIONIDA performs optimisation during the learning phase not relative to accuracy, but relative to a
measure more relevant for imbalanced data (e.g. F-measure or G-mean).

2. Because for the imbalanced learning problem the correct classification to the minority class is more
important than to the majority class, the minority class is treated in a special way during the conflict
resolution (i.e. method of choosing the final decision if there is some evidence for both the minority class
and the majority class). Another problem is related to the choice to what extent the minority class is more
important than the majority class.

3. As the ONN algorithm for some data sets gives better results than the RIONA algorithm, we decided to
combine the strengths of both of them. RIONIDA can use the rule-based approach, the instance-based
approach or a combination of these two. This selection is realised using a parameter representing the
degree to which using rules in the neighbourhoods is considered to be relevant3.

4. All the main (internal) parameters of the RIONIDA algorithm are automatically induced during the
learning phase. Let us recall that these parameters consist of the neighbourhood size (this feature is adapted
from RIONA), the importance degree of the minority class, and the allowed level of inconsistency. The last
one specifies to what extent the rule-based approach (or inversely the instance-based approach) is used.
Again, it is important to stress that we present efficient in time methods for learning all these parameters
using the dynamic programming technique. Moreover, we introduced the possibility to further accelerate
RIONIDA and to reduce its space complexity.

5. For G-mean and F-measure, two theorems provide estimates of the optimal degree of importance of
the minority class under the assumption of a ‘totally random’ distribution. These estimates are faster
alternatives than solutions given by parameter learning, and can be used for setting the default value for
the appropriate parameter in RIONIDA. Moreover, an interesting conclusion follows from these theorems.
Namely, for a certain class of classifiers the optimal one might be significantly different (relative to
classification) for different performance measures. Additionally, the assessments of such two optimal
classifiers may be significantly different depending on the performance measure used for the assessment.
The practical implication for real-life classifications is that without a precise specification of the particular
performance measure we are interested in, the ‘best classifier’ term can be ambiguous or even misleading.

6. RIONIDA performs significantly better than tested in the book state-of-the-art algorithms known in the
literature. We performed the comparison of RIONIDA quality with all main well-established algorithms

3 Let us note that we still use instance-based approach to build neighbourhood as it was mentioned previously in discussion on
RIONA. Thus the RIONIDA algorithm combines instance- and rule-based approaches in two aspects. First, it uses instance-based
approach to limit the neighbourhood that we take into account (e.g. for rule generations). Second, it uses rule-based approach
or instance-based approach or even approach ‘between’ these two.
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whose codes were available to the authors of the book [91, 60, 110, 20, 122, 8, 95, 41, 26, 33]. Such a
choice guaranteed the reproducibility of experiments. The superiority of RIONIDA was demonstrated in
experiments on benchmarks, using performance measures relevant for imbalanced data. The comparison
tests were thoroughly designed using the current knowledge on the evaluation of learning algorithms in
the context of imbalanced data. In particular, we took into account the appropriate performance measures,
their proper estimation method, which is a complex problem by itself, proper data sets selection, and
finally the possibility of different algorithms settings. A statistical evaluation of the obtained results is also
included. Let us mention that RIONIDA performs significantly better than RIONA boosted by relevant
filters (RIONA with a data-level approach).

7. RIONIDA has the desired property of explainability, which is mainly provided by theoretical features of
RIONA that are described in point 5 of RIONA properties.

8. Most of the above-listed features of RIONA also apply to RIONIDA. In particular, RIONIDA, analogously
to RIONA, does not require prior discretisation or value grouping. Moreover, for certain settings, RIONIDA
is equivalent to RIONA.

To sum up, the RIONA algorithm is a learning method which is efficient in time with a good performance
for balanced data. The RIONIDA algorithm is the combination of RIONA and ONN algorithms (and their
further extension), designed for dealing with imbalanced learning problems (although limited to binary
classification). Importantly, RIONIDA performs significantly better than the state-of-the-art algorithms
designed for dealing with imbalanced data and at the same time has a relatively low computational complexity.
In particular, RIONIDA significantly outperforms RIONA with filters, which is the common, straightforward
adaptation of a standard algorithm for imbalanced data.

Finally, we would like to mention two minor results of the book. The first one is the proposed methodology
approach with three levels of comparison of learning algorithms taking into account many variants of
algorithms, including their non-default parameter settings (see the discussion about experiments in Chapter 5).
The second one is the construction of the example leading to different conclusions on which algorithm is
better depending on the method of aggregation of partial cross-validation results. More precisely, in the case
of macro-averaging, one algorithm outperforms the other, while for micro-averaging the other way round
(see Appendix B).

Last but not least, the above-mentioned results concerning RIONA and RIONIDA might be seen as
examples of a few abstract and general directions of research for effective and efficient learning algorithms.
We hope that some of our ideas may be adapted in projects in which the design of learning algorithms is
based on concepts other than those used in the book. First, we showed that in the case of rule-based classifiers
computation of the measure for conflict resolution based on all consistent and maximally general rules can
be significantly accelerated by using the lazy approach – a similar approach might be used for other measures
for conflict resolutions. Second, we showed that combining instance-based learning with another method
such as the rule-based approach can be beneficial both in terms of quality and efficiency – that path might
also work for approaches different from the rule-based approach, e.g. decision trees. Third, we showed that
parametrisation of classifiers based on the lazy-based approach can be realised much more effectively with
the use of dynamic programming than by direct computation – that approach might be applied for other
algorithm architectures and/or other parametrisations. Fourth, we showed an example of how a learning
algorithm for balanced data can be successfully modified into a learning algorithm for imbalanced data – an
analogous modifications could be realised for other algorithms dedicated to balanced data.
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1.5 The organisation of the book

The book is divided into six chapters. The introductory chapter, in particular, explains why it is important
to develop high-quality classifiers for imbalanced data and describes the main results of the book. Chapter 2
presents the basic concepts and introduces notation used in the subsequent chapters. In particular, the main
approaches and examples of specific methods for imbalanced learning problem are outlined. Chapter 3
describes the RIONA algorithm designed for balanced data. RIONA can be treated as the basis for the
RIONIDA algorithm. In particular, the theoretical results concerning the RIONA algorithm are included.
Chapter 4 introduces the RIONIDA algorithm, a modification of RIONA, designed for classification of
imbalanced data. Chapter 5 describes the results of experiments in which the proposed algorithm was
compared with some state-of-the-art algorithms for imbalanced data on benchmarks and real-life data sets.
Finally, the concluding remarks are placed in Chapter 6. The three short appendices (A, B, and C) complement
Chapters 3, 2, and 4, respectively, by adding some details, which left in the chapters could break the main
flow of thought. At the end of the book are included: the index, lists of abbreviations and symbols.

1.6 Collaboration

Most of the results presented in Chapter 3, especially the development of the RIONA algorithm, were carried
out in collaboration with Wojna. These results are published in the papers [55, 54, 53].

The results of the work of Wojna are published in his PhD thesis (see [127]) and other papers (see
[126, 125, 106, 128]). Let us only mention those results which the authors of the book used in its experimental
part. Wojna expanded the developed RIONA algorithm in two directions. First, to make it possible to work
with many other possible metrics and weighting attribute methods. Second, the research on an acceleration
of the algorithm was carried out.

Independently, the authors of the book developed a new form of presentation of foundations leading to
RIONA. It enabled them to make the presentation of RIONA in a more transparent way. Moreover, some facts
included in the book (Theorem 3.5, Corollary 3.3) better explain the relationships of RIONA with rule-based
classifiers. On the basis of these theoretical results, the method of explaining the resulting classifier of RIONA
for a human is proposed.

Moreover, the authors of the book extended the RIONA algorithm to work with imbalanced data. As a result
of this research, the RIONIDA algorithm was developed. Chapter 4 presents this algorithm, and Chapter 5
presents the experimental comparison of the developed algorithm with some other methods developed for
imbalanced data. Experiments for RIONIDA use acceleration of the RIONA algorithm. Additionally, the
developed metrics and weighting methods developed for the RIONA algorithm described in [127] were also
tested.

For comparison, we used methods from two sources:

1. available in WEKA (see e.g. [123, 2]) and
2. methods provided by members of the prof. Jerzy Stefanowski team.

Also, some scripts for testing different methods were provided by the team of Stefanowski.
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1.7 Software

The software for the RIONA and RIONIDA algorithm are publicly available for use as part of the open-source
Java library available at http://rseslib.mimuw.edu.pl (see [1, 130, 129]). RIONA and RIONIDA can
be used within WEKA after installing Rseslib package in Weka Package Manager. Information on how to
run RIONA and RIONIDA both in WEKA and natively can be found in Rseslib User Guide available at the
library web page (see [130]).
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Chapter 2
Basic notions

This chapter presents the fundamental concepts used, in particular those defined for the purpose ot the book.
The following section presents a more formal description of the specific type of learning concepts

from examples. Section 2.2 introduces an important notion for instance-based learning, namely metric (and
pseudometric). In particular, pseudometric used in the book is defined. Section 2.3 discusses more formally
two essential for the book methods in machine learning, i.e. rule-based methods and instance-based learning.
Also, essential for the book, the lazy rule learning approach is introduced. Section 2.4 discusses the difficulties
of learning from imbalanced data and outlines the currently existing methods. In Section 2.6, we enumerate
a few important steps of evaluation of learning algorithms dealing with imbalanced data.

2.1 Learning concepts from examples

In this section, we present a more formal description of supervised learning. In supervised learning, it is
assumed that the training examples are classified (labelled) by class labels. The goal is to learn a decision
function that maps inputs defined by a vector of values of attributes on objects to outputs representing the
values of decision function (decision attribute) using training examples described by inputs and their desired
outputs.

The domain of learning is a space of objects X. Each object 𝑥 ∈ X is described by a finite set of pairs
(𝑎, 𝑎(𝑥)), where 𝑎 is a conditional attribute from a given set 𝐴 of (conditional) attributes, i.e. 𝑎 : X → 𝑉𝑎 for
𝑎 ∈ 𝐴, where the codomain 𝑉𝑎 of 𝑎 is the set of values of 𝑎 and 𝑎(𝑥) is the value of 𝑎 on the object 𝑥 ∈ X.
We consider two types of attributes: numerical and symbolic1. We denote the sets of symbolic and numerical
attributes respectively by 𝐴𝑠𝑦𝑚 and 𝐴𝑛𝑢𝑚.

The values of numerical attributes are comparable and can be represented as (real) numbers (𝑉𝑎 ⊆ R). In
practice, these are integer or real values. Without loss of generality, we assume that 𝑉𝑎 is equal to an interval
(𝑙𝑎, 𝑢𝑎), where 𝑙𝑎, 𝑢𝑎 ∈ R (possibly not all of the values from the interval are used).

Symbolic attributes have incomparable values (e.g. related to colour, shape, language). The codomain of
a symbolic (discrete-valued) attribute is a finite set, i.e. 𝑉𝑎 = {𝑣1, . . . , 𝑣𝑙} for some 𝑙 ∈ N.

Let us present an important notion of concept over X. A concept is any subset of X. Thus, we can represent it
by the characteristic function, i.e. a binary function 𝑐 : X → {𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒} with codomain containing
1 In fact, we consider also the third type of attributes, ordinal attributes, which are attributes with a linear order. However, such
attributes are represented as integer numbers and are regarded as sub-case of numerical attributes.
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two values: positive representing the members of the concept and negative representing the non-members of
the concept.

In general, one can represent many concepts simultaneously by a decision function 𝑑 : X → 𝑉𝑑 , where
𝑉𝑑 is a finite set of decisions. We assume that 𝑑 ∉ 𝐴. Let 𝑛𝑑 denote the cardinality of decision value set 𝑉𝑑 ,
i.e. 𝑛𝑑 = |𝑉𝑑 | (𝑛𝑑 is the number of decisions). Thus we can write 𝑉𝑑 = {𝑑1, 𝑑2, . . . , 𝑑𝑛𝑑 }, where 1, 2, . . . , 𝑛𝑑
are indexes of the decision classes. Without loss of generality we also assume that the decision value set is
represented by a set of consequent natural numbers, i.e. 𝑉𝑑 = {0, 1, . . . , 𝑛𝑑 − 1}. In the book, we generally,
do not use any relation between decision classes expressed in terms of their indexes.

Each value 𝑑𝑖 in the set 𝑉𝑑 characterises a separate concept (decision class) {𝑥 ∈ X : 𝑑 (𝑥) = 𝑑𝑖},
denoted by 𝐶𝑙𝑎𝑠𝑠(𝑑𝑖). In the book, we consider many-valued decision function (𝑛𝑑 ≥ 2) for balanced
data and binary-valued decision function (𝑛𝑑 = 2) for imbalanced data. In the latter case, we use notation
𝑉𝑑 = {𝑑𝑚𝑎 𝑗 , 𝑑𝑚𝑖𝑛}, where 𝑑𝑚𝑖𝑛 indicates the positive, minority class of our main interest and 𝑑𝑚𝑎 𝑗 indicates
the negative, majority class of less importance.

The goal of learning is to approximate the target decision function on the whole domain X on the basis
of the provided finite number of examples. This set of provided examples is called the training set and is
denoted in the book by 𝑡𝑟𝑛𝑆𝑒𝑡. Each training example is described by values of all attributes and value of
the decision function. We can represent the training set by a data table. Rows in the data table correspond
to objects (training examples) to be analysed in terms of their properties (attributes) and the concept (class)
to which they belong. In Table 2.1, an exemplary table representing a training set and one test element are
presented.

Without loss of generality, we assume that training sets are consistent, i.e. there are no two objects with all
conditional attributes equal and with different decision values. This simplifies the notation and proofs. For
simplicity, we also assume that there are no missing attribute values for any objects. However, the learning
algorithms developed in the book also can work with inconsistent training sets which may contain missing
values (see, e.g. Subsection 3.3.1).

Definition 2.1 Any triplet (X, 𝐴, 𝑑), where X is the space of objects, 𝐴 is a set of attributes and 𝑑 is a
decision function, is called decision system.

Object Age Weight Gender BloodGroup (BG) Diagnosis
𝑡𝑟𝑛1 35 90 M A Sick
𝑡𝑟𝑛2 40 65 F AB Sick
𝑡𝑟𝑛3 45 68 F AB Healthy
𝑡𝑟𝑛4 40 70 M AB Healthy
𝑡𝑟𝑛5 45 75 M B Sick
𝑡𝑟𝑛6 35 70 F B Healthy
𝑡𝑟𝑛7 45 70 M 0 Healthy
𝑡𝑠𝑡 50 72 F A ?

Table 2.1: An exemplary data set with 4 conditional attributes (Age and Weight, numerical; Gender and
BloodGroup, symbolic) and decision attribute Diagnosis. Seven objects are from training set and the last
object is a test object (its decision is unknown).
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Training sets are used to build (induce) classification algorithms (in short, classifiers). A classifier defines
a function that, for a given input example, assigns that example to one of 𝑛𝑑 classes. A learning algorithm2

computes a function that for a given training set, constructs a classifier (see e.g. [36]).
The goal of supervised learning in a single application domain is to build a classifier on the basis of a

training set, which is equal or close to the target decision function. One can search for such a classifier using
the best learning algorithms for this domain. The goal of ML, in general, is to construct learning algorithms
which perform well over a wide range of real-life domains and their corresponding training sets (see e.g.
[36]). Learning theory provides precise definitions of the concepts used here such as ‘close to . . . ’, ‘best . . . ’,
‘perform well’ etc. (see e.g. [6, 105]).

Let us sum up, what was discussed above and additionally indicate the convention of notations used in
the book. Usually, we assume in the text that a decision system (X, 𝐴, 𝑑) is given. Sometimes we assume the
decision system to be a pseudometric decision system (see Subsection 2.2.3). Whenever we write object 𝑥 or
example 𝑥, we mean that 𝑥 ∈ X. Usually, we assume that a training set, 𝑡𝑟𝑛𝑆𝑒𝑡 ⊆ X (normally, 𝑡𝑟𝑛𝑆𝑒𝑡 ⊂ X) is
given. Whenever we write training object 𝑡𝑟𝑛 or training example 𝑡𝑟𝑛, we mean that 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡. Whenever
we write test object 𝑡𝑠𝑡 or test example 𝑡𝑠𝑡, we mean that 𝑡𝑠𝑡 ∈ X (however usually 𝑡𝑠𝑡 ∈ X \ 𝑡𝑟𝑛𝑆𝑒𝑡).
Throughout the book, 𝑡𝑟𝑛 and 𝑡𝑠𝑡 denote some training example and test example, respectively. Theoretically,
for all objects (however, in practice only for test objects) learning algorithm can acquire values for all
attributes. For training objects, learning algorithm can additionally acquire values for decision attribute.

2.2 Similarity and metrics in machine learning

In ML, reasoning and learning from cases can be performed using a concept of similarity. For example,
instance-based learning is based on the assumption that the decision for a new test case can be inferred from
the description of the objects similar to the test case. There are many definitions of similarity measures (see
e.g. [73, 115, 8, 22]). Generally, objects are considered similar if they have a high degree (fixed a priori)
of similarity and non-similar if they have a small degree (fixed a priori) of similarity. Numerous similarity
measures are based on the notions of metrics and pseudometrics (also called distance functions). The main
idea is that objects close to each other are regarded to have a high degree of similarity, and conversely, objects
which are very distanced from each other are regarded to be non-similar (small value of similarity). In the
book, we mainly use a weaker concept than metric, i.e. pseudometric (see e.g. [26]).

Definition 2.2 A function 𝜚 : 𝑋 × 𝑋 → R is a pseudometric on the set 𝑋 (or distance function or simply
distance) if and only if, for all 𝑥, 𝑦, 𝑧 ∈ 𝑋 , the following conditions hold:

1. 𝜚(𝑥, 𝑦) ≥ 0 (non-negativity)
2. 𝜚(𝑥, 𝑥) = 0
3. 𝜚(𝑥, 𝑦) = 𝜚(𝑦, 𝑥) (symmetry)
4. 𝜚(𝑥, 𝑧) ≤ 𝜚(𝑥, 𝑦) + 𝜚(𝑦, 𝑧) (triangle inequality)

A pair (𝑋, 𝜚), where 𝜚 is pseudometric is called a pseudometric space.

The first condition could be omitted because it is implied by the others. The metric additionally satisfies the
following condition 𝜚(𝑥, 𝑦) = 0 ⇒ 𝑥 = 𝑦. However, we intentionally defined pseudometric as this condition
is generally not satisfied for the distance function used in the book.

2 It should be noted that sometimes in the literature, there is no clear distinction between classifiers and learning algorithms.
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For a given pseudometric 𝜚 over 𝑋 , we define closed ball (in short, ball) of radius 𝑟 ≥ 0 centred
at 𝑥 ∈ 𝑋 , denoted by 𝐵(𝑥, 𝑟), as the set of all points of 𝑋 of distance less or equal to 𝑟 from 𝑥, i.e.
𝐵(𝑥, 𝑟) = {𝑦 ∈ 𝑋 : 𝜚(𝑥, 𝑦) ≤ 𝑟}. If we use this notation, it is usually clear from the context which
pseudometric is used. Otherwise, we write explicitly which pseudometric is used in the closed ball definition.
Generally, we use this definition in the case when 𝑋 is a finite set. Note that if a pseudometric is not a metric,
then closed ball with the radius equal to zero may contain more than one element.

The following fact about pseudometric space, which is well known and easy to prove, is important for us3.

Fact 2.1. Let 𝑛 ∈ N and, for each 𝑖 = 1, 2, . . . , 𝑛, (𝑋𝑖 , 𝜚𝑖), be a pseudometric space. Then the following
product

𝑛∏
𝑖=1

𝑋𝑖 = {(𝑥1, . . . , 𝑥𝑛) : 𝑥𝑖 ∈ 𝑋𝑖 , 𝑖 = 1, . . . , 𝑛}

with the function

𝜚 ((𝑥1, . . . , 𝑥𝑛) , (𝑦1, . . . , 𝑦𝑛)) =
𝑛∑︁
𝑖=1

𝜚𝑖 (𝑥𝑖 , 𝑦𝑖)

is a pseudometric space.

In the book, we use pseudometric which is a sum of pseudometrics defined for each attribute. We assume
that for each attribute 𝑎 ∈ 𝐴 a pseudometric 𝜚𝑎 : 𝑉𝑎 × 𝑉𝑎 → R is given. If there are 𝑚 attributes we define
pseudometric on the X set using pseudometric on the Cartesian product set

∏𝑚
𝑖=1𝑉𝑎𝑖 defined as in Fact 2.1.

Finally, the distance between two instances 𝑥, 𝑦 ∈ X is defined by:

𝜚(𝑥, 𝑦) =
∑︁
𝑎∈𝐴

𝜚𝑎 (𝑎(𝑥), 𝑎(𝑦)) =
𝑚∑︁
𝑎=1

𝜚𝑎𝑖 (𝑎𝑖 (𝑥), 𝑎𝑖 (𝑦)) (2.1)

From Fact 2.1, we have that (X, 𝜚) is a pseudometric space4.
Now, to define completely a pseudometric, we have only to define pseudometric 𝜚𝑎 for each attribute

𝑎 ∈ 𝐴. Usually, this is done separately for numerical (𝑉𝑎 ⊆ R) and symbolic attributes (𝑉𝑎 = {𝑣1, . . . , 𝑣𝑙} for
some 𝑙 ∈ N).

2.2.1 Metrics for numerical attributes

The widely known metric on R is determined by the absolute-value function on R. It is the function
𝜚 : R × R → R defined by 𝜚(𝑎, 𝑏) = |𝑎 − 𝑏 |, where 𝑎, 𝑏 ∈ R. This metric is called the Euclidean metric on
R.

Considering Equation 2.1 and the fact that the scale of different numerical attributes can be different,
we need to make normalisation for each attribute. This is due to the fact that having no prior knowledge
we attempt to assign to all attributes the equal importance in measuring the distance (and in consequence
similarity). We use normalisation based on the values occurring in the training data set 𝑡𝑟𝑛𝑆𝑒𝑡. A commonly

3 Originally the fact concerns the metric; however, as we mentioned we focus on pseudometrics.
4 Of course we use also here the following fact. If 𝑓 : 𝑋1 → 𝑋2 is a function and 𝑑2 is a pseudometric on 𝑋2, then
𝑑1 (𝑥, 𝑦) = 𝑑2 ( 𝑓 (𝑥 ) , 𝑓 (𝑦) ) gives a pseudometric on 𝑋1. Let us note that for metric space analogous fact does not hold. This
is one of the reasons why we use pseudometrics instead of metrics in the book.
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used approach for attribute value similarity is to normalise the value difference by its largest observed value
difference:

𝜚𝑎 (𝑣, 𝑤) =
|𝑣 − 𝑤 |

𝑎max − 𝑎min , (2.2)

where 𝑣, 𝑤 ∈ 𝑉𝑎, 𝑎max and 𝑎min are the maximal and the minimal value for an attribute 𝑎 among training
examples 𝑡𝑟𝑛𝑆𝑒𝑡 (without loss of generality we assume that 𝑎max ≠ 𝑎min). There are other possibilities of
normalisation, e.g. defined by the standard deviation (see e.g. [155]). However, we use, in the book, only the
presented one.

For all numerical attributes the final metric 𝜚 from Equation 2.1 and with no normalisation in 𝜚𝑎 is known
in the literature as city-block metric (also known as taxicab metric, Manhattan metric or 𝐿1 distance). In the
book, a normalised city-block metric is a metric having components 𝜚𝑎 with normalisation, i.e. defined in
Equation 2.2.

2.2.2 Metrics and pseudometrics for symbolic attributes

For every set 𝑋 , there exists a metric. That is the discrete metric which is defined on set 𝑋 by assuming that
the distance from each point of 𝑋 to itself is 0 and distance from each point to every other point of 𝑋 is 1.
We use this metric in the book for codomains of symbolic attributes (which are finite sets). For symbolic
attribute 𝑎 ∈ 𝐴, we define the discrete metric by:

𝜚𝑎 (𝑣, 𝑤) =
{

0, if 𝑣 = 𝑤,
1, if 𝑣 ≠ 𝑤. , where 𝑣, 𝑤 ∈ 𝑉𝑎 (2.3)

For all symbolic attributes with discrete metrics, the final metric 𝜚 from Equation 2.1 is known in the
literature as Hamming metric. This metric measures the number of attributes at which the corresponding
values are different.

If there is no information about the relations between values of symbolic attributes, this seems the only
reasonable metric for this set. However, for a training set of examples, additional information about the value
of the decision attribute is given. The decision distribution can be used to compute the distance of two values
from codomain of any symbolic attribute. This fact was first used in [132] to define the Value Difference
pseudoMetric (VDM)5 with additional weighting of attributes. Later in [38], a simplified version without
weighting attributes was used and is known as Simplified Value Difference pseudoMetric (SVDM). Thus for
symbolic attributes a more informative alternative than Hamming metric is SVDM. For symbolic attribute
𝑎 ∈ 𝐴 we define it by:

𝜚𝑎 (𝑣, 𝑤) =
∑︁
𝑑 𝑗 ∈𝑉𝑑

��𝑃(𝑑 = 𝑑 𝑗 | 𝑎 = 𝑣) − 𝑃(𝑑 = 𝑑 𝑗 | 𝑎 = 𝑤)
�� , (2.4)

where 𝑣, 𝑤 ∈ 𝑉𝑎. Originally, it was defined as the sum of absolute values of 𝑞 powers (for 𝑞 = 1, 2, . . . ) of
these differences. In the book, we use only version with 𝑞 = 1, i.e. defined by Equation 2.4. In practice, the
estimation of probability 𝑃(𝑑 = 𝑑 𝑗 | 𝑎 = 𝑣) is calculated using available training set 𝑡𝑟𝑛𝑆𝑒𝑡:

5 Strictly speaking the Value Difference Metric used in the literature is based on a pseudometric. Hence, for clarity we use the
name Value Difference pseudoMetric. Analogously we use the name Simplified Value Difference pseudoMetric instead of the
original name Simplified Value Difference Metric.
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𝑃𝑡𝑟𝑛𝑆𝑒𝑡 (𝑑 = 𝑑 𝑗 | 𝑎 = 𝑣) =
��{𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 : 𝑑 (𝑡𝑟𝑛) = 𝑑 𝑗 ∧ 𝑎(𝑡𝑟𝑛) = 𝑣}

��
|{𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 : 𝑎(𝑡𝑟𝑛) = 𝑣}| .

SVDM considers two symbolic values similar (i.e. to have small distance) if they have similar decision
distribution, i.e. if they correlate similarly with the decision. We may say that this pseudometric is induced
from the training set of examples. It strictly depends on the used training set.

It is easy to check that SVDM, in fact, is pseudometric, but not metric. There may exist two different values
𝑣, 𝑤 ∈ 𝑉𝑎 from codomain of 𝑎 for which 𝜚𝑎 (𝑣, 𝑤) = 0, i.e. on the training set, the distribution of decision
can be identical for both groups of objects 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 characterised by values 𝑎(𝑡𝑟𝑛) = 𝑣 and 𝑎(𝑡𝑟𝑛) = 𝑤.
In consequence, if in Equation 2.1 at least one component is SVDM pseudometric, then 𝜚 is pseudometric,
but not metric. It is another reason why we use in the book mainly the concept of pseudometric.

As an example for SVDM pseudometric let us take into consideration Table 2.1 and symbolic attribute
BloodGroup (in short, BG). We consider only training examples from this table (𝑡𝑟𝑛1, . . . , 𝑡𝑟𝑛7) and
distribution of decision Diagnosis is computed over this part of table. Taking this into account we obtain
the following distances among the chosen values of the attribute BG. For a few cases we present exact
computations:

𝜚𝐵𝐺 (𝐴, 𝐴) = 0,
𝜚𝐵𝐺 (𝐴, 𝐴𝐵) = |𝑃(𝐷 = 𝐻 |𝐴) − 𝑃(𝐷 = 𝐻 |𝐴𝐵) | + |𝑃(𝐷 = 𝑆 |𝐴) − 𝑃(𝐷 = 𝑆 |𝐴𝐵) |

=

����0 − 2
3

���� + ����1 − 1
3

���� = 4
3

,

𝜚𝐵𝐺 (𝐴, 𝐵) = |𝑃(𝐷 = 𝐻 | 𝐴) − 𝑃(𝐷 = 𝐻 | 𝐵) | + |𝑃(𝐷 = 𝑆 | 𝐴) − 𝑃(𝐷 = 𝑆 | 𝐵) |

=

����0 − 1
2

���� + ����1 − 1
2

���� = 1,

𝜚𝐵𝐺 (𝐴, 0) = |𝑃(𝐷 = 𝐻 | 𝐴) − 𝑃(𝐷 = 𝐻 | 0) | + |𝑃(𝐷 = 𝑆 | 𝐴) − 𝑃(𝐷 = 𝑆 | 0) |
= |0 − 1| + |1 − 0| = 2,

where 𝐷, 𝐻, 𝑆 denotes (in this particular example) 𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠, 𝐻𝑒𝑎𝑙𝑡ℎ𝑦, 𝑆𝑖𝑐𝑘 , respectively; and the prefix
‘𝐵𝐺 =’ is omitted in the conditions for brevity. For the remaining cases, we present only the final results:

𝜚𝐵𝐺 (𝐵, 𝐵) = 0, 𝜚𝐵𝐺 (𝐵, 𝐴) = 1, 𝜚𝐵𝐺 (𝐵, 𝐴𝐵) =
2
3

, 𝜚𝐵𝐺 (𝐵, 0) = 1,

𝜚𝐵𝐺 (𝐴𝐵, 𝐴𝐵) = 0, 𝜚𝐵𝐺 (𝐴𝐵, 𝐴) =
4
3

, 𝜚𝐵𝐺 (𝐴𝐵, 𝐵) =
2
3

, 𝜚𝐵𝐺 (𝐴𝐵, 0) =
2
3

,

𝜚𝐵𝐺 (0, 0) = 0, 𝜚𝐵𝐺 (0, 𝐴) = 2, 𝜚𝐵𝐺 (0, 𝐵) = 1, 𝜚𝐵𝐺 (0, 𝐴𝐵) =
2
3

.

Figure 2.1 graphically presents all the values of the considered attribute and distances between them. For
example, it can be seen that values A and 0 are the most distant. It relates to the fact that the corresponding
distributions are entirely different (in fact for value A decision is always Sick and for 0 always Healthy).

Different variants of this pseudometric have been successfully used previously (see e.g. [132, 31, 18]).
It is possible to choose other VDM-based distance functions (see e.g. [154, 155]). In the book, experiments

carried out for the RIONIDA algorithm with some other variants of pseudometrics are reported too (see
Subsection 5.5.5).
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Fig. 2.1: Graph representing distances between values of attribute BloodGroup induced from training set
given in Table 2.1. Vertices correspond to values of the considered attribute, i.e. A, B, AB and 0. Arrows
correspond to distances between pairs of values. For clarity, arrows representing distances of value to itself
(equal to zero) are omitted.

2.2.3 Pseudometrics use in the book

In the book, pseudometrics are used for two reasons. The first one is related to the grouping of values of
attributes (see Section 3.2). For each attribute, a relevant group of values for the attribute is expressed as a
ball using the respective pseudometric.

The second one concerns searching for nearest neighbours of objects (see Subsection 2.3.3, Section 3.3).
Thus, a relevant pseudometric for object space should be provided. First, pseudometrics for single attributes
are introduced. Next, is provided an aggregation function which defines pseudometric on the space of objects
from given pseudometrics for all attributes.

For these two reasons, we use the following definition.

Definition 2.3 Let (X, 𝐴, 𝑑) be a decision system (see Definition 2.1) and for any attribute 𝑎 ∈ 𝐴, 𝜚𝑎 be a
pseudometric on the respective value set 𝑉𝑎, i.e. for any 𝑎 ∈ 𝐴, (𝑉𝑎, 𝜚𝑎) is a pseudometric space. We call
such an enriched decision system the pseudometric decision system and denote it by (X, 𝐴, 𝑑, {𝜚𝑎}𝑎∈𝐴).

Additionally, we usually also assume that for a given pseudometric decision system, there is an aggregated
pseudometric on the object space defined from the individual pseudometrics for attributes and we denote it
as 𝐴𝑔𝑟 ({𝜚𝑎}𝑎∈𝐴), i.e. for 𝜚 = 𝐴𝑔𝑟 ({𝜚𝑎}𝑎∈𝐴), (X, 𝜚) is a pseudometric space.

It should be noted that for numerical attributes, the natural Euclidean metric and additionally the natural
ordering of real numbers are used for grouping numerical values into intervals (see Subsection 3.2.1). Thus,
for the task of grouping attribute values, pseudometrics for symbolic attributes should be only provided (see,
e.g. Definition 3.2 in Subsection 3.2.2).

By default, we assume that the aggregated pseudometric is simply defined as the sum of individual
pseudometrics (see Equation 2.1). Rarely, we also use in the book its weighted version (see Equation 3.3).
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The default pseudometric for symbolic attributes is SVDM. Taking this into account, a default resulting
pseudometric for measuring the distance between objects combines (according to Equation 2.1) Euclidean
metrics on R for numerical attributes (see Equation 2.2) and SVDM pseudometrics for symbolic attributes
(see Equation 2.4). One may say that it combines the normalised city-block metric for the group of numerical
attributes and the SVDM pseudometrics for symbolic attributes. We call it City And Simplified Value
Difference pseudoMetric (CSVDM). Such an aggregation of pseudometrics was used previously in the
literature (see e.g. [38]). Rarely, we also use in the book discrete metric (see Equation 2.3) for symbolic
attributes. In this case, one may say that the resulting metric for measuring the distance between objects
combines the normalised city-block metric for the group of numerical attributes and Hamming metric (see
Subsection 2.2.2) for the group of symbolic attributes. We call it City And Hamming Metric (CHM).

2.3 Selected methods in machine learning

In this section, we discuss machine learning methods directly related to the book, i.e. rule-based,
instance-based, and lazy rule learning. In particular, we formalise them for specific approaches used and
further developed in the book (see Chapters 3, 4). Moreover, we present a crucial formal result connecting
these approaches. This result is also further developed in the book (see Subsection 3.2.2).

2.3.1 Rule-based methods

One of the critical ML techniques is the induction of rule sets (see e.g. [50, 102, 131, 118, 59, 134, 20]). Its
importance follows from the fact that knowledge representation in the form of rules is well understandable
by a human. We are interested in decision rules which indicate what decision should be taken in a perceived
situation. In the most general form, decision rules are of the form

𝑖 𝑓 𝜑 𝑡ℎ𝑒𝑛 𝜓 ,

where 𝜑 is called the premise of the rule and 𝜓 its consequence. 𝜓 is a formula determined by a decision
attribute 𝑑.

Rule induction algorithms induce decision rules from a training set. We define what kind of rules we admit
and in consequence what kind of rules we search for. We consider decision rules with premises consisting
of a conjunction of elementary conditions and their consequences indicating the specific decision. Each
elementary condition describes a set of values of the attribute. Informally, it is of the form 𝑎 ∈ 𝑉 , where
𝑉 ⊆ 𝑉𝑎. First, we define how such sets 𝑉 of values can be expressed over a formal language together with
semantics (meaning) of expressions from this language in the power set of attribute codomain.

Definition 2.4 Let D = (X, 𝐴, 𝑑) be a decision system (or D = (X, 𝐴, 𝑑, {𝜚𝑎}𝑎∈𝐴) be a pseudometric
decision system). The description of any elementary set for symbolic attributes 𝑎 ∈ 𝐴𝑠𝑦𝑚 is one of the
following forms:
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∅ (2.5)
{𝑣}, where 𝑣 ∈ 𝑉𝑎, (2.6)
𝑉𝑎, (2.7)
𝐵(𝑐, 𝑟), when D is pseudometric decision system and
where 𝑐 ∈ 𝑉𝑎, 𝑟 ∈ R, 𝑟 ≥ 0.

(2.8)

The description of elementary set for decision attribute 𝑑 is of the form 2.6, where attribute 𝑎 is substituted
by 𝑑.

The description of elementary set for numerical attributes 𝑎 ∈ 𝐴𝑛𝑢𝑚 is of the following form:

∅ (2.9)
[𝑏, 𝑒], (𝑏, 𝑒], [𝑏, 𝑒), (𝑏, 𝑒), where 𝑏, 𝑒 ∈ R are such that the corresponding interval

between points 𝑏 and 𝑒 is included in 𝑉𝑎. (2.10)

The semantics of any description of the elementary set for attribute 𝑎 ∈ 𝐴 ∪ {𝑑} is defined as a subset of
𝑉𝑎 as follows6:

| |∅| |D = ∅,
| |{𝑣}| |D = {𝑣} (it is called the singleton set),
| |𝑉𝑎 | |D = 𝑉𝑎 (it is called the value set of 𝑎),

| | [𝑏, 𝑒] | |D = [𝑏, 𝑒],
| | (𝑏, 𝑒] | |D = (𝑏, 𝑒],
| | [𝑏, 𝑒) | |D = [𝑏, 𝑒),
| | (𝑏, 𝑒) | |D = (𝑏, 𝑒),

| |𝐵(𝑐, 𝑟) | |D = {𝑤 ∈ 𝑉𝑎 : 𝑤 ∈ 𝐵(𝑐, 𝑟)} = {𝑤 ∈ 𝑉𝑎 : 𝜚𝑎 (𝑐, 𝑤) ≤ 𝑟} (it is called the ball set).

Now, we define the representation of the elementary conditions (in a language) and their semantics.

Definition 2.5 Let D = (X, 𝐴, 𝑑) be a decision system (or D = (X, 𝐴, 𝑑, {𝜚𝑎}𝑎∈𝐴) be a pseudometric
decision system).

The elementary condition for attribute 𝑎 ∈ 𝐴 ∪ {𝑑} has the form:

𝑎 ∈ 𝑉,

where 𝑎 ∈ 𝐴 and 𝑉 is a description of elementary set for attribute 𝑎. Its semantics is defined as follows:

[[𝑎 ∈ 𝑉]]D = {𝑥 ∈ X : 𝑎(𝑥) ∈ | |𝑉 | |D}

6 For simplicity we do not distinguish between symbols denoting values and values themselves.
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The semantics of 𝑎 ∈ 𝑉 may be restricted to subsets of X, e.g. to the training set, 𝑡𝑟𝑛𝑆𝑒𝑡, i.e. [[𝑎 ∈
𝑉]]D ∩ 𝑡𝑟𝑛𝑆𝑒𝑡 denoted as [[𝑎 ∈ 𝑉]]𝑡𝑟𝑛𝑆𝑒𝑡 The elementary condition 𝑡 is satisfied by an example 𝑥 (or, in
short, 𝑡 (𝑥) is satisfied) if 𝑥 ∈ [[𝑡]]D.

Please note that | |𝑉 | |D denotes a subset of the attribute value set of a given attribute, while [[𝑎 ∈ 𝑉]]D
denotes a subset of X. Each elementary condition is of the form: 𝑎 ∈ 𝑉 , where | |𝑉 | |D ⊆ 𝑉𝑎 and | |𝑉 | |D is

• a singleton set for decision attribute (see set description 2.6 and its semantics),
• a proper interval for the numerical attribute (see set description 2.10 and its semantics), and
• a singleton set, value set of an attribute or a ball set for the symbolic attribute (see set descriptions 2.6,

2.7, 2.8, respectively and their semantics).

The elementary condition is satisfied for a given object if the value of the concerned attribute on this object
belongs to the set given by its description. Conditions of the form 𝑎 ∈ {𝑣}, where 𝑣 ∈ 𝑉𝑎 are also written as
𝑎 = 𝑣. Conditions of the form 𝑎 ∈ 𝑉𝑎 which are always true (i.e. the set of objects satisfying the condition is
equal to the set of all objects in the considered universe), also written as 𝑎 = ∗, are called trivial.

Finally, we define the semantics and the syntax for expressing premise and consequence of the decision
rules.

Definition 2.6 Let D = (X, 𝐴, 𝑑) be a decision system (or D = (X, 𝐴, 𝑑, {𝜚𝑎}𝑎∈𝐴) be a pseudometric
decision system). A decision rule is an expression of the form

𝑖 𝑓 𝑡1 ∧ 𝑡2 ∧ . . . ∧ 𝑡𝑚 𝑡ℎ𝑒𝑛 𝑑 = 𝑣,

where 𝑚 is the number of attributes, 𝑡𝑖 is an elementary condition for an attribute 𝑎𝑖 for 𝑖 = 1, 2..., 𝑚, 𝑣 ∈ 𝑉𝑑 .
The semantics of the premise of the rule 𝑟, 𝜑 is defined as follows:

[[𝜑]]D = [[𝑡1 ∧ 𝑡2 ∧ . . . ∧ 𝑡𝑚]]D = [[𝑡1]]D ∩ [[𝑡2]]D . . . [[𝑡𝑚]]D

The premise of the rule 𝑟, 𝜑, is satisfied by example 𝑥 (or 𝑥 satisfies 𝜑) if 𝑥 ∈ [[𝜑]]D. In this case, example
𝑥 is said to match the rule 𝑟, and 𝑟 is said to cover 𝑥.

The single rule is a classifier which classifies examples covered by that rule to the decision class indicated
by the rule’s consequence. Ideally, we could search for rules 𝑖 𝑓 𝜑 𝑡ℎ𝑒𝑛 𝑑 = 𝑣 such that [[𝜑]]D ⊆ [[𝑑 = 𝑣]]D.
However, the semantics of [[𝑑 = 𝑣]]𝑡𝑟𝑛𝑆𝑒𝑡 is available only. Hence, we induce rules for 𝑡𝑟𝑛𝑆𝑒𝑡 and assume
that the inclusion extends on X. Moreover, we search for rules covering as many as possible examples.

Usually, while presenting the decision rule, trivial conditions are omitted7. The commonly used conditions
for symbolic attributes are equations 𝑎 = 𝑣, while for numerical attributes conditions are specified by interval
inclusions, e.g.:

𝑖 𝑓 𝑎1 = 2 ∧ 𝑎3 ∈ [3, 7] ∧ 𝑎6 = 5 𝑡ℎ𝑒𝑛 𝑑 = 1.

However, for symbolic attributes we use a more general condition such as 𝑎 ∈ 𝑉 (see Definition 2.5),
which is introduced to extend the notion of the singleton sets to the ball sets specified by form 2.8 in
Definition 2.4 and its semantics. If the data set of the considered problem contains some numerical attributes,
then the relevant intervals can be obtained by applying discretisation. Discretisation transforms decision
system into a new one in such a way that numerical values are grouped into relevant intervals covering the

7 In fact, in the description of rules only non-trivial conditions are used. We use trivial conditions only to make the notation
simpler.
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whole attribute domain. Consecutive intervals induced from the original table are mapped into successive
numbers representing values of the discretised attribute in a new decision system (see e.g. [116]).

For any decision rule 𝑟, we denote by 𝑡𝑖 (𝑟) the 𝑖-th condition 𝑡𝑖 from Definition 2.6 for rule 𝑟; we denote
by 𝑡𝑎 (𝑟) for 𝑎 ∈ 𝐴 the condition 𝑡𝑖 from Definition 2.6 for rule 𝑟 corresponding to attribute 𝑎.

In the book, we consider three kinds of decision rules relative to the admissible elementary conditions
used in Definition 2.6. Below we specify three possibilities of admissible elementary conditions used in
Definition 2.6. They specify three kinds of decision rules, and in consequence, three sets of decision rules.

Definition 2.7 Let (X, 𝐴, 𝑑) be a decision system.
For the data sets with only symbolic attributes the set of simple rules denoted as 𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠 is the set of

all rules from Definition 2.6 in which the only admissible elementary conditions in the premise of the rule
are from set descriptions 2.6, 2.7, i.e. elementary conditions are 𝑎 = 𝑣 for 𝑣 ∈ 𝑉𝑎; and 𝑎 = ∗.

The set of combined rules denoted as 𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠 is the set of all rules from Definition 2.6 for which the
only admissible conditions in the premise of the rule are from set descriptions 2.6, 2.7, 2.10, i.e. elementary
condition for symbolic attributes are as in the definition of 𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠 and for numerical attributes are of the
form 𝑎 ∈ 𝐼, where 𝐼 is a proper interval description.

Definition 2.8 Let (X, 𝐴, 𝑑, {𝜚𝑎}𝑎∈𝐴) be a pseudometric decision system.
Suppose that for all symbolic attributes 𝑎 ∈ 𝐴𝑠𝑦𝑚 there is given a specific value 𝑐𝑎 ∈ 𝑉𝑎. The set of

general rules denoted as 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠
(
{(𝜚𝑎, 𝑐𝑎)}𝑎∈𝐴𝑠𝑦𝑚

)
or simply 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 (whenever pairs (𝜚𝑎, 𝑐𝑎) are

clear from the context or irrelevant due to generality) is the set of all rules from Definition 2.6 for which
the only admissible elementary conditions in the premise of the rule contain set descriptions (i) as in the
definition of 𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠 for numerical attributes and (ii) specific form of 2.8, i.e. 𝐵(𝑐, 𝑟), where 𝑐 = 𝑐𝑎,
𝑟 = 𝜚𝑎 (𝑐𝑎, 𝑣), 𝑣 ∈ 𝑉𝑎 for symbolic attributes 𝑎 ∈ 𝐴𝑠𝑦𝑚.

The definition of general rules will become more clear after reading Section 3.2, where it is used.

Definition 2.9 A rule 𝑟 with the consequent (𝑑 = 𝑣) is consistent with a set of objects 𝑋 ⊆ X (sometimes
we write simply consistent whenever set 𝑋 is clear from the context) if for each object 𝑥 ∈ 𝑋 whenever 𝑥
matches the rule 𝑟 the decision of the rule is identical with the decision of the object, i.e. 𝑑 (𝑥) = 𝑣.

A rule 𝑟 is inconsistent if it is not consistent.

Usually, in the above definition we use as a set 𝑋 , the set of training objects. A rule consistent with the
training set classifies correctly all the training examples covered by that rule.

Now we define the notion of maximality of rule.

Definition 2.10 Let 𝑟1 and 𝑟2 be rules. We say that a condition 𝑡𝑖 (𝑟2) is more general than (or is implied
by) a condition 𝑡𝑖 (𝑟1), in symbols 𝑡𝑖 (𝑟1) ⇒ 𝑡𝑖 (𝑟2), if | |𝑉1 | |D ⊆ ||𝑉2 | |D holds, where 𝑡𝑖 (𝑟1) is of the form 𝑎𝑖 ∈
𝑉1 and 𝑡𝑖 (𝑟2) is of the form 𝑎𝑖 ∈ 𝑉2.

We say that a rule 𝑟2 is more general than (or is implied by) a rule 𝑟1, and denote it by 𝑟1 ⇒ 𝑟2 if it has
identical consequents, i.e. 𝑑 (𝑟1) = 𝑑 (𝑟2) and each condition 𝑡𝑖 (𝑟2) is more general than condition 𝑡𝑖 (𝑟1) (for
𝑖 = 1, 2, . . . , 𝑚).

A consistent rule 𝑟 with a training set 𝑡𝑟𝑛𝑆𝑒𝑡 is maximally general (relative to this training set and a given
set of rules) if there is no rule in this set of rules more general than 𝑟 which is different from 𝑟 and consistent
with 𝑡𝑟𝑛𝑆𝑒𝑡.

Definition 2.11 For a given set of admissible rules 𝑅𝑢𝑙𝑒𝑠, a training set 𝑡𝑟𝑛𝑆𝑒𝑡 we define the set of maximally
general rules 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) to be equal to the set of all rules 𝑟 ∈ 𝑅𝑢𝑙𝑒𝑠 consistent with 𝑡𝑟𝑛𝑆𝑒𝑡
and maximally general.
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In the book, we consider only sets of rules 𝑅𝑢𝑙𝑒𝑠 in Definition 2.11 equal to one of three sets: 𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠,
𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 from Definitions 2.7 and 2.8. If the sets 𝑅𝑢𝑙𝑒𝑠 and 𝑡𝑟𝑛𝑆𝑒𝑡 are obvious from
the context, we write 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 instead of 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡). Also, we write 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 in
general case, i.e. 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 denotes any one of the three mentioned cases: 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡),
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) or 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡).

From the knowledge discovery perspective, the important problem is to compute all rules (matched at
least by one training example) that are maximally general and consistent with a training set.

Let us first consider 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡). In this case, a consistent rule is maximally general
in a training set 𝑡𝑟𝑛𝑆𝑒𝑡 if for each non-trivial condition replacement of that condition with trivial condition
makes the rule inconsistent with the training set 𝑡𝑟𝑛𝑆𝑒𝑡. Hence, maximally general rules are those which have
minimal lengths, where the length of the rule is the number of non-trivial conditions in it. Thus the problem
here is to find the complete set of consistent and minimal decision rules (see e.g. [131]). Among different
aspects, such a set of rules is also essential because it relates to the minimal description length principle
(see e.g. [130]). Algorithms for computing all minimal rules are very time consuming, especially when the
number of training objects or attributes is significantly large. This is because the size of the 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 set can
be exponential concerning the size of the training set (see e.g. [113]). In practice, approximation algorithms
are often applied to obtain the rule set that is not necessarily complete (see e.g. [12]). There are also other
approaches to induce a set of rules, which cover the input examples using, e.g. the smallest number of rules
(see e.g. [58]). However, in the book, we focus on the complete 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 set.

Now, let us consider 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡). In this case, additionally we have numerical
attributes for which maximally general intervals are searched. Searching for maximally general rules for
numerical attributes relates to the problem of discretisation. A partition of discretisation is consistent if each
interval covers only objects with the same decision. For more details on discretisation, the readers are referred
to [116, 114].

It should be noted that the problem of searching for a consistent partition with the minimal number of
cuts is NP-hard (see e.g. [116]). It shows that the problem of discretisation from the global point of view is a
complex task. We will show in Subsection 3.2 that it is in a sense possible to overcome this problem if one
focuses on a local fragment of the universe instead of the whole universe. It occurs in case of the presented
lazy rule induction algorithm (see Algorithm 2 or Algorithm 4).

Now, let us consider 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡). In this case, we additionally search for relevant
grouping of values for symbolic attributes. It relates to the problem of partition of symbolic attributes.
Formally the partition over an attribute 𝑎 is any function 𝑃𝑎 : 𝑉𝑎 → {1, . . . , 𝑚𝑎}. The problem of searching
for a consistent family of partitions with the minimal

∑
𝑎∈𝐴 |𝑃𝑎 (𝑉𝑎) | is NP-hard (see e.g. [115]). We overcome

this because of two reasons. First, we limit the number of possible groupings of values of any attribute (from
2𝑛 to 𝑛2, where 𝑛 is the number of values for an attribute). Second, we use lazy rule induction (see Section 3.2).

Rules induced from training examples are then used to classify objects. For a given test object, the subset
of rules matched by the object is selected. If the object matches only rules with the same decision, then the
decision predicted by those rules is assigned to the example. If the test object matches the rules corresponding
to different decisions, the conflict has to be resolved (see e.g. [103]). A common approach is to use a measure
for conflict resolution, and decision with the highest value of the measure is selected. In the book, we focus
on the commonly used measure that is presented below.

Definition 2.12 Suppose training set 𝑡𝑟𝑛𝑆𝑒𝑡, test example 𝑡𝑠𝑡 and 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 are given. Then we define

𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣) =

������ ⋃
𝑟∈𝑀𝑎𝑡𝑐ℎ𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡 ,𝑣)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟)

������ , (2.11)
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where 𝑣 denotes the 𝑣-th decision (𝑣 = 1, . . . , 𝑛𝑑), 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟) is a set of training examples matching the
rule 𝑟, 𝑀𝑎𝑡𝑐ℎ𝑅𝑢𝑙𝑒𝑠(𝑡𝑠𝑡, 𝑣) is a subset of 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠, whose premise is satisfied by 𝑡𝑠𝑡 and the consequent
is a decision 𝑣.

The measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ counts the number of training examples covered by the maximally general rules
with the decision 𝑣 and covering a test example 𝑡𝑠𝑡.

The classifier based on maximally general rules with the measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ as a strategy for conflict
resolution predicts the decision that is the most frequent in the set of training examples covered by rules
matched by a test example, i.e.:

𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡) = arg max
𝑣∈𝑉𝑑

𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣). (2.12)

As mentioned previously, the limitation of this approach lies in the fact that computing 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 is very
time-consuming.

2.3.2 Lazy rule learning for symbolic attributes

Another approach can be based on a construction of algorithms that do not require calculating the set of
decision rules before classifying new objects. These are lazy learning (or memory based learning) algorithms.
An example of such an algorithm for the case of 𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠 is presented in [11]. It generates only decision
rules relevant for a new test object and then classifies it like algorithms generating rules in advance. It uses
a technique that computes the measures from Equation 2.11 for every test object without computing all
maximally general rules (𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠).

First, we define simple local decision rule, denoted by 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛), where 𝑡𝑠𝑡, 𝑡𝑟𝑛 are the distinguished
objects. This name corresponds to the set of simple rules, denoted by 𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠 (in the following proposition
we show their actual relationship).

Definition 2.13 For any test object 𝑡𝑠𝑡 and any training object 𝑡𝑟𝑛, we define a simple local decision rule
(for short s-rule), denoted by 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛), the decision rule with the decision 𝑑 (𝑡𝑟𝑛) and the following
conditions 𝑡𝑎 for each symbolic attribute 𝑎:

𝑡𝑎 =

{
𝑎 = 𝑎(𝑡𝑟𝑛) if 𝑎(𝑡𝑠𝑡) = 𝑎(𝑡𝑟𝑛)
𝑎 = ∗ if 𝑎(𝑡𝑠𝑡) ≠ 𝑎(𝑡𝑟𝑛),

Let us recall that 𝑎 = ∗ denotes the trivial condition 𝑎 ∈ 𝑉𝑎. A local decision rule is defined to ensure
that both 𝑡𝑟𝑛 and 𝑡𝑠𝑡 objects satisfy the rule and it is maximally specific (the number of trivial conditions
is minimal; or inversely, the number of non-trivial conditions is maximal). We have the following crucial
relation between s-rule and maximally general consistent rules from 𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠:

Theorem 2.2 [11]8 The rule 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) for a test object 𝑡𝑠𝑡 and a training object 𝑡𝑟𝑛 is consistent with
the training set 𝑡𝑟𝑛𝑆𝑒𝑡 if and only if there exists a rule in the set 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) covering
objects 𝑡𝑠𝑡 and 𝑡𝑟𝑛.

8 The original formulation of this proposition was different. However, this formulation in the considered case of 𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠 is
equivalent to the original proposition. Such formulation allows us to show a more direct relationship between local rules and
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 and algorithms based on these two types of rules.
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It means that for 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) for any test example 𝑡𝑠𝑡, any decision 𝑣 ∈ 𝑉𝑑 computing
the value of measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣) from Equation 2.11 is equivalent to computing the number of training
examples 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 such that 𝑑 (𝑡𝑟𝑛) = 𝑣 and rule 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) is consistent with 𝑡𝑟𝑛𝑆𝑒𝑡. This is
realised by the simple lazy rule induction algorithm for symbolic attributes (LAZY) presented below (see
Algorithm 2).

Algorithm 1: isConsistent(𝑟, 𝑣𝑒𝑟𝑖 𝑓 𝑦𝑆𝑒𝑡)
Input: a rule 𝑟 : if 𝛼 then 𝑑 = 𝑣, set of examples 𝑣𝑒𝑟𝑖 𝑓 𝑦𝑆𝑒𝑡
Output: true if rule 𝑟 is consistent with 𝑣𝑒𝑟𝑖 𝑓 𝑦𝑆𝑒𝑡 , false otherwise

1 begin
2 foreach 𝑡𝑟𝑛 ∈ 𝑣𝑒𝑟𝑖 𝑓 𝑦𝑆𝑒𝑡 do
3 if 𝑑 (𝑡𝑟𝑛) ≠ 𝑣 and 𝑡𝑟𝑛 satisfies 𝛼 then
4 return 𝑓 𝑎𝑙𝑠𝑒
5 end
6 end
7 return 𝑡𝑟𝑢𝑒
8 end

Algorithm 2: LAZY(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡)
Input: test example 𝑡𝑠𝑡 , training set 𝑡𝑟𝑛𝑆𝑒𝑡
Output: predicted decision for 𝑡𝑠𝑡

1 begin
2 foreach decision 𝑣 ∈ 𝑉𝑑 do
3 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = ∅
4 end
5 foreach 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 do
6 𝑣 = 𝑑 (𝑡𝑟𝑛)
7 if 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑠-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡 , 𝑡𝑟𝑛) , 𝑡𝑟𝑛𝑆𝑒𝑡 ) then
8 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) ∪ {𝑡𝑟𝑛}
9 end

10 end
11 return arg max

𝑣∈𝑉𝑑
|𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) |

12 end

The function 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑟, 𝑣𝑒𝑟𝑖 𝑓 𝑦𝑆𝑒𝑡) checks if a decision rule 𝑟 is consistent with a 𝑣𝑒𝑟𝑖 𝑓 𝑦𝑆𝑒𝑡. For
every training object 𝑡𝑟𝑛, Algorithm 2 constructs the rule 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) based on the examples 𝑡𝑠𝑡 and 𝑡𝑟𝑛.
Then it checks whether the rule 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) is consistent with the remaining training examples, i.e. if all
the training examples satisfying the left-hand side of 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) are labelled by the same decision as the
considered training example 𝑡𝑟𝑛. If the rule 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) is consistent, then the training example 𝑡𝑟𝑛 is
added to the support set of the relevant decision. Finally, the algorithm selects the decision with the support
set of the highest cardinality. As it was mentioned above from Theorem 2.2 we have:

Corollary 2.1 Let 𝑡𝑟𝑛𝑆𝑒𝑡 be a training set. For any test object 𝑡𝑠𝑡, and the classifier from Equation 2.12 with
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡), we have
𝐿𝐴𝑍𝑌 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡) = 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡).
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Comparison of the LAZY algorithm to the algorithm based on maximally general rules allows us to
conclude that the LAZY algorithm considers only the decision rules that can be involved in the classification
of a given test object.

The time complexity of the procedure 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 checking whether a decision rule 𝑟 is consistent
with 𝑡𝑟𝑛𝑆𝑒𝑡 is 𝑂 (𝑚𝑛), where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |, 𝑚 = |𝐴| (i.e. 𝑛 is the number of training examples and 𝑚 is the
number of conditional attributes). In consequence, time complexity of the LAZY algorithm (see Algorithm 2)
checking the consistency of the local simple decision rule based on all possible training examples is𝑂 (𝑚𝑛2).
In the case of classifying many test objects, this expression should be multiplied by the number of test cases.
This is far more efficient than generating the set 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) in advance, which can be
exponentially large relative to 𝑛.

The limitation of this approach is that it works only with symbolic attributes and does not allow to group
symbolic attributes (i.e. for symbolic attributes it allows only the use of equality descriptor). In Section 3.2,
we present the RIA algorithm, a version of the LAZY algorithm extended to the case of numerical attributes
and generalised for symbolic attributes.

Another limitation of this approach is that for larger data sets this time complexity is still too high to be
used in practice. In Section 3.3, we present a modification of the RIA algorithm, which also applies to the
LAZY algorithm as a subcase of RIA. This modification gives a further reduction of time complexity without
decreasing the classification quality in practical applications.

2.3.3 Instance-based learning

In the previous subsection, an example of lazy learning algorithm is presented. In general lazy learning (for
supervised learning) refers to a class of procedures which simply store learning examples (thus called also
memory based learning), and when classification is requested, it induces the decision directly from the stored
data (see e.g. [105, 3]). It is in contrast to eager learning, mostly occurring in ML, which refers to a family
of algorithms generalising relevant patterns from specific instances e.g. rule-based methods induce rules to
be later used for classification.

A typical example of lazy learning is instance-based learning. It can be described by a simple principle
stating that similar instances have similar class labels (see e.g. [4, 2])9. Most instance-based learning
classifiers can be characterised by four components: 1. similarity (or distance) measure, 2. number of
neighbours to consider (from one to all neighbours), 3. function of weight for neighbours (e.g. equal weights
or weights depending on the distance from the test object), 4. conflict resolution (e.g. majority vote of the 𝑘
nearest neighbours) (see e.g. [130]).

The commonly used instance-based algorithm is the 𝑘 nearest neighbours classification algorithm (kNN).
It is based on the assumption that for classification of a given test example it is enough to use (training)

examples that are sufficiently close to this example. Hence, test examples are classified using, e.g. the decision
most common in the set of 𝑘 nearest neighbours from the training set.

For 𝑘 = 1, it returns the decision of the training example most similar (assuming that exactly one such
example exists) to the test case (according to the given pseudometric 𝜚). That is:

𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛1𝑁𝑁 (𝑡𝑠𝑡) = 𝑑 (𝑡𝑟𝑛★), where 𝑡𝑟𝑛★ = arg min
𝑡𝑟𝑛∈𝑡𝑟𝑛𝑆𝑒𝑡

𝜚(𝑡𝑠𝑡, 𝑡𝑟𝑛).

9 More generally, instance-based learning can refer to Case Based Reasoning (see e.g. [126]), i.e. a family of techniques which
solve unseen problems based on the solutions of similar problems perceived in the past.
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For general case, the kNN method works as follows. It selects 𝑘 nearest neighbours to the example 𝑡𝑠𝑡
according to the given pseudometric 𝜚10.

Definition 2.14 For training set 𝑡𝑟𝑛𝑆𝑒𝑡 and test example 𝑡𝑠𝑡 we define 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚) as the set of 𝑘
training examples that are most similar to 𝑡𝑠𝑡 according to distance function 𝜚. In the case when more than
one example has the same distance from the object 𝑡𝑠𝑡 to the 𝑘-th nearest example, all of them are added to
𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚) (then the set 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚) contains more than 𝑘 examples)11.

For short, we also write 𝑁 (𝑡𝑠𝑡, 𝑘) whenever parameters 𝑡𝑟𝑛𝑆𝑒𝑡 and 𝜚 are clear from the context (or
irrelevant due to generality). We also write 𝑁 whenever all parameters are clear from the context (or
irrelevant due to generality).

The decision with the majority of examples in this neighbour set is selected as the final decision.

𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑘𝑁𝑁 (𝑡𝑠𝑡) = arg max
𝑣∈𝑉𝑑

|{𝑡𝑟𝑛 ∈ 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚) : 𝑑 (𝑡𝑟𝑛) = 𝑣}| (2.13)

We can represent Equation 2.13 in the form presented in Algorithm 3.

Algorithm 3: kNN(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘 , 𝜚)
Input: a test example 𝑡𝑠𝑡 , training set 𝑡𝑟𝑛𝑆𝑒𝑡 , positive integer 𝑘, pseudometric 𝜚
Output: predicted decision for 𝑡𝑠𝑡

1 begin
2 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 = 𝑁 (𝑡𝑠𝑡 , 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚)
3 foreach decision 𝑣 ∈ 𝑉𝑑 do
4 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = ∅
5 end
6 foreach 𝑡𝑟𝑛 ∈ 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 do
7 𝑣 = 𝑑 (𝑡𝑟𝑛)
8 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) ∪ {𝑡𝑟𝑛}
9 end

10 return arg max
𝑣∈𝑉𝑑

|𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) |

11 end

For determinism, there should also be specified a tie-breaking procedure.

2.4 Imbalanced data

Two important questions should be considered here: What does it mean that data are imbalanced?; What are
the factors of the difficulty of imbalanced data? These topics refer to foundations of imbalanced learning.
This topic has attracted extensive research. The overview studies which merit our special attention include:
[107, Chapters 2-3], [70, Chapter 2], [96], [150].

These two questions, which are strongly related, are discussed below.
10 To be consistent with other places in the book we focus on pseudometrics also here. See also beginning of Section 2.2 for
other possibilities.
11 Such solution is used in the proposed algorithms in the book. Thus we also use it for the kNN algorithm.
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2.4.1 Basic definition of imbalanced data and its drawbacks

Technically speaking, any data set considered as an input for the classification problem in which examples
of one class significantly outnumber the examples of the other one can be considered imbalanced (see e.g.
[69, 96]). The ratio of the number of examples from the majority class and the minority class is called
imbalance ratio. The imbalance ratio can range from 2:1 (moderate level of class imbalance) to imbalance
ratios above 1000:1 (extreme level of class imbalance; one thousand more objects from the majority class
than from the minority class). For real-life examples with different imbalance ratios see e.g. [85, 157, 81].

Experiments show that in some cases the growth of imbalance ratio leads to declining of the classification
quality (see e.g. [70, Chapter 2], [152]). Thus sometimes this factor can represent to a degree the difficulty
of classification.

However, the difficulty of learning from imbalanced data is concerned not only of the imbalance ratio
between classes but mainly of the data complexity (see e.g. [107, 96, 77]). We discuss this topic in the next
subsection. Let us consider a simple illustration that data complexity and the imbalance ratio factor do not
coincide. For instance, for very complex data set, one can multiply one chosen example from the minority
class to obtain the data set with equal representation of both decision classes12. In this case, we obtain the
data set with the imbalance ratio equal to 1:1, but the difficulty of the data set is similar to the original data
set. If we take into account this fact together with topics discussed in the next subsection one can see that
difficulty of data set cannot be measured only by imbalance ratio and doing this sometimes can be misleading
(see e.g. [70]).

Let us also note that the imbalance ratio is defined on the data we possess. If the data are representative for
the underlying distribution, what is usually assumed, we have a good estimation of this parameter. Otherwise,
the estimated imbalance ratio can be misleading. In consequence, even balanced data sets could be recognised
as imbalanced and vice versa. (see e.g. [70]).

2.4.2 Different factors of the difficulty of imbalanced data

As it was mentioned above, the imbalance ratio taken separately is insufficient to measure the difficulty of
learning from imbalanced data. Generally speaking, the difficulty of imbalanced data is embodied in the
complex structure of the minority class concept.

The literature distinguishes several factors which make the learning from imbalanced data a challenging
task (see e.g. [96, 152, 151, 77, 7]). Among them are:

• selection of relevant performance measure,
• relevant representation,
• data decomposition leading to small disjuncts,
• overlapping between the classes,
• presence of outliers or noisy examples,
• imbalance ratio,
• the absolute number of examples.

12 If we proportionally multiply all examples from the minority class we, in fact, have simple sampling method which still does
not solve the problem of data complexity (see Subsection 2.5.1). It should be noted that our intention was to make the example
as simple as possible.
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As it can be noticed, the factor of the imbalance ratio is usually combined with other factors. All these
factors are briefly discussed below. Let us notice that the first two factors are related to the primary components
in any data-mining algorithm (see e.g. [42]).

2.4.2.1 Selection of relevant performance measure

The main task in solving the classification problem is to understand the given data mining problem.
This includes understanding what does it mean that a classifier performs well on a given domain. The
performance measure (see also Subsection 2.6.1) is used to express this precisely. It is important is to find
a performance measure relevant to the considered problem (see e.g. [42]). Although this issue is important
for any classification task, it is especially important for imbalanced learning problem. If such performance
measure is available, it should be embedded in the classifier induction algorithm (see e.g. [70]). However,
for many imbalanced learning problems, such performance measure is unknown, and an approximation
of the ideal performance measure is used. Examples of general performance measures are presented in
Subsection 2.6.1. However, we want to stress here that if one is inducing a classifier by using optimisation
relative to an ad hoc selected performance measure, then with a high chance the resulting classifier may differ
from the one, the user is interested in.

Specification of the exact requirement for the classifier is one of the important tasks to accurately solve
the imbalanced learning problem. This is a much harder task than in case of balanced data where the widely
used accuracy measure can be usually selected as the relevant performance measure to start with.

2.4.2.2 Relevant representation

Relevant representation (relevant space of objects) can influence imbalanced learning problem. Selecting
relevant attributes is generally important and hard problem in data mining (see e.g. [64, 92, 21]). This is
especially important for imbalanced data (see e.g. [142]). It was shown for the real-life problems that feature
extraction can be of much higher importance than selecting proper learning method (see e.g. [121]). This is
particularly important for high-dimensional and imbalanced data sets (see e.g. [106]). Searching for relevant
features should not be considered separately, but in correlation with other features (see e.g. [63]).

Furthermore, using the relevant similarity measure between two entities can be crucial for some ML
methods (e.g. for kNN methods). Finding the relevant similarity measure is an important and hard problem in
data mining (see e.g. [68, 8, 22, 73]). By using the relevant similarity measure, one can appropriately group
entities labelled by the same decision. This can change the difficulty of the classification task for chosen
methods.

Thus, selecting the relevant attributes and/or the relevant similarity measure for grouping objects is crucial
for solving the classification task. This can significantly change the nature of the problems listed below.

2.4.2.3 Data decomposition leading to small disjuncts

Suppose we have fixed a language for expressing concepts (e.g. rules, similarity relations for grouping similar
objects in clusters); in that case, one can group examples with the same decision into some regions (clusters).
The sum of these regions defines the target concept. All the regions used to describe the target concept can be
regarded as subconcepts. For example, if the target concept is related to the presence of cancer (the minority
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class), then the subconcepts can correspond to different types of cancer. Among those subconcepts in the
minority class, there can be subconcepts of different cardinality. The problem is that some or even many of
those subconcepts can be supported with relatively few examples only. In the discussed example, there could
be a rare subconcept of some specific type of cancer.

This situation is known in the literature as within-class imbalance (see e.g. [150]). The imbalance defined
in the previous subsection is also called between-class imbalance.

The name small disjuncts derives from the classifiers which represent concepts as a function of
conjunctions of conditions for attributes (e.g. rule-based classifiers, tree classifiers). For example, a single rule
in rule induction algorithms is represented as a conjunction of conditions for attributes (see Subsection 2.3.1).
Final classifier, in the simplest case, can be represented as a disjunction of all conjunctions used in rules
describing the positive class. It is known in general that for the systems representing concepts by several
disjuncts of conjuncts there occur relatively many conjuncts that have small coverages (see e.g. [71]). Such
disjuncts, which cover a few training examples, are called small disjuncts.

The problem with small disjuncts is that they cause much higher error rate than large disjuncts. Moreover,
this property is preserved in overall, i.e. finally small disjuncts lead to much higher error rate than the large
ones (see e.g. [71]). For balanced data, special statistical tests for eliminating small disjuncts can be used
(see e.g. [71]). However, in this way for imbalanced data truly important subconcepts could be eliminated.
Moreover, when only a small number of examples supporting these subconcepts is available, the statistical
tests could be of small significance (see e.g. [71]). Experimental results show that indeed for different
classifiers errors are concentrated over smaller disjuncts (see e.g. [151]).

This justifies how important it is to properly find and describe these regions in the target concept. Small
disjunct can relate both to the minority class and the majority class, however usually this problem relates to
the minority class.

2.4.2.4 Overlapping between classes

Generally, the imbalanced learning problem is related to separating the minority class from the majority
class. If there exist patterns expressed in the selected language which properly discriminate one class from
another, the learning task is relatively easy. In such case, usually very advanced method is not needed to
solve the classification task, and the value of the imbalance ratio does not influence the final performance
of classification. However, if those patterns overlap more and more, the learning task becomes increasingly
difficult (see e.g. [120, 54, 140]).

2.4.2.5 Presence of outliers or noisy examples

Noise affects all data mining tasks. However, its impact can be severe for the imbalanced learning problem.
This is due to the fact that noise especially leads to the inappropriate learning of small subconcepts of the
minority class, which, in fact, are of special importance [150].

On the other hand, examples which look like noise can be, in fact, examples of outliers, i.e. proper
examples which are not similar to the other examples. Deleting such examples, especially examples from
the minority class can lead to incorrect classification of rare test examples which are very important to be
classified correctly (see e.g. [1, 17]).
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2.4.2.6 Imbalance ratio

To sum up, what was presented in Subsection 2.4.1 and in the above subsections, the imbalance ratio alone
cannot reflect the complexity of the data. However, its high value can enhance the difficulty of the target
concept determined by the difficulties presented above. In this sense, the imbalance ratio can only measure
one of the factors determining the difficulty of data set.

2.4.2.7 The absolute number of examples

There is also another topic related to the imbalance ratio. This value shows the relative difference between
classes. However, in practice, the absolute number of examples can play an important role in the difficulty of
data sets. For instance, for imbalance ratio equal to 100:1, the easier task would be if we have 10 000 positive
examples and 1 000 000 negative examples than if we have 10 and 1000 examples, respectively. This is due
to the fact that some subconcepts of the minority class in the latter case could be represented only by one or
even none example. This problem is referred in the literature as the absolute rarity whereas the problem of
the high imbalance ratio is referred as the relative rarity (see e.g. [70]).

2.4.3 Types of examples indicating the complexity of the data sets

How to describe quantitatively the overall complexity of the imbalanced data sets? It was noticed that some
examples in the data set are easy to classify, and some are hard. The intuition is that the more number of
hard examples are in the considered data set, the more complex is the data set. Some attempts were made to
discriminate different types of examples within the minority class (see e.g. [86, 110, 136, 107, 109]). Each
of these types relates to a different kind of hardness. In [107], the following types of minority class examples
have been identified:

• safe,
• borderline,
• rare,
• outlier.

Let us remember that we focus on the types of examples for the minority class. The safe examples are
those which lay in the interior of the homogeneous regions of the minority class. The borderline examples
are those which are located close to the boundary between two classes. An outlier example is surrounded
by examples from the majority class. Any rare example is nearly like an outlier, with such difference that in
relatively close distance from it there is another example from the minority class.

The identification of these types usually is performed using the neighbourhood of the example. If all or
nearly all neighbour examples have the same labels as the minority example, then it is identified as the safe.
In case the neighbour examples are nearly equally distributed, the example is identified as the borderline. In
case all neighbour examples are from the majority class, the example is identified as an outlier. In case not
all but nearly all examples are from the majority class, the example is identified as the rare.

Formally in [107], kNN neighbourhood is used with 𝑘 = 5, and the following distribution of nearest
neighbours from the minority and majority classes are used to identify the types of examples:

• safe for 5:0 or 4:1,
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• borderline for 3:2 or 2:3,
• rare for 1:4,
• outlier for 0:5.

For other possibilities and more detailed discussion see [107]. The number of examples for all the above
types of examples for a data set describe to a degree the complexity of the data set. A big number of safe
examples indicate that data set is easy for classification. The more borderline, rare and outlier examples are
in a data set, the harder the set is for classification. The big number of outliers indicate the extreme hardness
of data set for classification.

2.4.4 Drawbacks of imbalanced data analysis by the standard learning algorithms

The difficulty of imbalanced data analysis can be illustrated by difficulties of such data analysis by standard
learning algorithms. Why the quality of standard learning algorithms is low when they are applied to
imbalanced data? There are at least four reasons for that.

First, the standard learning algorithms are aiming to maximise classification accuracy expressed by a
ratio of the number of correct predictions made by classifier over the total number of predictions made.
For imbalanced data, this performance measure is unsatisfactory. Let us consider the previously mentioned
example of Mammography data set. This data set contains 10 923 non-cancerous (the majority class) and 260
cancerous (the minority class) samples. Let us consider the trivial classifier selecting the majority class for
any patient. Thus, in this example, it would always predict a patient to be healthy. Of course, such classifier
is completely useless, but at the same time, it achieves accuracy approximately equal to 98%. For many
balanced data sets, such accuracy result would seem excellent. Thus, in this example, it becomes clear that
the considered accuracy can lead us to the false conclusion about the classifier’s quality. The evaluation of
classifier by the accuracy measure becomes inadequate for imbalanced data. The appropriate performance
measures for imbalanced data are discussed in Section 2.6. Here, it is worthwhile mentioning that if in the
learning phase classifiers are trying to maximise standard performance measures such as the accuracy, then,
in the case of imbalanced data, this may lead to a classifier of the low classification quality.

The second problem is related to the fact that most of the standard methods assume or expect on input
balanced class distribution. Generally, the classifier is required to achieve a balanced rate of predictive
accuracy for both the minority and majority classes. However, standard classifiers while achieving high
accuracy for the majority class achieve a rather low accuracy for the minority class (see e.g. [70]). What
is the reason for that? We do not intend to give the general answer, but rather some intuition only. Let us
consider as an example rule-based classifiers. For imbalanced data, the induced rules usually have different
coverage: small for the minority class and big for the majority class. Thus in the conflict resolution between
rules matched by a new case, the majority class would usually win.

Third, when the standard learning algorithms are identifying noisy examples and then removing them
from the training data, at the same time they may disrupt knowledge encoded in imbalanced data. On the one
hand, small clusters of the minority class could be regarded as noise. On the other hand, a few real noisy
examples from the majority class not identified as noisy can complicate classification for the minority class
(see e.g. [96]).

The fourth problem is that the standard learning algorithms assume equal misclassification costs to all
classes. In the example of mammography examinations, standard classifiers would usually treat equally both
types of patient’s health misclassification. However, in medical practice, these two types of misclassification
have very different consequences. If a healthy patient is classified as cancerous, this will lead to some
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thorough medical examinations (maybe costly). But if the cancerous patient is classified as healthy, it can
result in irreversible worsening of her/his health state or even the death. Thus it becomes clear that the
misclassification cost in the considered domain should be higher for the minority class than for the majority
class. It is required that the classifier predicts correctly most of the truly cancerous patients.

2.5 Existing methods for imbalanced data

Numerous algorithms have been proposed, especially in the last decade, for solving the imbalanced learning
problem (see e.g. [65]). In this section, we present only a brief overview of the existing methods. The readers
are referred to [65], [96], [107, Chapters 2-3], [70], [69], [140] for more details. We only present details of
the algorithms used in the experiments reported in the book.

Solutions proposed for the imbalanced learning problem are often grouped into data-level and algorithm-level
methods (see e.g. [140]). They are characterised in the following subsections.

2.5.1 Data-level approaches

The main idea behind data-level methods is to transform the original data set into a new one in order to be
able to use standard ML techniques. These standard algorithms are usually aiming to maximise the accuracy.
For balanced data, when the distribution of both classes is even, it is satisfactory. Methods on data-level try
to balance the distribution of both classes to make it like in the case of balanced data. The performance of
such methods depends on their ability to solve the problem of data complexity (see Subsection 2.4.2).

The big advantage of these methods is that they are independent of the selected accompanying learning
algorithm. Thus, many well-known learning algorithms addressed for balanced data can be used together
with any data-level method.

2.5.1.1 Resampling techniques

Very popular data-level strategies for dealing with imbalanced data are resampling techniques (called also
filters). Resampling techniques can be divided into three groups:

• over-sampling which increase cardinality of the minority class,
• under-sampling which decrease cardinality of the majority class,
• hybrid methods which combine the previous two approaches.

The simplest over-sampling method is based on random duplication of examples from the minority class
(see e.g. [74]). The more sophisticated and very well-known method is SMOTE [28]. Due to its simplicity
and proven success in various applications, it is a standard benchmark for learning from imbalanced data.
This method creates new synthetic examples for all minority class examples. Let us describe over-sampling
for one fixed example from the minority class. First, for this example it takes a previously specified number
of its nearest neighbours from the minority class (by default 5). Second, depending on the value of the
desired over-sampling ratio (e.g. 200%), a relevant number of these neighbours are randomly chosen. Third,
for all chosen neighbours, new examples are synthesised between the considered example and the chosen
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neighbours. This is done by taking random feature values between values of the example and one from the
neighbourhood. In this way, new synthesised examples extend the border of the minority class (for more
information see [28]).

There are also other sophisticated methods of over-sampling based on SMOTE (see e.g. [128, 146]). It should
be mentioned here the recent interesting modification of the SMOTE algorithm for manifold and synthetic
over-sampling (see e.g. [14, 15]). Additionally, in [43], one can find a good overview on variations of SMOTE
developed during the 15 years since the algorithm was invented. It is also worthwhile mentioning that there
exist SMOTE extensions with adaptive 𝑘 value related to the data complexity (see e.g. [160, 88]).

Under-sampling methods eliminate some examples from the majority class. The simplest method
eliminates randomly chosen examples. A very effective modification of this method is presented in [141].
One of the under-sampling methods is Edited Nearest Neighbour (ENN, see [153]). This method discards
those majority examples which are close to the minority class. First, it takes 3 nearest neighbours of the
considered example from the majority class. If at least two of them are examples from the minority class,
then it is removed. Still new approaches for under-sampling to handle imbalanced data are being developed
(see e.g. [148]).

Hybrid methods are obtained by the combination of the over-sampling and under-sampling method. As
an example of hybrid method, one can consider SMOTE+ENN – first, over-sampling SMOTE is used, and then
under-sampling ENN is used (see [10]). It was reported in the literature that this sampling method provides
very good results in practice in comparison with many other sampling methods, especially for a small number
of instances from the minority class (see e.g. [10]).

The random under- and over-sampling have their drawbacks. Under-sampling may delete potentially useful
examples. Over-sampling may enhance the effect of overfitting, especially when it is related to noise in the
data.

2.5.2 Algorithm-level approaches

An important direction for solving the imbalanced learning problem is to modify existing learning algorithms
to improve their performance for imbalanced data. Usually, this is done by changing bias to the minority
class.

For example, there were attempts to modify decision trees to improve performance of the standard C4.5
algorithm for imbalanced learning problem (see e.g. [30, 94]).

In recent years an increasing interest can be observed in areas such as in deep-learning and extreme
learning machine. There were also attempts to adapt these approaches to imbalanced data (see e.g. [159, 72,
78, 87, 147], and [158, 37, 124] for deep-learning and extreme learning machine, respectively). However,
the relationships of these approaches with imbalanced data still need to be studied more, as it was stated, for
example, in the survey [78].

There were attempts to adapt the kNN algorithms to imbalanced learning problem. When one class
is dominating in the considered data set, it can be expected that in many regions this class dominates in
the neighbourhood. Thus in the regions where two classes overlap standard kNN can be biased towards
the majority class. This leads to the misclassification of the minority class. In [93], k-nearest neighbours
weighting strategy is proposed for imbalanced learning problem. Training examples are provided with class
confidence weights (CCW) according to their probability of attribute values for a given decision class. While
standard kNN method uses the probabilities of decision classes in the constructed neighbourhood, this method
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uses conditional probabilities of decision classes. They show two methods for calculating CCW weights:
mixture models for numerical attributes and Bayesian networks for symbolic attributes.

There were attempts to change metric adjusted appropriately for the imbalanced learning problem. In [84],
for each class, its empirical cumulative distribution function of nearest neighbour distances is approximated.
It is used in the classification process by calculating the probability that the vector consisting of distances of
test example to its 𝑘 nearest neighbours relates to the considered class. The class with the greatest probability
is chosen. In [89], the boundary of the minority class is extended. This is done by selecting minority examples
and generalising them to Gaussian balls to represent concepts of the minority class.

In [39], local class distribution is taken into account together with wider region. For the local class
distribution, relevant weights are computed based on the wider region. Weights are calculated according to
the performance of kNN classifier for the neighbour examples.

There exist some algorithms dedicated to imbalanced data based on modifications of standard rule-based
algorithms. First, after [107] (which bases in this aspect on [150]) let us list the typical limitations of
standard rule-based approaches: top-down induction technique (favouring general rules); improper evaluation
measures used to guide the search; greedy, sequential covering technique (examples covered by rules are
not used for generation of other rules); biased classification strategies (conflict resolution is biased towards
the majority class). The following approaches partially overcome these limitations: approaches applying
less greedy search techniques (see e.g. [138, 61]; see also rule-based one-class learning algorithms in
Subsection 2.5.4), approaches based on solutions trying to improve the quality of generalisation of rules for
the minority class (see e.g. [112]), approaches using strategies for conflict resolution increasing sensitivity
to the minority class (see e.g. [60], [19]), approaches using evaluation measures during rule generation more
relevant for imbalanced data (see e.g. [71, 5, 79]), approaches refining rules for the borderline regions (i.e.
regions containing mainly borderline examples) to better detect the minority class (see e.g. [86, 137, 95]), and
approaches combining genetic algorithms with rules to better classify imbalanced data (see e.g. [51, 104]).
More detailed overview of these techniques can be found in [107]. As claimed in [107], the general drawback
of these approaches is that they do not overcome all the above-listed limitations related to imbalanced data.

Now we briefly characterise two rule-based learning algorithms dedicated to imbalanced data used in the
book experiments. The first one (MODLEM-C) tries to overcome the problem of biased classification strategy.
The second one (BRACID) is of special importance for the book since it uses an integrated representation
of rules and single instances. In other words, it combines instance- and rule-based approaches analogously
to the algorithms presented in the book. Moreover, this algorithm is claimed to overcome all the main
drawbacks of rule-based learning algorithms in case of imbalanced data contrary to the approaches discussed
in the previous paragraph. Therefore, it is especially valuable to compare the algorithm for imbalanced data
presented in the book (RIONIDA) with BRACID.

MODLEM-C is an extension of the MODLEM algorithm (see [133, 135, 134]) allowing strengthening
sensitivity to the minority class. For all rules describing the minority class, the rule’s strength is multiplied
by the same real number. This number is given as a parameter, which is called the strength multiplier. This is
equivalent to adding duplicates of objects from the minority class to the training set. For more information,
see [61, 60] (and citations given for MODLEM above).

Bottom-up induction of Rules And Cases for Imbalanced Data (BRACID) is a modification of RISE
algorithm (see [38]). Analogously to RISE it uses an integrated representation of rules and single instances.
It uses the strategy of bottom-up induction of rules from single examples with the specific generalisation
by searching for nearest examples to the rule. Using F-measure, it evaluates a generated rule relative to
this rule’s local recognition of decision classes. It distinguishes a few types of examples (as described in
Subsection 2.4.3) and treats them differently. The conflict resolution bases on supports of the nearest rules to
the test example. For more information, see [107, 108].
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2.5.3 Cost-sensitive learning

Cost-sensitive learning assumes that there is given a cost matrix describing the costs of misclassifying one
class as another. The goal of learning is to construct a classifier minimising the overall cost on the training
data set. Research shows that the methodology of cost-sensitive learning can be naturally applied to the
imbalanced learning problem (see e.g. [29, 150]). The main idea behind the cost-sensitive learning for
imbalanced data is that the cost of misclassification of the minority class (i.e. cost of false positives) is higher
than of the majority class (i.e. cost of false negatives). Usually, the cost of the correct classification is equal
to zero. For a given specific domain, the cost matrix can be provided by an expert. If such information is
available, it indeed should be used and this methodology is natural to solve the given data mining problem
(see Subsection 2.4.2). However, such information is rarely available. Thus the relevant setting for the cost
matrix should be performed based on the available data during the learning stage, which is a difficult task
(see e.g. [98, 83]).

There are three main approaches using the cost-sensitive methodology for the imbalanced learning
problem. First, there are the methods which incorporate cost-sensitive functions to the standard ML algorithms
in order to build cost-sensitive classifiers. Among them are cost-sensitive decision trees, cost-sensitive neural
networks, cost-sensitive Bayesian classifiers, and cost-sensitive support vector machines. For example, for
decision trees, the cost-sensitive function is used to choose the best condition to split the data and determine
whether a subtree should be pruned (see e.g. [40, 90, 24]).

Second, there are the methods which use relevant weights for learning examples to redefine the distribution
in order to improve classification performance (see e.g. [48]). For instance, boosting algorithms tend to
generate distributions aiming to classify properly hard examples in the training data set (see e.g. [48]).

Third, there are methods based on Bayesian decision theory (see e.g. [32]).

It is worth noting that there exist some theoretical relationships between cost-sensitive learning and
resampling techniques (see e.g. [40, 161], for other references see [29]). For example, a similar effect can be
obtained using cost-sensitive learning and resampling technique.

2.5.4 One class learning

In case of the standard binary classification problem, imbalanced or not, classifier aims to discriminate
instances of both classes. One-class learning are methods aiming to recognise instances only from the
minority class. In this case, the training set contains mainly or only objects from that class. In consequence,
the hypothesis construction of such classifiers naturally focuses on the minority class. For example, there
exist one-class Support Vector Machines (see e.g. [100, 125]), one-class neural networks (see e.g. [75, 99]).
The latter is based on the so-called autoassociator (or autoencoder). There exist also one-class rule-based
learning algorithms (see e.g. [127], [162]). They learn only rules for the minority class (the majority class is
not learnt at all).

It was reported in the literature that one-class learning is particularly useful for dealing with very
imbalanced data sets and high dimensional feature space (see e.g. [125]).
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2.5.5 Ensemble methods

Ensemble-based classifiers use a set of base learning algorithms. Each of them induces a classifier. Next,
the obtained classifiers are combined to obtain a new classifier with (optimistically) better performance than
each of these classifiers (see e.g. [96]). For example, ensemble of rule-based classifiers was successfully used
for imbalanced data (see e.g. [19]).

2.6 Evaluation of learning algorithms

One of the important aspects of ML is a proper evaluation of the constructed systems, in particular the
learning algorithms. This constitutes quite many topics. Many aspects concerning this issue are discussed in
[76].

In [36], a taxonomy of possible statistical questions related to the evaluation of classifiers is presented. First,
the fundamental question is whether we focus only on a single application domain or multiple domains. The
answer to this question, in this book, is ‘multiple domains’ since we focus on inventing learning algorithms
which could be used on a possible wide range of application domains.

To make the problem simpler, let us, for now, limit our considerations to two algorithms. Then the
fundamental question one should answer is:

Given two learning algorithms A and B and data sets from several domains, which algorithm will produce more accurate
classifiers when trained on examples from new domains? [36]

Let us recall that we distinguish between a classifier and learning algorithm (see Section 2.1; see also [36]).
In general, in the book, we present learning algorithms, which are compared with the other ones. However, as
a step of such a comparison, one also needs a method to compare classifiers. If we focus on a comparison of
classifiers, there arise other questions related to the taxonomy presented in [36]. Among others, we assume
that the amount of supported data is limited (as it happens in many real-world learning tasks). Thus, one
cannot use simple statistical methods to compare two classifiers. Instead, one needs to use all the available
data set as input. In consequence, we use a particular form of resampling called cross-validation. This raises
more questions on how to use it properly to estimate the real value of the classifier’s chosen performance
measure with small bias.

It should be noted that the methodology used to evaluate the RIONA algorithm (see [57, 56]) is different
from the one used in this book to evaluate the RIONIDA algorithm. Among others, this is due to the changing
trends in the area of ML related to the issue of comparing learning algorithms.

Comparative studies usually include a new algorithm and several known methods. However, these studies
should use very carefully their methods and their claims (see [129]). There are several steps important in the
process of evaluation of learning algorithms:

1. choosing one or more performance measures relevant to the considered problem – the values of this
measure for two classifiers (results of a learning algorithm for a given training data set) create the basis
for their comparison (i.e. estimation which one is better or worse according to this measure),

2. selecting a method for estimation of the value of the chosen performance measure(s)13 for a single data
set (usually the cross-validation is used, but not always it is possible),

13 In analogous contexts, instead of ‘value of performance measure’ we often write ‘performance measure’, for short.
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3. choosing a family of data sets on which estimation of the quality of given learning algorithms in terms of
this(these) performance measure(s) should be done – these data sets are assumed to be representative for
the real-life problems for which the considered classifiers will be applied (the aim is to construct classifiers
with high quality for real-life problems or a specific family of such problems),

4. deciding which algorithm(s) from a given family is/are the best/comparable on the given data sets (usually
this is done based on some statistical methods),

5. decision making based on the previous step indicating which learning algorithm from a given family is
the best for a range of real-life data sets (or which algorithms are comparable).

Each of these steps is important and each presents its own difficulties. In the area of data mining, there are
some generally accepted paths through these steps. However, each of these paths has its specific drawbacks.
It should be emphasised that all of these steps could be seen as forming or influencing the logical/statistical
inference concerning the comparison of two or more learning algorithms, potentially leading to some errors or
bias. Thus even if we make every effort to be as formal as possible, this inference leads to some uncertainties
and contains some gaps, errors, and weaknesses. One should bear this in mind when coming to the final
conclusions. This also concerns the outcome of the experiments presented in this book (see Chapter 5).

In the following subsections, all these steps are briefly described (see Subsections 2.6.1-2.6.5 for the steps
1-5, respectively). Also, brief drawbacks of the chosen paths are described.

2.6.1 Performance measures

The selection of relevant performance measure14 is one of the key factors in assessing the classification
performance and searching for the high-quality classifiers (see e.g. [96]). Finally, the relevant performance
measure should be selected for a specific domain (see Subsection 2.4.2.1). In the absence of knowledge about
it, a measure from the standard performance measures is usually used.

2.6.1.1 Confusion matrix

For evaluation of classifiers, a confusion matrix is often used (see e.g. [130]). A confusion matrix summarises
the performance of classifier on a given test data. Any cell of the confusion matrix is identified by two indices.
Every cell contains information on the number of objects belonging to the class indicated by the first index
and classified to the class indicated by the second index.

Table 2.2 presents an example of a confusion matrix for a three-class classification task, with the classes 𝑑1,
𝑑2, and 𝑑3. The first row of the matrix indicates that 11 objects belong to the class 𝑑1 and that 7 are correctly
classified as belonging to 𝑑1, one misclassified as belonging to 𝑑2, and tree misclassified as belonging to 𝑑3.

In the book, such general confusion matrices are used for balanced data only.
For balanced data, the accuracy rate is the most commonly used performance measure. In terms of

confusion matrix, the Accuracy (Accuracy measure) is the sum of numbers in the diagonal divided by the
number of all objects (sum of all numbers in the matrix)15.

14 In the literature, other names are also used, e.g. performance metric, assessment metric, evaluation metric, assessment
measure.
15 We write Accuracy in capital letter (analogously as F-measure and G-mean) when we refer directly to this definition or
Equation 2.14.
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Predicted
(Classified as)

class d1 class d2 class d3
class d1 7 1 3Actual class d2 0 4 2(Really is) class d3 1 2 3

Table 2.2: An example of a three-class confusion matrix.

2.6.1.2 Performance measures used in the book for imbalanced data

As it was mentioned before, for imbalanced data we consider in the book only data sets with two decisions.
For this case, the confusion matrix has a specific form presented in Table 2.3, and each cell in this matrix has
its own name. The positive class relates to the minority class, and the negative class relates to the majority
class.

Predicted (Classified as)

Positive Negative

Positive True Positive (TP) False Negative (FN)
Actual (Really is)

Negative False Positive (FP) True Negative (TN)

Table 2.3: Confusion matrix for a two-class problem.

In this case, the most common performance measure, Accuracy (Accuracy measure), is defined as follows.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁 (2.14)

Generally, Accuracy is the probability that for any test example the classification is correct (see Subsection 4.3.4
for the use of such definition). This measure is not relevant for imbalanced data sets, since it does not
distinguish between the number of correctly classified examples from different classes.

The acceptable performance measures for imbalanced data are usually composed out of the following
sub-measures (see e.g. [70]):

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (2.15)

𝑆𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑃 + 𝑇𝑁 (2.16)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 (2.17)
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Sensitivity is the conditional probability that the classification is correct given the actual positive class.
Specificity, the complement measure to Sensitivity, is the conditional probability that the classification is
correct given the actual negative class. Precision is the conditional probability that the classification is correct
given the classifier predicts positive class.

Other names for these measures used in the literature are given in Table 2.4.

Name usually used
in the book Other names used in the literature

Sensitivity True Positive Rate, Accuracy for Positive Class, Recall
Specificity True Negative Rate, Accuracy for Negative Class
Precision Positive Predictive Value

Table 2.4: Different names for given measures.

Now, we present important performance measures used in the book.
Widely used performance measure for imbalanced data is F-measure (see e.g. [13, 9, 163, 35, 80]), which

is the harmonic mean of Precision and Recall, i.e. Precision and Sensitivity:

𝐹-𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 · 1
1

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡 𝑦
+ 1
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

= 2 · 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 · 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (2.18)

The last equality holds under the assumption that both Sensitivity and Precision are not equal to zero,
which is equivalent to the assumption that True Positive value (TP) is not equal to zero.

The presented formula is a specific case of more general one 𝐹𝛽-𝑚𝑒𝑎𝑠𝑢𝑟𝑒, where by the parameter 𝛽
the different importance of Precision and Sensitivity can be set. The presented definition of F-measure
corresponds to the case when 𝛽 = 1, i.e. to the case with the equal importance of Precision and Sensitivity.
In the book, only this case, presented in Equation 2.18, is used. This performance measure and its properties
are widely discussed in the literature (see e.g. [91, 33, 117, 45, 67]). There are also other, more sophisticated
performance measures based on the F𝛽-measure (see e.g. [101]).

Another widely used performance measure for imbalanced data is G-mean (see e.g. [13, 41, 9, 139, 163,
85]), which is the geometric mean of Sensitivity and Specificity:

𝐺-𝑚𝑒𝑎𝑛 =
√︁
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 · 𝑆𝑝𝑒𝑐𝑖 𝑓 𝑖𝑐𝑖𝑡𝑦 (2.19)

By substituting Sensitivity and Precision in Equation 2.18 and using Equations 2.15, 2.17 one can express
F-measure in terms of True Positives, False Negatives and False Positives. After a few simple calculations,
assuming that 𝑇𝑃 + 𝐹𝑃 ≠ 0 and 𝑇𝑃 + 𝐹𝑁 ≠ 0, we obtain the following equation:

𝐹-𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2 · 𝑇𝑃

2 · 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 (2.20)

Condition 𝑇𝑃 + 𝐹𝑃 ≠ 0 does not hold (e.g. Precision is undefined) when classifier makes no positive
predictions. Condition 𝑇𝑃+ 𝐹𝑁 ≠ 0 does not hold (and Sensitivity is undefined) when there are no positives
in the considered set.

For practical use (and to be precise), one should specify either how one treats the exceptional situations or
define the used measures for them. We assume (which is normally true, in particular, true for our experimental
setup; see Chapter 5) that for all considered situations, the number of both majority and minority examples
is nonzero (i.e. 𝑇𝑃 + 𝐹𝑁 ≠ 0 and 𝐹𝑃 + 𝑇𝑁 ≠ 0). Then, Sensitivity and Specificity (and thus G-mean) are
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well-defined. Under the mentioned assumption, also, Equation 2.20 is well-defined. We use this definition
as an extension of F-measure such that it is well-defined (namely, zero) in all other exceptional situations
mentioned earlier16.

2.6.1.3 Other performance measures for imbalanced data

Receiver Operating Characteristics (ROC) Analysis is used to distinguish performance between classes (i.e.
Sensitivity and Specificity) of binary classifiers for different decision thresholds (see e.g. [130]). In practice,
the ROC curve is used. It is a graphical plot that visualises the relation between Sensitivity (True Positive
Rate) and 1−Specificity (the False Positive Rate) for a classifier under varying decision thresholds. It should
be noted that the G-mean measure relates to a point on the ROC curve which represents the balance between
Sensitivity and Specificity in attempt to maximise both the components (see e.g. [86]).

Analogously, to ROC Analysis, Precision-Recall Analysis is also used (see [46]). It should be noted that
F-measure relates to a point on the Precision-Recall curve which represents the balance between Precision
and Sensitivity in attempt to maximise both components.

The widely used performance measure is Area Under the ROC Curve (AUC) which is a summary statistic
of ROC Analysis (see e.g. [76]). However, the AUC measure has also serious drawbacks (see e.g. [66, 122]).
In the literature, many other performance measures relevant for imbalanced data are proposed (see e.g.
[70, 76, 66, 62, 25]).

2.6.2 Estimation of the chosen performance measure

We assume here that the performance measure is fixed. We also assume here that the data set is given, but
the number of examples in this set is small relative to all possible examples. The important issue now is to
estimate the value of the chosen performance measure for a given learning algorithm and the considered
domain using the given data set. We would like to obtain an estimate of the considered performance measure
as unbiased as possible with the property of reproducibility (see e.g. [123]). This is not an easy task (see
e.g. [76, 123, 23]). The most popular estimation technique in ML is the k-fold cross-validation. It divides a
given data set 𝐷 into 𝑘 disjoint subsets 𝐷1, . . . , 𝐷𝑘 (called folds) of roughly equal sizes. In 𝑖-th iteration,
the learning algorithm is trained on 𝐷 \ 𝐷𝑖 set and tested on the 𝐷𝑖 set. Thus in each iteration, we obtain a
separate number estimating the performance of the classifier. Usually, the average of those numbers is used
as an overall estimation of the selected measure for the learning algorithm. A typical choice of 𝑘 is 10, which
is recommended in [82] and also used in the book.

In the standard cross-validation, the distribution of classes is not taken into account. However, for
imbalanced data the minority class may be under-represented or even absent in some folds used as the
test set. It may result in the biased estimation. Thus, for imbalanced data the stratified cross-validation is
used. It takes care that in each fold 𝐷𝑖 the distribution of classes is roughly the same as in the original
set. Testing procedure in the book (for imbalanced data) is always done with the stratified cross-validation.
It should be noted that the criticism of the stratified cross-validation as well as a new, more sophisticated
estimation methods for imbalanced data are presented in the literature (see e.g. [97]).

Let us return to the issue of how to compute one overall estimation score having system outputs for each
of the 𝑘 folds. This issue relates to the micro- or macro-average style. In the case of Accuracy, the usual
16 It is equivalent to use the original definition (see Equation 2.18) of F-measure and return value zero for all undefined situations.



2.6 Evaluation of learning algorithms 51

procedure of averaging the results of Accuracy for each of the 𝑘 folds is satisfactory. Under the assumption
that all folds are exactly of the same size, the joining confusion matrices of all folds and computation of
Accuracy for such joint matrix gives exactly the same result17. This is not true for such measures as F-measure
or G-mean. For the sake of simplicity, let us assume that F-measure was chosen as the performance measure.
The macro-average style means counting F-measure for each fold and finally counting the average of these
numbers. The micro-average style means that all True Positives, False Negatives, False Positives, and True
Negatives are summed over all folds. With these counts, the F-score is computed. In other words, F-measure
in the micro-average style is counted from the joint confusion matrix (with coefficients equal to the sum of
coefficients from each fold).

It was shown in [47] that simple averaging of separate results, i.e. the macro-average style can give the
biased estimation. However, the micro-average style gives less bias. Authors also inform about other possible
ways to estimate F-measure using the cross-validation scheme. This is related to the issue of how special
cases are treated, which was discussed in the previous subsection. Analogously, estimation of G-mean value
may be influenced by choosing the method of computation of the final performance result.

During experiments, we have found that choosing the way of G-mean computation (i.e. using the micro-
or macro-averaging) influences not only the bias but, potentially, also the results of the global comparison
of classifiers. We found the situations when the order of classifier performance relative to G-mean can
be reversed by changing the method of averaging (see Appendix B). This suggests that one should be very
careful in choosing the way how the cross-validation results are aggregated. Moreover, including reports from
experiments showing how G-mean or F-measure is computed is important (in some papers, such information
is not included).

In the book, we use the micro-average style of computation for all performance measures, i.e. F-measure
and G-mean.

It should be noted that also the repeated cross-validation is often used. The estimated values in the
consequent experiments are averaged. However, one should be conscious of the problems related to repeated
cross-validation and that overusing it may lead to false conclusions (see e.g. [144]). In our experiments, we
use 10 times repeated 10-fold stratified cross-validation.

2.6.3 Selection of data sets for evaluation

This step is strongly related to step 5 (see Subsection 2.6.5).
In general, no learning algorithm is the best for all possible problems. Formally this fact is well known as

the so-called ‘no free lunch theorem’ (see [156]). However, learning algorithms are to be used not for the set
of all possible mathematical concepts but for real-world domains (see [145, p. 721]).

In practice, when we need to compare a few learning algorithms, one can choose several data sets related
to some real-world domains and comparison over these sets can be used for comparison in which we are
interested. Often the UCI repository is used for this purpose. In this book, we also mainly choose data sets
from this repository as representatives for the classification problem we want to solve.

When choosing data sets for comparisons, one should consider the fact that different data sets may appear
there: with numerical attributes, with symbolic attributes or with mixed attributes. If one decides to use
the cross-validation (step 2), then data sets which are not appropriate for using cross-validation cannot be
selected for analysis.

17 With different fold sizes using weights related to the sizes of folds would give equal results.



52 2. Basic notions

As our aim is to build learning algorithms of the high quality for imbalanced learning problem, we want to
select imbalanced data sets for analysis. Moreover, in this case, one should consider data sets with different
levels of difficulty (see Subsections 2.4.2, 2.4.3).

2.6.4 Statistical tests

This is the fourth step (see the beginning of Section 2.6). We assume here that the representative (i) data
sets (for real-world problems), (ii) state-of-the-art algorithms to compare with are chosen. Also, we assume
here that the relevant performance measure was selected and we have a good estimation of the value of this
measure for any pair consisting of algorithm and data set. Now, the important issue is to decide which of the
algorithms is the best for the chosen data sets.

The observed differences among the performance of algorithms (in terms of chosen performance measure)
may come from real differences between algorithms or due to randomness, e.g. from the specific use of data
set, from the specific splitting used in the cross-validation (both random variation of test data, and random
variation of training data), internal randomness in the learning algorithm or noise in data set. To check whether
the differences between the performance of algorithms are due to the real differences, some statistical tests
are used.

For our purpose, we need a test tool making it possible to compare multiple algorithms on multiple data
sets. It should be noted that this is a much more complex experimental design than in case of comparing
algorithms on a single data set or comparing only two algorithms on several data sets.

Mainly this is because many comparisons are done and family-wise-error (the probability of making at
least one type I error in any of the comparisons) should be controlled. To make our task simpler, we can also
use the fact that we are generally focused on comparing one algorithm (e.g. RIONIDA presented in the book)
with other state-of-the-art algorithms.

The most popular statistical methodology in the ML community nowadays can be summarised as follows.
First, we apply a joint test to check whether at least one of the algorithms performs better than the other ones.
The null hypothesis is that all algorithms perform equally well. Second, if the null hypothesis is rejected, i.e.
a significant difference is detected, then we can proceed with a post-hoc test (to check between which pairs
of algorithms there are actually significant statistical differences). The null hypothesis in the second step is
that two algorithms chosen for comparison perform equally well (and such hypothesis is checked for many
pairs of algorithms).

In experiments used in the book, we use the significance level 𝛼 = 0.05. When testing a hypothesis,
one can be more informative than simply reporting ‘reject’ or ‘accept’ by using so-called p-value (see e.g.
[164, 55]), a well-known concept in statistics. In statistical hypothesis testing, the p-value is the probability of
obtaining a result at least as extreme as the one that was actually observed, assuming that the null hypothesis
is true. In practice, the null hypothesis is rejected when the p-value of the corresponding test is less than 𝛼.
However, the smaller the p-value, the stronger is the evidence to reject the null hypothesis (see e.g. [164]).

We use the Friedman statistical test (see [49]; see also [34]) for the first step. It is a non-parametric
counterpart of the well-known ANOVA test. The Friedman test ranks the algorithms, i.e. for each data set, the
algorithms are sorted according to the selected performance measure, and numbers from 1 to the number of
algorithms are assigned. In the case of ties, the average ranks are assigned. Then average ranks over data sets
are calculated, and the Friedman statistic is computed (for details see e.g. [34]). This test takes into account
the variations in the ranks of algorithms. Let 𝐾 , 𝑁 be the total number of algorithms and data sets used in
the comparison, respectively. Under the null hypothesis, which states that all compared algorithms perform
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equally well, the Friedman statistic follows the Chi-square distribution with 𝑑𝑓 = 𝐾 − 1 degrees of freedom,
when 𝑁 and 𝐾 are not too small (e.g. 𝑁 > 10 and 𝐾 > 5)18.

One can apply a pair-wise test with the corresponding post-hoc correction for multiple comparisons (see
e.g. [53, 27]) as a test for the second step. This is used when all learning algorithms are compared against
each other. One can use Nemenyi statistical test19 (see [111]; see also [76]) for this. Although the Nemenyi
test is a very conservative procedure (has a high type II error), we sometimes use it because its results can be
represented in a critical difference diagram interpreted as follows. The closer to the left (lower average ranks),
the better algorithm is. Also, the groups of algorithms that are not significantly different are connected by a
horizontal line (see the example in Figure 5.6 on page 159).

When all learning algorithms are compared with a control one (in our experiments it is the learning
algorithm presented in the book, i.e. RIONIDA), one can use other post-hoc procedures with higher power
than the Nemenyi test. First, these procedures compute statistics for comparing any learning algorithm
with the control one. Any comparison is associated with the null hypothesis that the control learning
algorithm performs equally well as the compared one. For each comparison p-value is computed. Next, these
procedures report adjusted p-values (APVs) which take into account that multiple tests are conducted (to
control family-wise-error rate). The simplest one is Bonferroni correction (see e.g. [34]). It adjusts p-values
by multiplying them by the number of comparisons, i.e. 𝐾 − 1. Among more complex tests is the Finner
statistical test (see [44], [52]). Since it is reported in the literature as the test with high power (see e.g.
[52, 143]), we decided to use it in our experimental design.

It should be noted that some researchers criticise such an approach using null hypothesis significance
testing and suggest using the Bayesian approach instead (see [149, 16]).

2.6.5 Selecting the best learning algorithm for real-life data sets

Based on the previous steps, we decide which algorithm from a given family is the best for a range of
real-life data sets (or which algorithms are comparable). Let us for a while assume that all the selections and
evaluations done in steps 1-4 (see Subsections 2.6.1-2.6.4) were perfect. Let us assume that we found that our
new algorithm is statistically significantly better than the other ones (decided in step 4, see Subsection 2.6.4).
Idealistically, one could conclude that this algorithm is the best (or at least not worse) for a specific subset of
real-life classification tasks (in our case classification tasks with imbalanced data).

However, we would like to briefly recall some problems related to such inference. First, if one picks up data
sets from a population (usually it is the UCI repository) to carry out an experiment, any inferences one makes
can only be applied to the original population itself. Thus, it is not valid to make general statements about
other data sets (see [129]). Second, if many researchers make a statistical test on the same small repository
of data sets, then the chance of making false conclusions is growing up (see e.g. [129]). The problem can be
even more serious when researchers tune the parameters of their algorithms (see [129]).

18 Since in the bookwe always use 𝑁 = 20 and 𝐾 = 10, this assumption is satisfied.
19 It is similar to Tukey test for ANOVA.
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2.6.6 Conclusions about the evaluation of learning algorithms

First, we would like to underline that the above-described inference process is not easy and sometimes may
lead to false conclusions even if only one of the presented steps is not prepared perfectly. However, suppose
some learning algorithm turns out to be the best (according to the described inference) for some real-world
problems; this can be regarded as an argument suggesting that such an algorithm should be taken into account
when other real-world domains are given.

Second, let us summarise that in the case of imbalanced data a few very important aspects should be taken
into account:

• performance measure should be different from Accuracy, for example, F-measure or G-mean should be
taken,

• the stratified cross-validation should be used,
• during cross-validation the micro-average should be used as a method of collecting results from subsequent

trials,
• proper data sets should be chosen reflecting the difficulty of imbalanced data.

2.7 Summary of the chapter

This chapter recalls some concepts known from the literature, the most important of which for the book are:

• the problem of supervised learning; classifier and learning algorithm, with emphasis on differences
between them;

• metric and pseudometric – important concepts for instance-based learning; also used in the book for
grouping of values of attributes;

• rule-based methods and the set of all rules that are maximally general and consistent with a training set;
the 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ measure for conflict resolution – its modified version is used in the next chapter;

• instance-based learning;
• a specific lazy rule learning for symbolic attributes only – generalised in the next chapters for the rules

commonly used in the book;
• imbalanced data – difficulties in their analysis and different algorithmic approaches, the most important

of which is the algorithm-level approach applied in the book;
• confusion matrix and the most important performance measures used in the book, namely Accuracy,

G-mean, and F-measure;
• cross-validation estimation technique, and the method (used in the book) of collecting its results, namely

micro-average;
• Friedman statistical test and Finner test (and, sporadically used, Nemenyi test).

In this chapter, some concepts are also defined for the book, of which we would like to emphasise:

• elementary condition of rules used for grouping values of an attribute;
• the set of general rules out of three kinds of decision rules (according to admissible elementary conditions)

presented in the chapter; this set will be used to show the relationship between rules commonly used in
the book and more general lazy learning approach defined in the next chapter;

• pseudometric decision system (based on decision system concept, known from the literature and also
introduced in this chapter);
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• general aggregated pseudometric and the default aggregated pseudometric used in the book for measuring
the distance between objects, namely City And Simplified Value Difference pseudoMetric (CSVDM).

Among others, we presented, known from the literature, the equivalence of lazy rule learning for symbolic
attributes only with the simple rule-based approach. This result will be generalised in the next chapter for
more general rules commonly used in the book.
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Chapter 3
RIONA

RIONA is the acronym of Rule Induction with Optimal Neighbourhood Algorithm. This algorithm is designed
for balanced data sets. It is constructed to maximise Accuracy performance measure.

The following section introduces the main ideas behind the RIONA algorithm. Section 3.2 introduces
an extension of lazy rule learning for numerical attributes, and its generalisation for symbolic attributes.
Section 3.3 describes the testing phase of the RIONA algorithm and its time complexity. Moreover, it shows
relationships of RIONA with instance- and rule-based classifiers. Section 3.4 describes the training phase of
the RIONA algorithm and its time complexity. Section 3.5 presents a summary of the experimental properties
of RIONA. Section 3.6 briefly outlines some possible extensions of the basic version of RIONA, described
in this chapter. Section 3.7 briefly introduces the idea how RIONA can be extended for imbalanced data.
Finally, Section 3.8 concludes this chapter.

The RIONA algorithm has three parts: initialisation, training and testing. Some comments on the formal
structure of the whole RIONA algorithm can be found in Subsection 3.4.3.

Most of the work presented in this chapter, especially the RIONA algorithm’s development, was carried
out in collaboration with Wojna (see Section 1.6). Independently, the authors of the book: (i) developed a new
form of presentation of foundations leading to RIONA, (ii) formulated and proved facts better explaining the
relationships of RIONA with rule-based classifiers, and (iii) proposed a user-friendly explanation method of
the decisions returned by the classifiers obtained from RIONA.

3.1 Main ideas behind the RIONA algorithm

The algorithm was developed using some general ideas and at the same time some specific ones (in particular,
defined by default parameter settings used in the main experiments) which are shortly described below.

RIONA is based on the LAZY algorithm (see Algorithm 2) presented in Subsection 2.3.2. In the book,
we extend this algorithm for numerical attributes and for symbolic attributes more general conditions than
that of the LAZY algorithm (see Section 3.2) are taken.

The decision is predicted using the support set restricted to a neighbourhood of the test case (see
Section 3.3) rather than the whole support set of all rules (calculated on the training set) covering the
case.
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In the realisation of these two ideas concerning generalised rules and instance-based learning, we use
pseudometrics (see comments concerning pseudometrics in the book in Subsection 2.2.3). Pseudometrics
are used for two reasons.

First, pseudometrics are used for grouping attribute values in the construction of generalised rules. For
symbolic attributes, it is assumed that pseudometrics are provided relative to the given training set. As a
default, SVDM pseudometrics corresponding to symbolic attributes are used (see Subsection 2.2.2). They
are calculated from the training sets during the learning phase.

Second, because classification by RIONA is based on neighbourhoods, we also use pseudometrics over
objects. The neighbourhoods are constructed by searching for nearest neighbours for the test objects (see
Subsection 2.3.3, and Section 3.3). As it was mentioned in Subsection 2.2.3, we assume by default that
the specific aggregated pseudometric for objects are constructed from pseudometrics for attributes (see
Equation 2.1). Thus, by default, for measuring the distance between objects, pseudometric CSVDM is used.

An important feature of RIONA is that the optimal neighbourhood can be estimated efficiently by
using dynamic programming. Moreover, the performed experiments show that the searching space for
this neighbourhood estimation can be extremely bounded without losing the classification quality (see
Section 3.4).

Some relationships of the RIONA classifier to both instance-based and rule-based classifiers are also
presented in the book (see Subsections 3.2.2, 3.3.4 and 3.3.5). Moreover, a very interesting observation is made
about the RIONA classifier concerning the possibility of representing the constructed optimal neighbourhood
of the classifier by a rule set, with rules easily understandable by a human (see Subsection 3.3.5).

The empirical results indicate that the Accuracy of the constructed RIONA algorithm is comparable to
the well-known systems (see Subsection 3.5.1).

3.2 Extension and generalisation of lazy rule learning

In this section, we present an extension and generalisation of the LAZY algorithm (see Algorithm 2) presented
in Subsection 2.3.2. We extend this algorithm to the case of numerical attributes and we use more general
conditions for symbolic attributes.

We present our final idea, in three steps. The first step is described in Subsection 2.3.2. In two remaining
steps, presented in this section, we use a generalisation of rules from the previous step (see Subsections 3.2.1,
3.2.2).

Thus, in this section together with the first step from Subsection 2.3.2, we define three types of local rules:
simple local decision rule, combined local decision rule and generalised local decision rule (for short, s-rule,
c-rule, and g-rule, respectively), denoted by 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛), 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛), 𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
(or simply 𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛)), respectively, where 𝑡𝑟𝑛 is the training object, 𝑡𝑠𝑡 is the test object and 𝜚𝑎 for
𝑎 ∈ 𝐴𝑠𝑦𝑚 are pseudometrics defined by pseudometric decision system. The introduced names correspond
to the sets composed out of simple rules, combined rules and general rules, denoted by 𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠,
𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, respectively (see Subsection 2.3.1). In Subsection 2.3.2, an important relation
between any s-rule and the set of maximally general consistent rules 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) is
presented. In this section, we show analogous important relations between any c-rule or g-rule with their
corresponding sets of maximally general consistent rules (denoted by 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) and
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡), respectively).
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3.2.1 Extension of lazy rule learning for numerical attributes

Throughout this section, we assume that a decision system D = (X, 𝐴, 𝑑) and a training set 𝑡𝑟𝑛𝑆𝑒𝑡 ⊆ X are
given.

In the second step, we define an extension of the local decision rule to the case of both symbolic and
numerical attributes.

Definition 3.1 For any test object 𝑡𝑠𝑡 and any training object 𝑡𝑟𝑛, we define the combined local decision rule
(for short c-rule), denoted by 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛), with the decision 𝑑 (𝑡𝑟𝑛) and the following conditions 𝑇𝑎 for
each attribute 𝑎 ∈ 𝐴:

𝑇𝑎 =

{
𝑎 ∈ [𝑚𝑖𝑛𝑎, 𝑚𝑎𝑥𝑎] if 𝑎 is numerical
𝑡𝑎 if 𝑎 is symbolic,

where 𝑡𝑎 is defined as in Definition 2.13, 𝑚𝑖𝑛𝑎 = 𝑚𝑖𝑛(𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)), 𝑚𝑎𝑥𝑎 = 𝑚𝑎𝑥(𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)).

For numerical attributes (linearly ordered), conditions are represented in the form 𝑎 ∈ [𝑚𝑖𝑛𝑎, 𝑚𝑎𝑥𝑎]. The
interval’s endpoints are determined by the attribute values of the examples 𝑡𝑠𝑡 and 𝑡𝑟𝑛 used to form the rule.

In Figure 3.1, an exemplary area of satisfiability of the rule 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) for objects 𝑡𝑠𝑡, 𝑡𝑟𝑛 is illustrated
in the case of a data set with two numerical attributes. The satisfiability area of the c-rule is represented by
a rectangle spanned over the points with coordinates determined by attribute values of each of the examples
𝑡𝑠𝑡, 𝑡𝑟𝑛.

Fig. 3.1: Illustration of the area of satisfiability of the rule 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) defined by two objects 𝑡𝑠𝑡 and 𝑡𝑟𝑛
for a data set with two numerical attributes. The difference between attribute values of 𝑡𝑠𝑡 and 𝑡𝑟𝑛 on the first
and the second attribute is 𝑣1 and 𝑣2, respectively.

It should be noted that by defining c-rule in such a way we obtain an analogous relationship of the set
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) and 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) to the relation between𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡)
and 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛).

Lemma 3.1 Any rule 𝑟 ∈ 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) covering the given test object 𝑡𝑠𝑡 and training
object 𝑡𝑟𝑛 is implied by the rule 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛).

Proof. Since 𝑟 covers 𝑡𝑠𝑡 and 𝑡𝑟𝑛 and is consistent (with 𝑡𝑟𝑛𝑆𝑒𝑡), we have the following. For each attribute
𝑎 ∈ 𝐴, 𝑡𝑎 (𝑟) (𝑡𝑟𝑛) is satisfied and 𝑡𝑎 (𝑟) (𝑡𝑠𝑡) is satisfied, i.e. 𝑡𝑟𝑛 ∈ [[𝑡𝑎 (𝑟)]]D and 𝑡𝑠𝑡 ∈ [[𝑡𝑎 (𝑟)]]D.
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For rule 𝑟 such that the elementary condition 𝑡𝑎 (𝑟) is of the form 𝑎 ∈ 𝑉 let us define𝑉𝑎 (𝑟) = | |𝑉 | |D. We will
show that for all 𝑎 ∈ 𝐴 the implication 𝑡𝑎 (𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛)) ⇒ 𝑡𝑎 (𝑟) holds, i.e.𝑉𝑎 (𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛)) ⊆ 𝑉𝑎 (𝑟).

First, let us consider the case when 𝑎 is symbolic. If 𝑡𝑎 (𝑟) is a trivial condition, i.e. 𝑡𝑎 (𝑟) is of the form
𝑎 ∈ 𝑉𝑎, then the implication obviously holds (trivial condition is implied by any condition, because for any
elementary condition 𝑎 ∈ 𝑉 for attribute 𝑎, | |𝑉 | |D ⊆ ||𝑉𝑎 | |D). Let us consider the case when 𝑡𝑎 (𝑟) is of the
form 𝑎 = 𝑣 for some 𝑣 ∈ 𝑉𝑎. Then, because 𝑡𝑎 (𝑟) (𝑡𝑟𝑛) and 𝑡𝑎 (𝑟) (𝑡𝑠𝑡) are satisfied, then 𝑡𝑟𝑛 ∈ [[𝑎 = 𝑣]]D
and 𝑡𝑠𝑡 ∈ [[𝑎 = 𝑣]]D, i.e. 𝑎(𝑡𝑟𝑛) ∈ {𝑣} and 𝑎(𝑡𝑠𝑡) ∈ {𝑣}, thus 𝑣 = 𝑎(𝑡𝑟𝑛) = 𝑎(𝑡𝑠𝑡). It means that
𝑡𝑎 (𝑟) = 𝑡𝑎 (𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛)) (see Definition 3.1 and Definition 2.13).

Second, let us consider the case when 𝑎 is numerical. Thus 𝑡𝑎 (𝑟) is of the form 𝑎 ∈ 𝐼, where 𝐼 is the interval
corresponding to the numerical attribute 𝑎 of rule 𝑟. Because 𝑡𝑎 (𝑟) (𝑡𝑟𝑛) is satisfied, i.e. 𝑡𝑟𝑛 ∈ [[𝑡𝑎 (𝑟)]]D
and 𝑡𝑎 (𝑟) (𝑡𝑠𝑡) is satisfied, i.e. 𝑡𝑠𝑡 ∈ [[𝑡𝑎 (𝑟)]]D and by definition [[𝑎 ∈ 𝐼]]D = {𝑥 ∈ X : 𝑎(𝑥) ∈ | |𝐼 | |D}
we have 𝑎(𝑡𝑟𝑛) ∈ | |𝐼 | |D and 𝑎(𝑡𝑠𝑡) ∈ | |𝐼 | |D, thus {𝑎(𝑡𝑟𝑛), 𝑎(𝑡𝑠𝑡)} ⊆ ||𝐼 | |D. Thus, all points between 𝑎(𝑡𝑟𝑛)
and 𝑎(𝑡𝑠𝑡) are also in | |𝐼 | |D. In consequence, [𝑚𝑖𝑛𝑎, 𝑚𝑎𝑥𝑎] ⊆ ||𝐼 | |D, where 𝑚𝑖𝑛𝑎 = 𝑚𝑖𝑛(𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)),
𝑚𝑎𝑥𝑎 = 𝑚𝑎𝑥(𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)). Thus, 𝑉𝑎 (𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛)) ⊆ 𝑉𝑎 (𝑟) (see Definition 3.1). ⊓⊔

Let us note that in the following proofs, we omit some formal details such as used in the above proof.

Theorem 3.1 The rule 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) for the test object 𝑡𝑠𝑡 and the training object 𝑡𝑟𝑛 is consistent with the
training set 𝑡𝑟𝑛𝑆𝑒𝑡 if and only if there exists a rule 𝑟 ∈ 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) covering objects
𝑡𝑠𝑡 and 𝑡𝑟𝑛.

Proof. First, we show that if the rule 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) is consistent with the training set 𝑡𝑟𝑛𝑆𝑒𝑡, it can be
extended to a rule belonging to 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡). We define such a rule inductively. Rule
𝑟0 = 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) is in 𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠 and is consistent with 𝑡𝑟𝑛𝑆𝑒𝑡 by assumption. The induction step is as
follows. To define each next rule 𝑟𝑖 , for 𝑖 = 1, 2, . . . , 𝑚, where 𝑚 is the number of attributes, we assume that
rule 𝑟𝑖−1 is consistent with 𝑡𝑟𝑛𝑆𝑒𝑡 and conditions 𝑡 𝑗 (𝑟𝑖−1) for all 𝑗 = 1, 2, . . . , 𝑖 − 1 are maximally general,
i.e. if we replace any condition 𝑡 𝑗 with a more general 𝑡 (i.e. 𝑡 𝑗 ⇒ 𝑡) preserving consistency, then 𝑡 𝑗 = 𝑡.

In the 𝑖-th induction step we define the condition 𝑡𝑖 (𝑟𝑖) as the maximal generalisation of the condition
𝑡𝑖 (𝑟𝑖−1) = 𝑡𝑖 (𝑟0) = 𝑡𝑖 (𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛)) preserving consistency with 𝑡𝑟𝑛𝑆𝑒𝑡. All others conditions and
the decision of the rule are defined as in the previous induction step, i.e. 𝑡 𝑗 (𝑟𝑖) = 𝑡 𝑗 (𝑟𝑖−1) for 𝑗 ≠ 𝑖;
𝑑 (𝑟𝑖) = 𝑑 (𝑟𝑖−1). In other words, in 𝑖-th induction step we simply maximally generalise condition for attribute
𝑎𝑖 .

First, let us consider the case when 𝑎𝑖 is symbolic. If 𝑡𝑖 (𝑟𝑖−1) is the trivial condition, then we define
𝑟𝑖 = 𝑟𝑖−1. If 𝑡𝑖 (𝑟𝑖−1) is non-trivial, we replace it with the trivial condition if such replacement keeps the
consistency of the rule; otherwise, we keep 𝑟𝑖 = 𝑟𝑖−1.

Now, let us consider the case when 𝑎𝑖 is numerical. Thus 𝑡𝑖 (𝑟𝑖−1) is of the form 𝑎𝑖 ∈ [𝑚𝑖𝑛, 𝑚𝑎𝑥]. We
define by 𝑟𝑢𝑙𝑒𝑖 (𝑟, 𝑡) the rule 𝑟 with the replacement of 𝑖-th condition in it by condition 𝑡. Let us consider the
set of training examples which potentially may violate the consistency of the rule under the maximal possible
extension of the condition 𝑡𝑖 (𝑟𝑖−1), i.e. the set 𝐼𝑛𝑐 = {𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 : 𝑑 (𝑡𝑟𝑛) ≠ 𝑑 (𝑟0) ∧ 𝑟𝑢𝑙𝑒𝑖 (𝑟𝑖−1, 𝑎𝑖 =
∗) covers 𝑡𝑟𝑛}. Let us define 𝑎(𝐼𝑛𝑐) = {𝑎(𝑡𝑟𝑛) : 𝑡𝑟𝑛 ∈ 𝐼𝑛𝑐}. From the induction assumption, 𝑟𝑖−1 is
consistent with 𝐼𝑛𝑐 ⊆ 𝑡𝑟𝑛𝑆𝑒𝑡. Thus we have 𝑎(𝐼𝑛𝑐) ∩ [𝑚𝑖𝑛, 𝑚𝑎𝑥] = ∅. Let us define 𝑛𝑒𝑤𝑚𝑎𝑥 = 𝑚𝑖𝑛{𝑣 ∈
𝑎(𝐼𝑛𝑐) : 𝑣 > 𝑚𝑎𝑥}. Let us note that this minimum exists because the 𝐼𝑛𝑐 set and therefore also 𝑎(𝐼𝑛𝑐) are
finite sets. If the set {𝑣 ∈ 𝑎(𝐼𝑛𝑐) : 𝑣 > 𝑚𝑎𝑥} is empty we define 𝑛𝑒𝑤𝑚𝑎𝑥 = 𝑢𝑎𝑖 (i.e. maximal possible
extension of the right end of the interval). Analogously, let us define 𝑛𝑒𝑤𝑚𝑖𝑛 = 𝑚𝑎𝑥{𝑣 ∈ 𝑎(𝐼𝑛𝑐) : 𝑣 < 𝑚𝑖𝑛}.
If the set {𝑣 ∈ 𝑎(𝐼𝑛𝑐) : 𝑣 < 𝑚𝑖𝑛} is empty we define 𝑛𝑒𝑤𝑚𝑖𝑛 = 𝑙𝑎𝑖 (i.e. maximal possible extension of the left
end of the interval). Finally, we define 𝑡𝑖 (𝑟𝑖) as the condition 𝑎 ∈ (𝑛𝑒𝑤𝑚𝑖𝑛, 𝑛𝑒𝑤𝑚𝑎𝑥). From the definition,
𝑟𝑖 is consistent with 𝑡𝑟𝑛𝑆𝑒𝑡. It is also maximal because maximally extended ends of the interval (i.e. 𝑙𝑎𝑖 or
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𝑢𝑎𝑖 ) cannot be extended and other ends of the interval even if extended by one point to a closed interval will
cause inconsistency.

We prove now that all other conditions 𝑡 𝑗 (𝑟𝑖) for 𝑗 < 𝑖 are still maximal. Let us assume that for some
𝑗 < 𝑖 the condition 𝑡 𝑗 (𝑟𝑖) could be extended to 𝑡 with preserving consistency, i.e. 𝑟𝑢𝑙𝑒 𝑗 (𝑟𝑖 , 𝑡) is consistent.
We also have that 𝑟𝑢𝑙𝑒 𝑗 (𝑟𝑖 , 𝑡) is more general rule than 𝑟𝑢𝑙𝑒 𝑗 (𝑟𝑖−1, 𝑡) (𝑖-th condition is more general),
i.e. 𝑟𝑢𝑙𝑒 𝑗 (𝑟𝑖−1, 𝑡) ⇒ 𝑟𝑢𝑙𝑒 𝑗 (𝑟𝑖 , 𝑡). Therefore 𝑟𝑢𝑙𝑒 𝑗 (𝑟𝑖−1, 𝑡) is consistent with 𝑡𝑟𝑛𝑆𝑒𝑡. From the induction
assumption 𝑡 = 𝑡 𝑗 (𝑟𝑖−1). Because 𝑡 𝑗 (𝑟𝑖−1) = 𝑡 𝑗 (𝑟𝑖) for ( 𝑗 < 𝑖), then 𝑡 = 𝑡 𝑗 (𝑟𝑖). It means that 𝑡 𝑗 (𝑟𝑖) is
maximally general.

By induction, the last rule 𝑟𝑚 is consistent with 𝑡𝑟𝑛𝑆𝑒𝑡 and maximally general.
Second, we show that if the rule 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) is inconsistent with the training set 𝑡𝑟𝑛𝑆𝑒𝑡, then

there is no rule in 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) covering 𝑡𝑠𝑡 and 𝑡𝑟𝑛. In fact, from Lemma 3.1
we have that each rule 𝑟 ∈ 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) covering objects 𝑡𝑠𝑡 and 𝑡𝑟𝑛 is implied
by 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛). Thus inconsistency of the rule 𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) implies inconsistency of all rules
𝑟 ∈ 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) covering 𝑡𝑠𝑡 and 𝑡𝑟𝑛.

⊓⊔

3.2.2 Generalisation of lazy rule learning for symbolic attributes

From now on, we assume that a pseudometric decision system D = (X, 𝐴, 𝑑, {𝜚𝑎}𝑎∈𝐴) is given. As before,
we also assume that a training set 𝑡𝑟𝑛𝑆𝑒𝑡 ⊆ X is given.

In the previous Definitions 2.13 and 3.1, the trivial condition for symbolic attributes is used (when attribute
values of the test and training examples differ). This condition represents the grouping of all possible values
of an attribute and is satisfied by any object. However, we noticed that a proper subset of all attribute values
can be more relevant for the classification. Grouping of values can be done using a given pseudometric for
the attribute. Hence, as the third and final step, we propose the following generalisation of Definition 3.1,
which additionally leads to a grouping of values for symbolic attributes:

Definition 3.2 For any test object 𝑡𝑠𝑡 and any training object 𝑡𝑟𝑛, we define the generalised local decision
rule (for short g-rule), denoted by 𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
or simply 𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛) (if parameters

{𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 are clear from the context or irrelevant due to generality of considerations), with the decision
𝑑 (𝑡𝑟𝑛) and the following conditions 𝑡𝑎 for each attribute 𝑎:

𝑡𝑎 =

{
𝑎 ∈ [𝑚𝑖𝑛𝑎, 𝑚𝑎𝑥𝑎] if 𝑎 is numerical
𝑎 ∈ 𝐵 (𝑎(𝑡𝑠𝑡), 𝑟𝑎) if 𝑎 is symbolic,

where 𝑚𝑖𝑛𝑎 = 𝑚𝑖𝑛(𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)), 𝑚𝑎𝑥𝑎 = 𝑚𝑎𝑥(𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)), the radius 𝑟𝑎 = 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)), and
𝐵(𝑐, 𝑅) is a closed pseudometric ball of radius 𝑅 centred at point 𝑐 defined by the pseudometric 𝜚𝑎.

Please note that in this definition, we only use pseudometrics for symbolic attributes (𝑎 ∈ 𝐴𝑠𝑦𝑚). However,
in this definition (and in the previous one for the c-rule), for the numerical attributes, the natural order
between its values and the natural Euclidean metric are assumed indirectly1. It should be noted that to obtain
Proposition 3.1 we assume that pseudometrics for numerical attributes are weighted Euclidean metrics.
1 One can interpret this interval as the result of grouping values into a ball 𝐵(𝑚𝑎𝑥𝑎+𝑚𝑖𝑛𝑎2 ,

𝑚𝑎𝑥𝑎−𝑚𝑖𝑛𝑎
2 ) with the Euclidean

metric. If one would like to group values according to general pseudometrics for numerical attributes, it could be done analogously
to symbolic attributes, i.e. 𝑎 ∈ 𝐵 (𝑎 (𝑡𝑠𝑡 ) , 𝑟𝑎 ) , where 𝑟𝑎 = 𝜚𝑎 (𝑎 (𝑡𝑠𝑡 ) , 𝑎 (𝑡𝑟𝑛) ) . Then, for the Euclidean metric we obtain,
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For numerical attributes (linearly ordered), conditions are the same as in c-rule, e.g. in the form of
inclusion in closed interval. Symbolic attributes (non-ordered) are treated differently. For any such an
attribute, a pseudometric defining distances among the attribute’s values is required to be defined. The
condition represents the specific group of values defined by a ball in the equation for 𝑡𝑎.

It is easy to check that if 𝜚𝑎 in Definition 3.2 is the discrete metric (see Subsection 2.2.2), then the conditions
for symbolic attributes are equivalent to the condition used in Definition 2.13, i.e. when 𝑎(𝑡𝑠𝑡) = 𝑎(𝑡𝑟𝑛),
then the condition is 𝑎 = 𝑎(𝑡𝑟𝑛), otherwise the condition is the trivial condition. Thus, Definition 3.2 is a
generalisation of Definitions 2.13 and 3.1 for all symbolic attributes and mixed attributes, respectively.

The conditions are chosen in such a way, that both the training and the test example satisfy the rule and
the conditions are maximally specific. It means that making the interval smaller for a numerical attribute or
making the radius smaller for a symbolic attribute will cause the example 𝑡𝑟𝑛 not to satisfy the rule.

As an example let us consider again the data set presented in Table 2.1. Now, we calculate the rules
𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛1) and 𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛2). First, we calculate the closed balls used in the rules using calculated
distances between values of attribute BloodGroup for pseudometric SVDM made in Subsection 2.2.2:

𝐵(𝑎𝐵𝐺 (𝑡𝑠𝑡), 𝜚𝐵𝐺 (𝑎𝐵𝐺 (𝑡𝑠𝑡), 𝑎𝐵𝐺 (𝑡𝑟𝑛1))) = 𝐵(𝐴, 𝜚𝐵𝐺 (𝐴, 𝐴)) = 𝐵(𝐴, 0) = {𝐴}

𝐵(𝑎𝐵𝐺 (𝑡𝑠𝑡), 𝜚𝐵𝐺 (𝑎𝐵𝐺 (𝑡𝑠𝑡), 𝑎𝐵𝐺 (𝑡𝑟𝑛2))) = 𝐵(𝐴, 𝜚𝐵𝐺 (𝐴, 𝐴𝐵)) = 𝐵(𝐴,
4
3
) = {𝐴, 𝐵, 𝐴𝐵}.

Then for the training object 𝑡𝑟𝑛1, the 𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛1) which is equal to

if (𝐴𝑔𝑒 ∈ [35, 50] ∧𝑊𝑒𝑖𝑔ℎ𝑡 ∈ [72, 90] ∧ 𝐵𝐺 ∈ {𝐴}) then 𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝑆𝑖𝑐𝑘

is consistent because no other object from the training set satisfies the premise of this rule. But for the training
object 𝑡𝑟𝑛2 the 𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛2) which is equal to

if (𝐴𝑔𝑒 ∈ [40, 50] ∧𝑊𝑒𝑖𝑔ℎ𝑡 ∈ [65, 72] ∧ 𝐺𝑒𝑛𝑑𝑒𝑟 ∈ {𝐹} ∧ 𝐵𝐺 ∈ {𝐴, 𝐵, 𝐴𝐵}) then
𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝑆𝑖𝑐𝑘

is inconsistent because the object 𝑡𝑟𝑛3 satisfies the premise of the rule and has a different decision.
Again, it should be noted that for g-rule we obtain an analogous relationship of the set

𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡)

and 𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛) to the relation between 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) and 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛). This is
expressed in the following lemma.

Lemma 3.2 Let 𝑡𝑠𝑡 be any test object and 𝑡𝑟𝑛 be any training object. Let𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 be defined by parameters
𝜚𝑎 (from given pseudometric decision system) and 𝑐𝑎 = 𝑎(𝑡𝑠𝑡) for 𝑎 ∈ 𝐴𝑠𝑦𝑚 (see Definition 2.8),
i.e. 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 = 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠

(
{(𝜚𝑎, 𝑎(𝑡𝑠𝑡))}𝑎∈𝐴𝑠𝑦𝑚

)
.Then any rule 𝑟 ∈ 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡)

covering objects 𝑡𝑠𝑡 and 𝑡𝑟𝑛 is implied by the rule 𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
.

e.g. the interval [2 · 𝑎 (𝑡𝑠𝑡 ) − 𝑎 (𝑡𝑟𝑛) , 𝑎 (𝑡𝑟𝑛) ] assuming that 𝑎 (𝑡𝑠𝑡 ) < 𝑎 (𝑡𝑟𝑛) . Thus, we would obtain the interval twice
as large as the one used in the given definition. Such grouping interval seems not natural for real-valued attributes. This is the
reason why numerical attributes are treated separately.
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Proof. The proof is an extension of proof of Lemma 3.1. For numerical attributes, the proof is the same as
before.

For symbolic attributes, we substitute the part of the proof of Lemma 3.1 by the following one. Let us
assume that 𝑎 is symbolic. Then 𝑡𝑎 (𝑟) is of the form 𝑎 ∈ 𝐵(𝑎(𝑡𝑠𝑡), 𝑅𝑎), where 𝑅𝑎 = 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑣), for
some 𝑣 ∈ 𝑉𝑎. Hence, because 𝑡𝑎 (𝑟) (𝑡𝑟𝑛) is satisfied, then 𝑅𝑎 ≥ 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)). Thus 𝐵 (𝑎(𝑡𝑠𝑡), 𝑟𝑎) ⊆
𝐵(𝑎(𝑡𝑠𝑡), 𝑅𝑎), where 𝑟𝑎 = 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)). Then, 𝑡𝑎 (𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛)) ⇒ 𝑡𝑎 (𝑟). ⊓⊔

Theorem 3.2 Under the assumptions of Lemma 3.2, the rule 𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
is consistent with

the training set 𝑡𝑟𝑛𝑆𝑒𝑡 if and only if there exists a rule from 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) covering the
objects 𝑡𝑠𝑡 and 𝑡𝑟𝑛.

Proof. The proof is a modification of the proof of Theorem 3.1.
We substitute the induction step of the proof of Theorem 3.1 for the case when 𝑎𝑖 is symbolic by the

following one. Let us consider the case when 𝑎𝑖 is symbolic. Then 𝑡𝑖 (𝑟𝑖−1) is of the form 𝑎 ∈ 𝐵(𝑎(𝑡𝑠𝑡), 𝑟𝑎),
where 𝑟𝑎 = 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑣), for some 𝑣 ∈ 𝑉𝑎. We consider possible extensions of this condition, i.e. conditions
of the form 𝑎 ∈ 𝐵(𝑎(𝑡𝑠𝑡), 𝑅𝑎), where 𝑅𝑎 = 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑤), for some 𝑤 ∈ 𝑉𝑎 such that 𝑅𝑎 ≥ 𝑟𝑎 and the
consistency of the rule is preserved (with 𝑡𝑟𝑛𝑆𝑒𝑡). Because 𝑉𝑎 is finite, then there is a finite number of
possible selections, and we choose the one with the maximal value of 𝑅𝑎. The chosen extension is maximally
general.

When 𝑎𝑖 is numerical, we make the extension of the formula as in Theorem 3.1.
Analogously as in Theorem 3.1, one can conclude that the last rule 𝑟𝑚 is consistent with 𝑡𝑟𝑛𝑆𝑒𝑡 and

maximally general.
Analogously as in Theorem 3.1, we obtain (using Lemma 3.2) that if the rule 𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛) is

inconsistent with the training set 𝑡𝑟𝑛𝑆𝑒𝑡, then there is no rule in 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) covering 𝑡𝑠𝑡
and 𝑡𝑟𝑛.

⊓⊔

Let us note that the set 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) is defined for the given values 𝑐𝑎 for 𝑎 ∈ 𝐴𝑠𝑦𝑚
(during the testing procedure, for the test example 𝑡𝑠𝑡, we assume 𝑐𝑎 = 𝑎(𝑡𝑠𝑡)). The idea behind the set
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) was to compute all maximally general rules in advance to use it later during
the classification process. In order to compute an analogous set 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) in advance,
this should be done for all possible combinations of all possible values for all symbolic attributes. It would
increase the number of generated rules by the factor no more than 𝑏𝑘 , where 𝑏 is the maximal cardinality of
|𝑉𝑎 | for 𝑎 ∈ 𝐴𝑠𝑦𝑚 and 𝑘 is the number of symbolic attributes.

It is not obvious how to define local decision rules and maximally general rules independently of such given
values to keep the analogous relation between general rules and local decision rules and to enable grouping of
symbolic values using given pseudometrics for symbolic attributes. For example, one can consider defining
local decision rules as in Definition 3.2 and next, redefining 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 in such a way that admissible group
of values are balls centred at a value of an attribute and with all possible distances between values, i.e.
admissible conditions would be of the form 𝑎 ∈ 𝐵(𝑣, 𝜚𝑎 (𝑣, 𝑤)), where 𝑣, 𝑤 ∈ 𝑉𝑎. However, it can be shown
that such a procedure will not lead to the desired relation between𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) and g-rules
(see Appendix A).

Theorem 3.2 shows that instead of computing the support sets for rules from𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡)
covering a new test case, it is sufficient to generate the g-rules for all training examples and then check their
consistency with the training set. This is realised by the lazy Rule Induction Algorithm (RIA) presented
below.
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Algorithm 4: RIA(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚)
Input: test example 𝑡𝑠𝑡 , training set 𝑡𝑟𝑛𝑆𝑒𝑡 , family of pseudometrics for symbolic attributes { 𝜚𝑎 }𝑎∈𝐴𝑠𝑦𝑚
Output: predicted decision for 𝑡𝑠𝑡

1 begin
2 foreach decision 𝑣 ∈ 𝑉𝑑 do
3 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = ∅
4 end
5 foreach 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 do
6 𝑣 = 𝑑 (𝑡𝑟𝑛)
7 if 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡

(
𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡 , 𝑡𝑟𝑛, { 𝜚𝑎 }𝑎∈𝐴𝑠𝑦𝑚

)
, 𝑡𝑟𝑛𝑆𝑒𝑡

)
then

8 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) ∪ {𝑡𝑟𝑛}
9 end

10 end
11 return arg max

𝑣∈𝑉𝑑
|𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) |

12 end

The function 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑟, 𝑣𝑒𝑟𝑖 𝑓 𝑦𝑆𝑒𝑡) was presented in Subsection 2.3.2 in Algorithm 1. The RIA
algorithm (see Algorithm 4) differs from the LAZY algorithm (see Algorithm 2) only in line 7 where instead
of the rule 𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛), the rule 𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
is used.

From Theorem 3.2, one can conclude that the RIA algorithm computes the measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ for
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡). Thus, the results of the mentioned algorithm are equivalent
to the results of the algorithm based on calculating 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 and using the measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ as a strategy
for conflict resolution. Hence, we have the corollary analogous to Corollary 2.1 (see Subsection 2.3.2).

Corollary 3.1 For any test object 𝑡𝑠𝑡, and the classifier from Equation 2.12 with

𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡),

where 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 = 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠
(
{(𝜚𝑎, 𝑎(𝑡𝑠𝑡))}𝑎∈𝐴𝑠𝑦𝑚

)
, we have

𝑅𝐼𝐴(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚) = 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡).

The time complexity of the RIA algorithm is the same as that of the LAZY algorithm (see Algorithm 2),
i.e. 𝑂 (𝑚𝑛2), where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |, 𝑚 = |𝐴|. Again, this is far more efficient than generating the set
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) in advance, which can be exponentially large relative to the number of
training examples.

However, for data sets with quite a large number of examples, this time complexity is still too high to
be used in practice. Hence, one of the motivations behind our work was also to reduce this complexity.
As a result, some modifications to this algorithm were developed. This issue is discussed in more detail in
Section 3.3.
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3.3 Combining instance-based learning and rule methods – RIONA

From now on, we additionally assume that aggregation function 𝐴𝑔𝑟 is defined by Equation 2.1 unless it is
stated differently.

The RIONA algorithm is based on a combination of instance-based learning and rule methods. The
primary component of the RIONA algorithm was developed using the observation that the kNN method (see
Subsection 2.3.3) is widely used, and usually for small values of 𝑘 , it has quite good performance. On the
other hand, in the case of rule-based methods, in general, all training examples are used in the process of rule
generation. Based on the observation related to the kNN method, one may suppose that only close training
examples to the test case are important in the process of inducing the final decision. In fact, in the RIONA
algorithm, the classification of the given test example is based on training objects from a neighbourhood of
this example.

Thus, instead of considering all training examples in constructing the support set, like in the RIA algorithm,
one can bound it to a certain neighbourhood of a test example. The intuition behind this is that the training
examples which are far from a given test object are less relevant for classification than the closer ones.

We consider the neighbourhood 𝑁 defined in Subsection 2.3.3. This neighbourhood is analogous to the
one used in the kNN algorithm (i.e. the same as in the specific kNN algorithm defined in Subsection 2.3.3;
see Algorithm 3).

Now, we are ready to present an approach to inducing of decision that is a kind of combination of
instance-based learning (see Subsection 2.3.3) and lazy rule learning (see Section 3.2). The main idea is
based on the strategy for conflict resolution with the use of 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ measure (see Equation 2.11) slightly
modified in the following way:

𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣, 𝑘, 𝜚) =

������ ⋃
𝑟∈𝑀𝑎𝑡𝑐ℎ𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡 ,𝑣)

𝑙𝑜𝑐𝑎𝑙𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟)

������ , (3.1)

where most notation remains the same as in Equation 2.11; 𝜚 = 𝐴𝑔𝑟 ({𝜚𝑎}𝑎∈𝐴) is the aggregated pseudometric
and 𝑘 is the number indicating the size of the neighbourhood, 𝑙𝑜𝑐𝑎𝑙𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟) = 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟) ∩
𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚). The difference lies in the fact that we consider only those examples covered by the rules
matched by a test object that are in a specified neighbourhood of the test example. The predicted decision
based on the measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ is analogous to the previous one (see Equation 2.12):

𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿𝑜𝑐𝑎𝑙𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡, 𝑘, 𝜚) = arg max
𝑣∈𝑉𝑑

𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣, 𝑘, 𝜚). (3.2)

In the classification process, we assume that number 𝑘 for the neighbourhood 𝑁 (𝑡𝑠𝑡, 𝑘) is fixed. The
proper size of the neighbourhood, i.e. the parameter 𝑘 is found in the learning phase (see Section 3.4).

Given a set 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠, the above measures can be calculated by limiting the support sets of the rules
covering a test example to the specified neighbourhood of a test example. Thus the algorithm based on
maximally general rules with the modified measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ can be used here.

However, the measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ can also be calculated using the lazy rule learning methodology.
This is analogous to the fact that the RIA algorithm computes the measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ (see Corollary 3.1).
To implement this approach, we modified Algorithm 4. First, in line 5 of the algorithm, only examples
𝑡𝑟𝑛 ∈ 𝑁 (𝑡𝑠𝑡, 𝑘) should be considered. Furthermore, it is not necessary to consider all the examples from the
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training set to check the consistency of the 𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
(see line 7 of Algorithm 4). This is

due to the following proposition.

Proposition 3.1 Suppose that 𝜚𝑎 in pseudometric decision system for 𝑎 ∈ 𝐴𝑛𝑢𝑚 are defined as in
Equation 2.2. If 𝑡𝑟𝑛′ ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 satisfies 𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
, then 𝜚(𝑡𝑠𝑡, 𝑡𝑟𝑛′) ≤ 𝜚(𝑡𝑠𝑡, 𝑡𝑟𝑛), where

𝜚 = 𝐴𝑔𝑟 ({𝜚𝑎}𝑎∈𝐴) and the aggregation function 𝐴𝑔𝑟 is defined either by Equation 2.1 or Equation 3.3.

Proof. If 𝑡𝑟𝑛′ satisfies 𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
, then from the definition of g-rule (see Definition 3.2),

we have:

• for all symbolic attributes 𝑎 ∈ 𝐴: 𝑎(𝑡𝑟𝑛′) ∈ 𝐵 (𝑎(𝑡𝑠𝑡), 𝑟𝑎), where 𝑟𝑎 = 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)). Then from
definition of the closed ball we have 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛′)) ≤ 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)).

• for all numerical attributes 𝑎 ∈ 𝐴: 𝑎(𝑡𝑟𝑛′) ∈ [𝑚𝑖𝑛𝑎, 𝑚𝑎𝑥𝑎], where 𝑚𝑖𝑛𝑎 = 𝑚𝑖𝑛(𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)), 𝑚𝑎𝑥𝑎 =

𝑚𝑎𝑥(𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)). Then, we have |𝑎(𝑡𝑠𝑡) − 𝑎(𝑡𝑟𝑛′) | ≤ |𝑎(𝑡𝑠𝑡) − 𝑎(𝑡𝑟𝑛) |. Thus, using definiton of
metric for numerical attributes (see Equation 2.2) we have 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛′)) =

|𝑎 (𝑡𝑠𝑡 )−𝑎 (𝑡𝑟𝑛′ ) |
𝑎max−𝑎min ≤

|𝑎 (𝑡𝑠𝑡 )−𝑎 (𝑡𝑟𝑛) |
𝑎max−𝑎min = 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)).

It means that for all attributes 𝑎 ∈ 𝐴 we have 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛′)) ≤ 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)). In consequence,
we have the inequality between the global distances2 for 𝐴𝑔𝑟 defined by Equation 2.1: 𝜚(𝑡𝑠𝑡, 𝑡𝑟𝑛′) =∑
𝑎∈𝐴

𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛′)) ≤
∑
𝑎∈𝐴

𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)) = 𝜚(𝑡𝑠𝑡, 𝑡𝑟𝑛).
Adding multiplication factor (specified by a weight) for each attribute preserves the above inequality. In

consequence, we have the same result also for aggregation function defined by Equation 3.3.
⊓⊔

Hence, the examples that are distanced from the test example 𝑡𝑠𝑡 more than the training example 𝑡𝑟𝑛 cannot
cause inconsistency of 𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
. In consequence, we can substitute the set 𝑡𝑟𝑛𝑆𝑒𝑡 in

line 7 of Algorithm 4 by 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚). We can restrict even more the set of examples which can cause
inconsistency (see Subsection 3.3.3).

The resulting classification algorithm RIONA is presented in Algorithm 5. The formal proof that this
algorithm computes measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ is presented later in Theorem 3.4. This algorithm predicts
the most common class among the training examples that are covered by the rules satisfied by a given test
example and are in the specified neighbourhood. It is to be noted that in the argument of the algorithm, all
pseudometrics are given (used for computation of the final pseudometric), but in the g-rule only pseudometrics
for symbolic attributes are used (see Definition 3.2 and note after it).

For every decision class, the RIONA algorithm computes the support set restricted to the neighbourhood
𝑁 (𝑡𝑠𝑡, 𝑘) rather than the whole support set of the maximally general rules covering a test object (as the
RIA algorithm) in the following way. For every training object 𝑡𝑟𝑛 from the neighbourhood 𝑁 (𝑡𝑠𝑡, 𝑘) the
algorithm constructs the rule 𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
based on the considered example 𝑡𝑟𝑛 and the

test example 𝑡𝑠𝑡. Then, it checks whether this g-rule is consistent with the remaining training examples from
the neighbourhood 𝑁 (𝑡𝑠𝑡, 𝑘). If the local decision rule is consistent, then the training example 𝑡𝑟𝑛 used to

2 It should be observed that we use in the proof the assumption that pseudometrics used for grouping symbolic attributes are
the same as the pseudometrics which compose the aggregated pseudometric used for measuring distance between examples.
The analogous assumption is used for numerical attributes: real values are grouped using interval contained in the ball
𝐵(𝑎 (𝑡𝑠𝑡 ) , 𝜚𝑎 (𝑎 (𝑡𝑠𝑡 ) , 𝑎 (𝑡𝑟𝑛) ) ) determined by the Euclidean metric. The same Euclidean metric (however normed) is used
for components of the final pseudometric.
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Algorithm 5: RIONA-classify(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘 , {𝜚𝑎}𝑎∈𝐴)
Input: test example 𝑡𝑠𝑡 , training set 𝑡𝑟𝑛𝑆𝑒𝑡 , positive integer 𝑘, family of pseudometrics for attributes { 𝜚𝑎 }𝑎∈𝐴
Output: predicted decision for 𝑡𝑠𝑡

1 begin
2 𝜚 = 𝐴𝑔𝑟 ({ 𝜚𝑎 }𝑎∈𝐴)
3 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 = 𝑁 (𝑡𝑠𝑡 , 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚)
4 foreach decision 𝑣 ∈ 𝑉𝑑 do
5 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = ∅
6 end
7 foreach 𝑡𝑟𝑛 ∈ 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 do
8 𝑣 = 𝑑 (𝑡𝑟𝑛)
9 if 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡

(
𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡 , 𝑡𝑟𝑛, { 𝜚𝑎 }𝑎∈𝐴𝑠𝑦𝑚

)
, 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡

)
then

10 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) ∪ {𝑡𝑟𝑛}
11 end
12 end
13 return arg max

𝑣∈𝑉𝑑
|𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) |

14 end

construct the rule is added to the support set of the appropriate decision. Finally, the algorithm selects the
decision with the support set of the highest cardinality.

3.3.1 Some specific situations

3.3.1.1 Tie-breaking procedure of RIONA

During selecting decisions based on Equation 3.2, sometimes more than one decision class with the
same biggest value of measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣, 𝑘, 𝜚) is obtained. In this case, in order to guarantee
deterministic behaviour of our algorithm, it should be specified a tie-breaking procedure for selecting
decisions. For clarity of the RIONA algorithm presentation, we did not place this procedure in Algorithm 5.
However, we implemented it in such a way that the final decision is calculated dynamically for the
consequent sizes of the neighbourhood up to the parameter 𝑘 . In consequence, for our implementation,
the tie-breaking procedure is applied in the following order: decision class with the biggest value of measure
𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣, 𝑘, 𝜚), decision class with the biggest value of measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣, 𝑘−1, 𝜚),
. . . , decision class with the biggest value of measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣, 1, 𝜚), majority decision class,
i.e. decision class with the maximal value |𝐶𝑙𝑎𝑠𝑠(𝑣) |, decision class with the smallest index.

3.3.1.2 Inconsistencies in data sets

We assumed that training sets are consistent (see Section 2.1). This simplifies the notation and proofs.
However, RIONA works also with inconsistent training sets. For instance, if there are two examples with
all conditional attributes with the same values and with different decisions, then any g-rule covering theses
examples will be inconsistent. Inconsistencies in training set may cause that for a given test example, all
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support sets for all decisions are empty. We somehow improve this drawback in the case of the RIONIDA
algorithm (see Subsection 4.3.6). The idea presented there could be also applied for the RIONA algorithm.

3.3.1.3 Missing values

We also assumed that there are no missing attribute values for any object (see Section 2.1). This also simplifies
the notation and proofs. The problem of missing values is not the one on which this book is focused on.
However, in RIONA, a heuristic for dealing with missing values in data sets is implemented. Hence, it was
also possible to test RIONA on data sets with missing values. Now, we briefly explain how in RIONA
pseudometrics are calculated and consistency of g-rule is checked when examples with missing values occur.

First, we need to extend the definition of pseudometrics. In Equation 2.1 occur pseudometrics 𝜚𝑎 for any
attribute 𝑎 ∈ 𝐴. Up to now, these pseudometrics were not defined for missing values. We also define 𝜚𝑎 (𝑣, 𝑤)
for the case when 𝑣 or 𝑤 is a missing value assuming that in such a case 𝜚𝑎 takes the maximal possible value.
Thus, it is equal to 1 for numerical attribute (which corresponds to the distance between the minimal and
maximal value for the given attribute in the training set); and it is equal to 2 for any symbolic attribute (which
corresponds to the theoretical maximal distance between a pair of symbolic values3). Hence, the distance
between any value and missing value is not less than the distance between arbitrary two known values. In
consequence, in the neighbourhood will be considered as more preferred, the objects having as many as
possible known values. Such an approach could be interpreted as a conservative where we assume that it is
better to reject the close object (to the tested object) with missing value(s) than to make a mistake by treating
an object as close which actually is not such.

Second, if missing values occur, we need to define how the consistency of g-rule (see Definition 3.2) is
checked. Let us fix attribute 𝑎 ∈ 𝐴. If any elementary condition 𝑡𝑎 (see Definition 2.6) contains missing value
(𝑡𝑟𝑛(𝑎) or 𝑡𝑠𝑡 (𝑎) is missing), then all objects satisfy this condition, i.e. the semantics of 𝑡𝑎 is equal to X. If
the elementary condition does not contain missing value, then objects with missing value for the considered
attribute does not satisfy this condition.

The above-described approach to treating missing values is roughly based on the interpretation of missing
value for a given attribute as any possible value from the set of values of this attribute.

3.3.2 Time complexity of RIONA for the testing phase

Theorem 3.3 Time complexity for the testing phase of RIONA is 𝑂 (𝑚(𝑛 + |𝑁 |2)) for a single test object,
where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |, 𝑚 = |𝐴|, 𝑘 is the parameter used to define the size of neighbourhood, |𝑁 | = |𝑁 (𝑡𝑠𝑡, 𝑘) |
is the actual size of the neighbourhood for the given test object.

Proof. In any run of the RIONA algorithm for a single test object, two phases can be distinguished.
In the first phase, training examples from the neighbourhood 𝑁 are selected, i.e. 𝑘 nearest objects to the

test example (or more objects in the specific situation described in Definition 2.14) among 𝑛 objects, where
𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |. It can be done in the linear time with respect to 𝑛 (see e.g. [5]). Taking into account that for
any object all attributes should be examined, time complexity of this phase is 𝑂 (𝑚𝑛), where 𝑚 = |𝐴|.

In the second phase, the algorithm checks consistency among objects from the neighbourhood 𝑁 . Thus,
it performs 𝑂 (𝑚 |𝑁 |2) operations.

3 The actual maximal distance between symbolic values in a given training set can be smaller.
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To sum up, the time complexity of the RIONA algorithm for the testing phase is 𝑂 (𝑚(𝑛 + |𝑁 |2)) for a
single test object.

⊓⊔

Theoretically, |𝑁 | can be equal to the size of the training set. However, for almost all tested data sets,
|𝑁 | = |𝑁 (𝑡𝑠𝑡, 𝑘) | ≤ 𝑐 · 𝑘 for all test examples 𝑡𝑠𝑡, where 𝑐 is a constant very close to 14. Hence, for simplicity,
we assume that |𝑁 | is bounded in this way.

Corollary 3.2 Assume that |𝑁 | = |𝑁 (𝑡𝑠𝑡, 𝑘) | ≤ 𝑐 · 𝑘 for any test example 𝑡𝑠𝑡, where 𝑐 is a constant very
close to 1. Then time complexity for the RIONA testing phase is 𝑂 (𝑚(𝑛 + 𝑘2)) for a single test object, where
𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |, 𝑚 = |𝐴|, 𝑘 is the parameter used to define the size of neighbourhood.

In the case when 𝑘 is treated as a constant5 parameter of the algorithm (independent of 𝑛), the time
complexity of RIONA (the testing phase for single test object) is 𝑂 (𝑚𝑛), while the time complexity of RIA
is 𝑂 (𝑚𝑛2) which gives us a significant acceleration for RIONA in comparison with RIA.

3.3.3 Further acceleration of RIONA

The set of examples to be searched for causing inconsistency can be restricted even more in comparison to
what was discussed after Proposition 3.1 and presented in Algorithm 5. The details based on Proposition 3.1
are presented below.

First, let us assume that examples from 𝑁 (𝑡𝑠𝑡, 𝑘) = 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚) (where the parameters have
the meaning as discussed before) have different distances from the test example 𝑡𝑠𝑡. Let 𝑁 (𝑡𝑠𝑡, 𝑘) =

{𝑛𝑛1, 𝑛𝑛2, . . . 𝑛𝑛𝑘}, where 𝑛𝑛𝑖 is the 𝑖-th nearest neighbour of 𝑡𝑠𝑡 (i.e. training examples 𝑡𝑟𝑛 from 𝑁 (𝑡𝑠𝑡, 𝑘)
are sorted by values 𝜚(𝑡𝑠𝑡, 𝑡𝑟𝑛)). From Proposition 3.1, we have that inconsistency of the rule 𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑛𝑛𝑖)
can be caused only by the examples 𝑛𝑛1, 𝑛𝑛2, . . . , 𝑛𝑛𝑖−1 (i.e. closer examples to 𝑡𝑠𝑡 than the example 𝑛𝑛𝑖).
Hence, for the training example 𝑛𝑛𝑖 ∈ 𝑁 (𝑡𝑠𝑡, 𝑘), only 𝑖 − 1 training examples have to be checked whether
they cause inconsistency. In this case, checking consistency requires 𝑚(0 + 1 + · · · + (𝑘 − 1)) operations,
where 𝑚 = |𝐴|. This gives the time complexity 𝑂 (𝑚𝑘2).

Second, let us consider the general case when some examples from 𝑁 (𝑡𝑠𝑡, 𝑘) may have the same distances
from the test example 𝑡𝑠𝑡. In particular, then𝑁 (𝑡𝑠𝑡, 𝑘) may contain more than 𝑘 examples. For training example
𝑛𝑛𝑖 ∈ 𝑁 (𝑡𝑠𝑡, 𝑘) not only 𝑛𝑛1, 𝑛𝑛2, . . . , 𝑛𝑛𝑖−1 examples should be checked whether they cause inconsistency,
but also such examples 𝑛𝑛𝑖+1, . . . , 𝑛𝑛𝑖+𝑙 , for which 𝜚(𝑡𝑠𝑡, 𝑛𝑛𝑖) = 𝜚(𝑡𝑠𝑡, 𝑛𝑛𝑖+1) = . . . = 𝜚(𝑡𝑠𝑡, 𝑛𝑛𝑖+𝑙) holds
for some number 𝑙.

In fact, all these cases were taken into account in our implementation. However, it does not change the
order of overall time complexity. Due to this fact and for simplicity, we presented in Algorithm 5 a simplified
version of the RIONA algorithm.

4 The exception is, for example, mammography data set consisting of many objects with the same value for any conditional
attribute. However, in this case one could consider special data structures for grouping objects with identical attribute values for
speeding up searching for the neighbourhood 𝑁 .
5 In the case when 𝑘 is dependent on 𝑛 it is sufficient to assume that 𝑘 <

√
𝑛 to keep the conclusion.
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3.3.4 Relationships of RIONA to other approaches

Algorithm 5 (RIONA) is based on a combination of the kNN method with lazy rule induction. The only
difference in comparison to Algorithm 3 (kNN) is in line 9, where we check the consistency of rule generated
by training and testing example. One can say that the consistency of training example 𝑡𝑟𝑛 is checked. Thus
we can interpret this as assigning the weight zero to inconsistent examples. This is compatible with the idea
of instance-based learning paradigm (see Subsection 2.3.3) enriched by adding specification of weights for
examples. In this sense, one can regard the RIONA algorithm as an instance-based algorithm.

We have the following relationships between RIONA, RIA and kNN.

Proposition 3.2 For each test object 𝑡𝑠𝑡

𝑅𝐼𝑂𝑁𝐴(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, {𝜚𝑎}𝑎∈𝐴) ={
𝑅𝐼𝐴(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 ) for 𝑘 ≥ |𝑡𝑟𝑛𝑆𝑒𝑡 |
1𝑁𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝜚) for 𝑘 = 1, |𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚) | = 1,

where 1NN is the nearest neighbour algorithm for 𝑘 = 1 for pseudometric 𝜚 = 𝐴𝑔𝑟 ({𝜚𝑎}𝑎∈𝐴).

Proof. For 𝑘 ≥ |𝑡𝑟𝑛𝑆𝑒𝑡 |, the 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 in the RIONA algorithm (see Algorithm 5) is equal to 𝑡𝑟𝑛𝑆𝑒𝑡.
In this case, the RIONA algorithm works exactly as the RIA algorithm (see Algorithm 4).

For 𝑘 = 1, |𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 1, 𝜚) | = 1, the 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 in the RIONA algorithm contains one training
example6. In this case, consistency checking procedure could be eliminated. In consequence, the RIONA
algorithm works exactly as 1NN (see Algorithm 3). ⊓⊔

For the maximal neighbourhood, the RIONA algorithm works exactly as the RIA algorithm (and from
Corollary 3.1 as the algorithm based on the maximally general rules with 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ as a strategy for conflict
resolution). On the other hand, taking a neighbourhood consisting of the single nearest training example,
we obtain the nearest neighbour algorithm. In this sense, RIONA is placed between the nearest neighbour
classifier and the classifier based on maximally general rules. The choice of a small neighbourhood causes the
algorithm to behave more like kNN classifier. The choice of a large neighbourhood causes the algorithm to
behave more like a classifier based on inducing maximally general rules. Taking a larger but not the maximal
neighbourhood can be seen as considering more specific rules instead of maximally general rules consistent
with the training examples.

Now, we also show that we can look at the RIONA algorithm from other perspectives.

Theorem 3.4 For any test object 𝑡𝑠𝑡, the classification result of the classifier from Equation 3.2 with
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡), where 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 = 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠

(
{(𝜚𝑎, 𝑎(𝑡𝑠𝑡))}𝑎∈𝐴𝑠𝑦𝑚

)
, 𝜚 =

𝐴𝑔𝑟 ({𝜚𝑎}𝑎∈𝐴), we have

𝑅𝐼𝑂𝑁𝐴(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, {𝜚𝑎}𝑎∈𝐴) = 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿𝑜𝑐𝑎𝑙𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡, 𝑘, 𝜚).

Proof. From Corollary 3.1, 𝑅𝐼𝐴(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 ) = 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡). In fact, as we noticed
it is implied from more strong fact following from Theorem 3.2 that the RIA algorithm computes measure
𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ for

6 Please note that the assumption about the cardinality of 𝑁 is important. When |𝑁 | > 1, even for consistent training set,
examples from the neighbourhood 𝑁 (equally distanced from test example) will cause inconsistency whenever there are two
objects in 𝑁 with different decisions.
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𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡),

i.e. for each 𝑣 ∈ 𝑉𝑑 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) (in line 11 of Algorithm 4) = 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑣). The RIONA algorithm takes
into account only training examples from 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚). Moreover, from Proposition 3.1, examples
consistent with 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚) are consistent with the whole training set, 𝑡𝑟𝑛𝑆𝑒𝑡. At the same time,
measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣, 𝑘, 𝜚) takes into account only training examples from the same neighbourhood
𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚). In consequence, for each 𝑣 ∈ 𝑉𝑑

𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) (in line 13 of Algorithm 5) = 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣, 𝑘, 𝜚).

This implies the equation of the theorem. ⊓⊔

Theorem 3.5 For any test object 𝑡𝑠𝑡, the classification result of the classifier from Equation 3.2 with

𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚)),

where 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 = 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠
(
{(𝜚𝑎, 𝑎(𝑡𝑠𝑡))}𝑎∈𝐴𝑠𝑦𝑚

)
, 𝜚 = 𝐴𝑔𝑟 ({𝜚𝑎}𝑎∈𝐴), we have

𝑅𝐼𝑂𝑁𝐴(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, {𝜚𝑎}𝑎∈𝐴) = 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿𝑜𝑐𝑎𝑙𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡, 𝑘, 𝜚).

Proof. From Theorem 3.4 with 𝑡𝑟𝑛𝑆𝑒𝑡 replaced by 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚) (it is in a sense treated as a new
training set), we have 𝑅𝐼𝑂𝑁𝐴(𝑡𝑠𝑡, 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚), 𝑘, 𝑓 ) = 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿𝑜𝑐𝑎𝑙𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡, 𝑘, 𝜚), where
𝑓 = {𝜚𝑎}𝑎∈𝐴, 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚)). Since

𝑅𝐼𝑂𝑁𝐴(𝑡𝑠𝑡, 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚), 𝑘, 𝑓 ) = 𝑅𝐼𝑂𝑁𝐴(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝑓 ),

this ends the proof.
⊓⊔

To sum up, these two theorems give the following interesting corollary.

Corollary 3.3 For any test object 𝑡𝑠𝑡, the results computed by the following classifiers are the same

1. 𝑅𝐼𝑂𝑁𝐴(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, {𝜚𝑎}𝑎∈𝐴),
2. 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿𝑜𝑐𝑎𝑙𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡, 𝑘, 𝜚),
3. 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿𝑜𝑐𝑎𝑙𝑀𝑎𝑥𝐿𝑜𝑐𝑎𝑙𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡, 𝑘, 𝜚),
4. 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑎𝑥𝐿𝑜𝑐𝑎𝑙𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡) for new training set 𝑡𝑟𝑛𝑆𝑒𝑡′ = 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚),

where

• 𝜚 = 𝐴𝑔𝑟 ({𝜚𝑎}𝑎∈𝐴),
• 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡),
• 𝑀𝑎𝑥𝐿𝑜𝑐𝑎𝑙𝑅𝑢𝑙𝑒𝑠 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚)), and
• 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 = 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠

(
{(𝜚𝑎, 𝑎(𝑡𝑠𝑡))}𝑎∈𝐴𝑠𝑦𝑚

)
.

Proof. Equivalence of first three classifiers is implied directly by Theorems 3.4 and 3.5. It remains to prove
equivalence of third and fourth classifiers. Note that

𝑡𝑟𝑛𝑆𝑒𝑡′ = 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚) = 𝑁 (𝑡𝑠𝑡, 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚), 𝑘, 𝜚) = 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡′, 𝑘, 𝜚).
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Always holds 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟) ⊆ 𝑡𝑟𝑛𝑆𝑒𝑡′. So using previous equation 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟) ⊆ 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡′, 𝑘, 𝜚).
Then 𝑙𝑜𝑐𝑎𝑙𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟) = 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟) ∩ 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡′, 𝑘, 𝜚) = 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟). We conclude that
Equation 3.1 becomes Equation 2.11, and finally that Equation 3.2 becomes Equation 2.12.

⊓⊔

In other words, we have the following conclusions. First, the RIONA algorithm computes the 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ
measure (second algorithm above; see Equation 3.1). Second, the 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ measure is simply the
𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ measure treating 𝑁 (𝑡𝑠𝑡, 𝑘) as the local training set (fourth algorithm). This fourth algorithm
is the same algorithm as in Equation 2.12 with training set 𝑡𝑟𝑛𝑆𝑒𝑡 replaced by local training sample
𝑡𝑟𝑛𝑆𝑒𝑡′ = 𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚). Therefore the RIONA algorithm can be treated as an algorithm for computing
all maximally general, consistent rules locally and using (locally) 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ for conflict resolution. In Table 3.1,
a general comparison of these three algorithms is presented (we omit the third algorithm, which is very similar
to the fourth). In Table 3.2, a comparison scheme for these three algorithms is presented (with explanation
what is common and what is different in these algorithms).

RIONA algorithm (2) based on algorithm (4) based on
the measure the measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ
𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ counted locally

counting rules
no need to count counts 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 globally counts 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 locally
rules explicitly once at the beginning for each test case

counting support
counts support using counts support locally counts support locally
lazy local rules

Table 3.1: A general comparison of three algorithms from Corollary 3.3: algorithm (1) RIONA, algorithm
(2) based on the measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ and algorithm (4) based on the measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ counted locally.

3.3.5 RIONA and rules

The RIONA algorithm has properties of instance-based classifiers and rule-based classifiers. There are some
aspects of rule-based classifiers which are more preferred for users than instance-based classifiers even at
the expense of decreasing the quality of classification. One of these important aspects is the possibility
to interpret rules by a human, non-computer science expert. He or she can verify whether the discovered
knowledge in such rules is non-trivial, true in fact and revealing new aspects of the regarded problem. A rule
contains an explanation for taking the particular decision easily understandable by a human.

We assume here that the parameter 𝑘 in the RIONA algorithm is fixed (possibly learned as described
in Section 3.4). Now, let us focus on algorithm (4) from the previous subsection. At first sight, the direct
computation of 𝑀𝑎𝑥𝐿𝑜𝑐𝑎𝑙𝑅𝑢𝑙𝑒𝑠 may seem very expensive and infeasible because for each test case 𝑡𝑠𝑡 it is
necessary to compute the local complete set of consistent and maximally general decision rules. However,
let us note that the size of the local training sample compared to the size of the whole training sample is
significantly reduced from 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 | to 𝑘 (if we assume that the size of 𝑁 is 𝑘; see previous notes related
to this issue). Thus the total cost of computation of (global or local) 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 is reduced from 𝑂 (2𝑛) to
𝑂 (𝑚 · 2𝑘), where 𝑚 is the number of test objects. We present this approach not only from a theoretical point
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RIONA algorithm (2) based on algorithm (4) based on
the measure the measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ
𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ counted locally

Global input: 𝑡𝑟𝑛𝑆𝑒𝑡 , 𝑘 ∈ N
1. count 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠

for 𝑡𝑟𝑛𝑆𝑒𝑡
Input: test case 𝑡𝑠𝑡
2. 𝑛𝑆𝑒𝑡 = 𝑁 (𝑡𝑠𝑡 , 𝑘 )
3. count (locally) 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑛𝑆𝑒𝑡 )

𝑅𝑢𝑙𝑒𝐵𝑎𝑠𝑒 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 𝑅𝑢𝑙𝑒𝐵𝑎𝑠𝑒 = 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑛𝑆𝑒𝑡 )
4. consider rules from 𝑅𝑢𝑙𝑒𝐵𝑎𝑠𝑒

with premise satisfied by 𝑡𝑠𝑡
5. for each decision 𝑑
6. consider consider rules from step 4
𝑡𝑟𝑛 ∈ 𝑛𝑆𝑒𝑡 with decision 𝑑
with decision 𝑑
7. count the number of count the number of
𝑡𝑟𝑛 from step 6 𝑡𝑟𝑛 ∈ 𝑛𝑆𝑒𝑡 supporting rules from step 6
forming consistent
rules with 𝑡𝑠𝑡
8. choose the decision with the maximal count (maximally supported)

Table 3.2: A comparison scheme of three algorithms from Corollary 3.3: algorithm (1) RIONA, algorithm
(2) based on the measure 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ and algorithm (4) based on the measure 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ counted locally.

of view. Such an algorithm could be used when an explanation of the decision undertaken by the classifier is
required. In this sense, the RIONA algorithm has features of quick lazy learning algorithm and rule algorithm,
i.e. its parameters can be translated into rules.

Moreover, it seems possible to extend algorithm (4) to build all rules globally once at the beginning
analogously to algorithm (2) from Corollary 3.3 with such difference that the rules would base on the local
neighbourhood. Such rules would imitate the behaviour of the RIONA algorithm. There are some advantages
of such an approach. Firstly, the explanation for the specific test object in the form of a set of rules could be
given quickly. Secondly, all possible rules generated at the beginning could be verified whether the discovered
knowledge is really useful.

We give here only an informal description of how such rules could be generated. The idea is similar to
algorithm (4) from Corollary 3.3. We could simply treat each training example as a test example and generate
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 locally for each training case. It could be seen as specific local reducts calculation (i.e. reducts
calculated in the process of generation of maximally general rules for a given object; see e.g. [14, 18, 4, 3]).
Normally, in constructing local reducts, discernibility should be preserved for objects with different decisions.
Here, we would require that only objects with a different decision and distanced not more than 𝑘 should be
discerned.

3.4 Estimating the optimal neighbourhood size

Analogously to the case of kNN classifier, one can expect that different values of the parameter 𝑘 can be
relevant for different data sets. In fact, during the experiments (see [7]), we found that performance of the
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algorithm can significantly depend on the size of the chosen neighbourhood, and different size is appropriate
for different data sets (for the detailed results the readers are referred to [7]). Therefore, in terms of Accuracy
of the algorithm, it is important to find the optimal neighbourhood, i.e. the parameter 𝑘 . Analogously as in
case of kNN classifier, one can estimate the optimal value of this parameter. Here, one can consider two
important questions: (1) How to learn the optimal value of the parameter 𝑘 efficiently? (2) Can we use a
bound on the maximal possible value of 𝑘 in the process of searching for its optimal value? We present
answers to these questions in the following two subsections.

3.4.1 Efficient learning of the optimal parameter 𝒌

Below we describe the algorithm for estimation of the optimal value 𝑘 for the neighbourhood 𝑁 (𝑡𝑠𝑡, 𝑘). This
can be done in an analogous way to searching for the optimal value 𝑘 for the kNN method. The leave-one-out
method is used on a training set to estimate the Accuracy of the classifier for different values of 𝑘 (1 ≤ 𝑘

≤ 𝑘𝑚𝑎𝑥); then the value of 𝑘 with the highest estimated Accuracy is selected. Applying it directly would
require repeating leave-one-out estimation 𝑘𝑚𝑎𝑥 times. However, using dynamic programming technique, we
emulate this process in time comparable to the single leave-one-out test for 𝑘 equal to the maximal possible
value 𝑘 = 𝑘𝑚𝑎𝑥 . Below we present the algorithm implementing this idea.

Algorithm 6: getClassificationVector(𝑡𝑟𝑛, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘𝑚𝑎𝑥 , {𝜚𝑎}𝑎∈𝐴 )
Input: currently considered example 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 , training set 𝑡𝑟𝑛𝑆𝑒𝑡 , number 𝑘𝑚𝑎𝑥 , family of pseudometrics for

attributes { 𝜚𝑎 }𝑎∈𝐴
Output: vector 𝐴 of leave-one-out classification for 𝑡𝑟𝑛 for different values of parameter 𝑘 = 1, 2, . . . , 𝑘𝑚𝑎𝑥

1 begin
2 𝜚 = 𝐴𝑔𝑟 ({ 𝜚𝑎 }𝑎∈𝐴)
3 𝑁 = 𝑁 (𝑡𝑟𝑛, 𝑡𝑟𝑛𝑆𝑒𝑡 \ {𝑡𝑟𝑛}, 𝑘𝑚𝑎𝑥 , 𝜚)
4 vector 𝑛𝑛1, . . . , 𝑛𝑛|𝑁 | = 𝑁 sorted according to the distance 𝜚 (𝑡𝑟𝑛, · )
5 foreach decision 𝑣 ∈ 𝑉𝑑 do
6 𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ[𝑣] = 0
7 end
8 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐷𝑒𝑐 = the most frequent decision in 𝑡𝑟𝑛𝑆𝑒𝑡
9 for 𝑘 = 1 to |𝑁 | do

10 if 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , { 𝜚𝑎 }𝑎∈𝐴𝑠𝑦𝑚

)
, 𝑁 ) then

11 𝑣 = 𝑑 (𝑛𝑛𝑘 )
12 𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ[𝑣] = 𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ[𝑣] + 1
13 if 𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ[𝑣] > 𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ[𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐷𝑒𝑐] then
14 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐷𝑒𝑐 = 𝑣

15 end
16 end
17 𝐴[𝑘 ] = 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐷𝑒𝑐
18 end
19 return 𝐴
20 end

For a training example 𝑡𝑟𝑛, the function 𝑔𝑒𝑡𝐶𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑉𝑒𝑐𝑡𝑜𝑟 (. . . ) (see Algorithm 6) finds 𝑘𝑚𝑎𝑥
examples from 𝑡𝑟𝑛𝑆𝑒𝑡 \ {𝑡𝑟𝑛} nearest to the example 𝑡𝑟𝑛 and sorts them according to the distance 𝜚(𝑡𝑟𝑛, ·)
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Algorithm 7: findOptimalK(𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘𝑚𝑎𝑥 , {𝜚𝑎}𝑎∈𝐴)
Input: training set 𝑡𝑟𝑛𝑆𝑒𝑡 , number 𝑘𝑚𝑎𝑥 , family of pseudometrics for attributes { 𝜚𝑎 }𝑎∈𝐴
Output: optimal 𝑘

1 begin
2 foreach 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 do
3 𝐴𝑡𝑟𝑛 = 𝑔𝑒𝑡𝐶𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑉𝑒𝑐𝑡𝑜𝑟 (𝑡𝑟𝑛, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘𝑚𝑎𝑥 , { 𝜚𝑎 }𝑎∈𝐴)
4 end
5 for 𝑘 = 1 to 𝑘𝑚𝑎𝑥 do
6 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 [𝑘 ] = | {𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 : 𝑑 (𝑡𝑟𝑛) = 𝐴𝑡𝑟𝑛 [𝑘 ] } |
7 end
8 return arg max

1≤𝑘≤𝑘𝑚𝑎𝑥
𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 [𝑘 ]

9 end

(i.e. we consider the pseudometric 𝜚 with the first argument fixed). It should be pointed out that as in the
testing phase, it is necessary to consider the neighbourhood 𝑁 (𝑡𝑠𝑡, 𝑘𝑚𝑎𝑥), which, in general, may contain
more than 𝑘𝑚𝑎𝑥 objects. Next, it returns the vector of decisions that the RIONA classifier would return for
successive values of 𝑘 . Algorithm 7 calls this routine for every training object, and then it selects the value
𝑘 for which the global estimation of Accuracy is maximal.

3.4.1.1 Time complexity of the learning phase

As it was mentioned previously, the neighbourhood 𝑁 (𝑡𝑠𝑡, 𝑘𝑚𝑎𝑥) may contain in general more than 𝑘𝑚𝑎𝑥
objects. However, we assume (which is true in most of our experiments; see Subsection 3.3.2) that the size
of the neighbourhood 𝑁 (𝑡𝑠𝑡, 𝑘𝑚𝑎𝑥) during the learning phase is close to 𝑘𝑚𝑎𝑥 analogously as in the testing
phase, i.e. |𝑁 | = |𝑁 (𝑡𝑟𝑛, 𝑘𝑚𝑎𝑥) | ≤ 𝑐 · 𝑘𝑚𝑎𝑥 for all7 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡, where 𝑐 is a constant very close to 18.

Theorem 3.6 Assume that |𝑁 | = |𝑁 (𝑡𝑟𝑛, 𝑘𝑚𝑎𝑥) | ≤ 𝑐 · 𝑘𝑚𝑎𝑥 for all 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡, where 𝑐 is a constant very
close to 1. Then time complexity of the learning phase of RIONA is 𝑂 (𝑚𝑛(𝑛 + 𝑘2

𝑚𝑎𝑥)), where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |,
𝑚 = |𝐴|, 𝑘𝑚𝑎𝑥 is the parameter used to define the maximal size of neighbourhood to be analysed.

Proof. In the run of the learning algorithm, one can distinguish, for each training object (see lines 2-4 of
Algorithm 7), three phases (realised by Algorithm 6).

In the first phase, training examples from the neighbourhood 𝑁 are selected, i.e. 𝑘𝑚𝑎𝑥 nearest objects
to the considered training example (or more objects in the specific situation described in Definition 2.14)
among 𝑛 objects, where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |. It can be done in the linear time relative to 𝑛 (see e.g. [5]). Taking into
account that for any object all attributes should be examined, time complexity of this phase is 𝑂 (𝑚𝑛), where
𝑚 = |𝐴|.

In the second phase, the algorithm sorts all selected objects from the neighbourhood 𝑁 . Computing
distances for objects from 𝑁 takes 𝑂 (𝑚 |𝑁 |) steps (once for every object from 𝑁). Sorting (using computed
distances) can be done in 𝑂 ( |𝑁 | log |𝑁 |) steps. Thus, this phase takes 𝑂 (𝑚 |𝑁 | + |𝑁 | log |𝑁 |) steps.

In the third phase, the algorithm checks consistency among the selected objects. It takes𝑂 (𝑚 · |𝑁 |2) steps.

7 It would be even enough to assume that this bound is assured on average among all training examples.
8 This condition could be easily satisfied in general if the algorithm were rebuilt to choose deterministically only 𝑘 examples in
the neighbourhood.
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From the assumption on the bound of the neighbourhood 𝑁 , the second and third phases altogether take
𝑂 (𝑚 · 𝑘2

𝑚𝑎𝑥) steps.
Thus, time complexity of foreach loop within lines 2-4 of Algorithm 7 is𝑂 (𝑛(𝑚𝑛+𝑚𝑘2

𝑚𝑎𝑥)) = 𝑂 (𝑚𝑛(𝑛+
𝑘2
𝑚𝑎𝑥)).

Finally, for the whole training set, the algorithm computes leave-one-out Accuracy for each 1 ≤ 𝑘 ≤ 𝑘𝑚𝑎𝑥
(see lines 5-7 of Algorithm 7). It takes 𝑂 (𝑛𝑘𝑚𝑎𝑥) steps.

Summing up, the time complexity of the learning algorithm is 𝑂 (𝑚𝑛(𝑛 + 𝑘2
𝑚𝑎𝑥) + 𝑛𝑘𝑚𝑎𝑥) = 𝑂 (𝑚𝑛(𝑛 +

𝑘2
𝑚𝑎𝑥)). ⊓⊔

From time complexity point of view, it would be efficient to choose such value of 𝑘𝑚𝑎𝑥 that the component
𝑂 (𝑚𝑛2) would be predominant in the complexity function above. This issue is discussed in more detail in
Subsection 3.4.2.

3.4.1.2 Optimal Nearest Neighbour algorithm (ONN)

Note that by ignoring the consistency checking in the function 𝑔𝑒𝑡𝐶𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑉𝑒𝑐𝑡𝑜𝑟 (. . . ), we obtain
the kNN algorithm with the selection of the optimal 𝑘 . We call this classification algorithm Optimal Nearest
Neighbour algorithm (ONN), and we used it in experiments for comparison with RIONA and other algorithms
(see [7] for details). ONN classifies a new test object 𝑡𝑠𝑡 with the most frequent decision in the set 𝑁 (𝑡𝑠𝑡, 𝑘),
where the number 𝑘 is selected as in the algorithm described above.

3.4.2 Bound of the parameter 𝒌

Can we bound the maximal possible values of 𝑘 in the process of searching for its optimal value? It was
shown above that the time complexity of the learning algorithm is 𝑂 (𝑚𝑛(𝑛 + 𝑘2

𝑚𝑎𝑥)). Thus, it would be
efficient from the point of view of time complexity if 𝑘𝑚𝑎𝑥 <

√
𝑛, where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |. In this case, component

𝑂 (𝑚𝑛2) in the learning phase would be predominant. It is sufficient to keep this inequality for large data sets.
If we assume that large data sets are those with the size of the training set at least 40 000, then it is enough to
consider 𝑘𝑚𝑎𝑥 = 200. Next, an important question is how such setting could affect the quality of the RIONA
classifier.

In order to answer this question, we performed the following experiments. Here, we only briefly describe the
most important results of these experiments, more precisely described in [7]. We use in the description names
of data sets coming from the UCI repository9. For the smaller sets (less than 4000 objects), experiments were
performed for all possible values of 𝑘 , and for the greater sets, the maximal value 𝑘 was set to 𝑘𝑚𝑎𝑥 = 500 (for
the nursery data set we made the exception setting 𝑘𝑚𝑎𝑥 = 1000). The classification Accuracy was measured
for the leave-one-out method applied to the whole set. Figures 3.2, 3.3, 3.4, 3.5 present the dependency of
classification Accuracy on the value of 𝑘 for exemplary data sets.

For most of the tested data sets, we observed that while increasing 𝑘 beyond a certain small value, the
classification Accuracy was decreasing (see Figures 3.2, 3.3, 3.4). Experiments have shown that for most of
the data sets, the results for the total or a relatively large neighbourhood are significantly worse than the results

9 We do not give technical details for these data sets. Only german data set, used in further experiments, is described in
Subsection 5.1.3 (it is identified as credit-g)
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Fig. 3.2: Classification Accuracy for letter data set.

Fig. 3.3: Classification Accuracy for german data set.

for the neighbourhood found by the RIONA algorithm. For the remaining data sets (breast, census-income,
nursery, primary, solar-flare), the Accuracy becomes stable beyond a certain value 𝑘 (see Figure 3.5).

For the former group of data sets, we examined the neighbourhood size (value of 𝑘) for which the maximum
Accuracy was obtained. In the latter case, we examined both the value of 𝑘 beyond which Accuracy remains
stable and the fluctuations in Accuracy while increasing 𝑘 . It was found during experiments that in most cases,
the optimal value of 𝑘 is less than 200. Moreover, for many data sets, the optimal value of 𝑘 is less than 60,
and for 7 of them, this value is equal to or less than 4. On the other hand, for the data sets where the optimal
𝑘 was higher than 200 (australian, census-income and nursery), the loss in classification Accuracy related to
this setting was insignificant: it remained within the range of 0.15%. Moreover, the Accuracy became stable
for values of 𝑘 much lower than 200. Therefore we could conclude that the setting 𝑘𝑚𝑎𝑥 = 200 preserves
good time complexity properties and does not significantly change the results for tested data sets.
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Fig. 3.4: Classification Accuracy for splice data set.

Fig. 3.5: Classification Accuracy for census-income data set.

The fact that a small neighbourhood gives the best Accuracy leads to another conclusion. Limiting the
support set of a maximally general decision rule from 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 to a neighbourhood of a test example can
be seen as replacing the rule with a more specific one. In this sense, the presented results suggest that taking
the complete set of consistent and maximally general decision rules usually gives worse Accuracy than a set
of more specific rules. This is related to measures for conflict resolution taking into account the specificity
of a rule as one of the important factors (see e.g. [10]).

For several data sets (letter, pendigits, satimage, segment, shuttle and yeast) we noticed that the Accuracy
is falling down monotonically. Since for these data sets, the best Accuracy is obtained for the smallest values
of 𝑘, the kNN method seems to work best for them. On the other hand, all the mentioned data have numerical
attributes. Hence, we can conclude that for numerical data, decisions are induced best by the kNN method
and a falling down Accuracy characterises well the data sets that are appropriate for the kNN method.
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If data are split into training and testing set one can ask the question whether the Accuracy on a test set
obtained for the value 𝑘 computed from a training set may differ significantly from the optimal Accuracy on
a test set. In order to study this aspect, we compared these accuracies on the data sets that were originally
split. The experiments showed that for pendigits Accuracy obtained by RIONA differs by about 0.5% from
the Accuracy with the optimal number 𝑘 and for other data sets the difference remains in the range of 0.2%.
It means that the used algorithm finds almost the optimal number 𝑘 in terms of the Accuracy obtained.

To sum up, there is no need to take the whole training set in the process of classification. Moreover, taking
fewer objects can improve classification performance.

3.4.3 Comments on the structure of RIONA

Here, we present the general structure of RIONA. It consists of the training part and the classification part.
Generally, these parts were presented previously. However, for clarity, we present these parts directly in the
RIONA algorithm (see Algorithm 8). This brings all the details given previously together.

The main algorithm simply assigns the options. Furthermore, the aggregation of pseudometrics 𝐴𝑔𝑟
(appearing in Algorithms 5, 6; see Subsection 2.2.3) by default is set up according to Equation 2.1. It may
differ in the case when one selects the option with weights for attributes (see Subsection 3.6.3).

In the training part (function RIONA-train), the training set together with conditional and decision attributes
are specified. Next, the pseudometrics for each attribute based on the training set are set up. Then, depending
on given options other operations are done. Here, by default, the indexing tree for fast searching of the nearest
neighbours is built (see Subsection 3.6.1). Finally, the procedure of searching for the optimal value of 𝑘 is
called and the result is stored in the local variable 𝑘𝑜𝑝𝑡 to be used later during classification.

Classification part (function RIONA-classify) simply calls the procedure RIONA-classify(. . . ) (see
Algorithm 5) using as parameters the given test example and other variables which were set up during
the learning process.

Let us sum up the most important parts of the RIONA algorithm shown in Algorithm 8. During
initialisation, RIONA defines 𝐴𝑔𝑟, i.e. the aggregations of pseudometrics (as default and usually used,
the sum of pseudometrics for attributes). During training, pseudometrics for attributes are calculated and the
optimal value of the parameter 𝑘 is searched. These pseudometrics and the optimal value of the parameter 𝑘
are used during classification.

It should be stressed that both computation of pseudometrics and searching for the optimal value 𝑘 is
always done using only the available training set (e.g. during the cross-validation process). This becomes
clear from the description of Algorithm 8.

3.5 Experimental properties of RIONA

Numerous experiments were performed for the RIONA algorithm (see [7], see also [17]). Analogously to
Subsection 3.4.2, we only briefly describe the most important results of the performed experiments, more
precisely described in [7]. We use in the description names of data sets coming from the UCI repository.

The optimal size of a neighbourhood was estimated during the process of learning on the basis of the
training examples. Before applying the algorithm no preprocessing was done. In particular, the discretisation
of numerical attributes was not applied.
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Algorithm 8: RIONA(𝑜𝑝𝑡𝑖𝑜𝑛𝑠)
Input: 𝑜𝑝𝑡𝑖𝑜𝑛𝑠 (including 𝑘𝑚𝑎𝑥) of the RIONA algorithm (we do not list all of them here; see Section 3.6 for more

details)
1 Global variables:
2 𝐴 – conditional attributes (𝐴 = 𝐴𝑛𝑢𝑚 ∪ 𝐴𝑠𝑦𝑚)
3 𝑑 – decision attribute
4 𝐴𝑔𝑟 – the aggregation of pseudometrics (appearing in Algorithms 5, 6; see Subsection 2.2.3)
5 Local variables:
6 𝑡𝑟𝑛𝑆𝑒𝑡 – training set
7 { 𝜚𝑎 }𝑎∈𝐴 – family of pseudometrics for attributes
8 𝑘𝑚𝑎𝑥 – the size of the neighbourhood to be used during searching for 𝑘𝑜𝑝𝑡
9 . . . (local variables related to other options)

10 𝑘𝑜𝑝𝑡 – optimal value for 𝑘
11 begin
12 𝑘𝑚𝑎𝑥 = 𝑜𝑝𝑡𝑖𝑜𝑛𝑠.𝑘𝑚𝑎𝑥
13 by default 𝐴𝑔𝑟 is defined according to Equation 2.1 (it may differ in case of choosing option for different weights

for attributes – see Subsection 3.6.3)
14 . . . (assignments related to other options)
15 end
16 Function RIONA-train(𝑡𝑟𝑛𝑆𝑒𝑡𝐷𝑒𝑠𝑐𝑟𝑖 𝑝𝑡𝑖𝑜𝑛) : void

Input: 𝑡𝑟𝑛𝑆𝑒𝑡𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 – description of training set togeather with the specifiaction of decision and
conditional attributes

17 using 𝑡𝑟𝑛𝑆𝑒𝑡𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 specify the conditional attributes 𝐴, the decision attribute 𝑑 and the training set
𝑡𝑟𝑛𝑆𝑒𝑡

18 foreach 𝑎 ∈ 𝐴𝑛𝑢𝑚 do
19 𝜚𝑎 =normalised city-block metric based on 𝑡𝑟𝑛𝑆𝑒𝑡 (see Equation 2.2)
20 end
21 foreach 𝑎 ∈ 𝐴𝑠𝑦𝑚 do
22 𝜚𝑎 = SVDM pseudometric based on 𝑡𝑟𝑛𝑆𝑒𝑡 (see Equation 2.4)
23 end
24 . . . (operations related to other options)
25 𝑘𝑜𝑝𝑡 = findOptimalK(𝑡𝑟𝑛𝑆𝑒𝑡 , 𝑘𝑚𝑎𝑥 ,{ 𝜚𝑎 }𝑎∈𝐴) (see Algorithm 7)
26 end
27 Function RIONA-classify(𝑡𝑠𝑡) : decision

Output: predicted decision for 𝑡𝑠𝑡
28 return RIONA-classify(𝑡𝑠𝑡 , 𝑡𝑟𝑛𝑆𝑒𝑡 , 𝑘𝑜𝑝𝑡 , { 𝜚𝑎 }𝑎∈𝐴) (see Algorithm 5)
29 end

In this section, we describe some of the performed experiments and conclusions that led us to the final
version of the presented algorithm. We also describe conclusions from experiments that can help us to
understand the important features of RIONA.

3.5.1 RIONA versus other algorithms and different settings for RIONA

We also compared RIONA with other learning algorithms and checked different settings for the RIONA
algorithm. These experiments led us to the following conclusions.

Although during preliminary experiments, we have also tried other types of pseudometrics, no one
appeared to be significantly better than the presented one in terms of Accuracy on a range of data sets. (In
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[17], a report from extensive experiments for different pseudometrics is presented.) We have also compared
two measures as a strategy for conflict resolution: 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ and 𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ normalised by the
decision class size. We obtained almost identical results for both of them.

Apart from the neighbourhood 𝑁 (see Definition 2.14), we considered also the neighbourhood 𝐵. It is
defined as the set of objects with the distance from the test object bounded by a specified value. For this
kind of neighbourhood, we applied an analogous idea to the neighbourhood 𝑁 for estimating the optimal
neighbourhood size. Instead of considering 𝑘𝑚𝑎𝑥 successive values in the for loop (line 9) of Algorithm 6,
relevant intervals for the radius 𝑅 were considered. We studied both classes, i.e. 𝑁 and 𝐵 of a neighbourhood
for the RIONA algorithm in parallel and the empirical difference between them was discussed in [7]. The
experiments presented in [7] show that the neighbourhood 𝑁 , in general, has better performance in terms of
Accuracy. That is why in the book (this chapter and the next chapter for the RIONIDA algorithm) we focus
only on this kind of neighbourhood.

The Accuracy of RIONA and ONN is comparable or better than that of the well-known learning algorithms:
3NN, C5.0, DeEPs and DeEPsNN. In particular, their Accuracy is generally better than the Accuracy of RIA
and 3NN. This suggests the conclusion that RIONA and ONN may replace successfully both the rule-based
algorithm using all maximally general rules and the kNN with a fixed 𝑘 . The performed tests on numerous
data sets indicate that the presented algorithm works well for data sets with both numerical and symbolic
attributes. In particular, it works well for numerical attributes without preprocessing.

Some independent researchers used the publicly available version of RIONA (see Section 1.7) to compare
many algorithms (including RIONA) for different real-life classification problems. As an example, RIONA
was reported to obtain very good or good results in the following publications10: [6, Chapter 1] (RIONA
was first on 21 tested algorithms), [8] (first on nine algorithms), [15] (second on eight algorithms), [9]
(second on eight algorithms), [2] (fifth on 47 algorithms). Moreover, the authors of RIONA do not know any
publication reporting that RIONA obtained low classification quality compared to some other algorithms.
The mentioned results can be regarded as an argument (independent of the authors of RIONA) for applying
RIONA (or ONN) for real-life classification problems.

3.5.2 RIONA versus ONN

Experiments presented in [7] related to comparison of RIONA and ONN (kNN with selection of the optimal
neighbourhood) showed that the significant differences in Accuracy occurred mostly for smaller data sets
(breast, bupa-liver, chess, primary, solar-flare and yeast). Differences for all other data sets are less than 1%.

The only difference between RIONA and ONN is the operation of consistency checking. In other words,
RIONA uses rules to filter nearest neighbours while ONN uses all nearest neighbours. In order to explain the
similarity of results, we checked if using consistency checking changes substantially the set of examples taken
into account (see [7]). The results presented in [7] showed that only for three data sets: breast-cancer, primary
and solar-flare the operation of consistency checking eliminates a significant fraction of nearest neighbours.
For other data sets the number of consistent objects from the optimal neighbourhood in the RIONA algorithm
is close to the number of all objects from the optimal neighbourhood of the kNN algorithm. Therefore the

10 However, it should be noted that the publicly available version of RIONA has different default settings than those used as
default ones in this book. The different settings used as default in the publicly available version of RIONA (and used in the
cited comparisons) are the following: inverse square distance as a voting method (see Subsection 3.6.2), distance-based as a
weighting method (see Subsection 3.6.3), switch indicating whether nearest neighbours are filtered by rules is turned off (see
Subsubsection ‘Optimal Nearest Neighbour algorithm (ONN)’ on page 84).
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differences in Accuracy are small. These observations suggest that the operation of consistency checking in
the RIONA algorithm is not very significant (see Section 3.3).

We suspect these observations relate to the fact that usually the set of all consistent, maximally general
rules is of a large size. The experiment carried out in [7] indicates that the support set induced from the whole
set of consistent and maximally general rules contains a large fraction of all examples. On the other hand,
the analysis of Accuracy in dependence on the number of neighbours 𝑘 shows that usually a small number of
objects gives the best Accuracy. It suggests that many of consistent and maximally general rules are induced
rather randomly. Hence, considering either a reasonably computed smaller set of rules or a more restrictive
operation of consistency checking may give better classification Accuracy.

3.6 Extensions of RIONA

Here, we briefly describe in what directions RIONA was extended in [17]. This shows some possible
extensions of the RIONA algorithm, described in the book. But, more importantly, we used some of them to
extend RIONIDA also. These variants can be used by setting relevant options of RIONA (see the initialisation
part of RIONA described in Algorithm 8 from Subsection 3.4.3)

3.6.1 Indexing tree for fast searching for the nearest neighbours

Standard kNN methods store all the training examples to use it for classification of new unseen examples.
One of the drawbacks of the standard kNN method is that for classifying new test example it is required to
compute distances from all the stored training examples. This can cause slow testing speed for large data sets.
To tackle this problem a special data structure can be used for fast searching of the nearest neighbours. This
was used in the algorithm presented in the book and used in experiments. Analogously, this data structure
can speed-up RIONA during the learning phase. For more details of this solution, the readers are referred to
[17].

3.6.2 Different types of voting

In Equation 3.1 all training objects from a 𝑙𝑜𝑐𝑎𝑙𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑟) of some rule 𝑟 are counted with equal
weight. Analogously to models proposed for kNN classifiers (see e.g. [1, 12, 11]) the RIONA classifier was
adjusted to weight a vote of training example according to their distance to the test example. There are two
implemented parameters of using weights for training example 𝑡𝑟𝑛: 𝑤𝑡𝑟𝑛 = 1

𝜚 (𝑡𝑠𝑡 ,𝑡𝑟𝑛) or 𝑤𝑡𝑟𝑛 = 1
𝜚 (𝑡𝑠𝑡 ,𝑡𝑟𝑛)2 .

We used these developed methods (described in [17]) in our experiments for the RIONIDA algorithm as an
extension of RIONA (see Subsection 5.5.5).
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3.6.3 Different weights for attributes

In Equation 2.1 all attributes are treated as equally important. However, there are factors in real-life data sets
which cause that different attributes have unequal significance. In fact, taking this into account can improve
classification results (see e.g. [13, 16, 11]). Thus, Equation 2.1 can be replaced with its weighted version:

𝜚(𝑥, 𝑦) =
∑︁
𝑎∈𝐴

𝑤𝑎 · 𝜚𝑎 (𝑎(𝑥), 𝑎(𝑦)), (3.3)

where 𝑤𝑎 ∈ R is a weight for any attribute 𝑎 ∈ 𝐴.
In [17], one can find methods for learning relevant weights as well as explanations for how the weighting

algorithms could be applied for the RIONA algorithm. We used these developed methods (described in [17])
in our experiments for the RIONIDA algorithm as an extension of RIONA (see Subsection 5.5.5).

3.6.4 Extensions of SVDM pseudometric for numerical attributes

For symbolic attributes, we use in RIONA pseudometrics SVDM which are induced from the training set
based on a correlation between attribute values and decision values. Such a correlation is not used in RIONA
(by default) for numerical attributes. However, there were proposed pseudometrics for numerical attributes
analogous to the SVDM pseudometric which help to overcome this drawback. In [17] two of them, namely
Interpolated Value Difference Metric and Density Based Value Difference Metric are presented to extend
RIONA. The readers are referred, e.g. to [17] for details and literature for these issues. We used these
developed methods (described in [17]) in our experiments for the RIONIDA algorithm as an extension of
RIONA (see Subsection 5.5.5). However, contrary to the normalised city-block metric (see Equation 2.2)
proposition for these pseudometrics analogous to Proposition 3.1 may not hold11. In consequence, using these
particular pseudometrics can cause that inconsistent local rules can be recognised as consistent. Generally,
if for numerical attributes other pseudometrics than metrics like Euclidean are used, then we, in fact, obtain
somehow different algorithm. In particular, the resulting algorithm may not satisfy many of the presented
above properties.

3.6.5 K nearest neighbours with local pseudometric induction

In the RIONA algorithm, we use some pseudometrics. These pseudometrics are induced globally during the
learning phase, i.e. for the whole training set. In [17], a modification of this idea was introduced so that
pseudometrics are induced locally, i.e. on the base of the neighbourhood of the test case. Thus, we have an
extension of RIONA with local pseudometric induction. For details see [17]. This idea cannot be used directly
for the RIONIDA algorithm. Thus, we did not use this extension in experiments for RIONIDA. However, this
idea may be realised provided that its special adaptation for RIONIDA is developed.

11 It is worth pointing out that RIONA could be rebuilt as mentioned in footnote 1 (page 69) to omit this problem.
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3.7 Other possible extensions of RIONA

The RIONA algorithm, developed for balanced data, tries to optimise the common performance measure,
i.e. Accuracy. However, RIONA could be extended in such a way that other performance measures than
Accuracy could be used during optimisation. This issue is very important especially for imbalanced data and
is discussed in the next chapter. In fact, RIONIDA implements this suggestion for performance measures
dedicated to imbalanced data.

We presented the RIONA algorithm and its counterpart ONN. The latter algorithm is based on kNN.
Experiments showed that the choice between these algorithms depends on the used data sets. For example,
we found that generally, ONN performs better for data sets with only numerical attributes. Thus, these
learning algorithms could be joined into one meta-learning algorithm which during the learning phase would
select which one of them to choose and its optimal parameters. In fact, something like this, and even more
was done for the RIONIDA algorithm (see next chapter).

3.8 Conclusions for RIONA

The research reported in this chapter attempts to bring together some ideas of instance-based learning and
rule induction into a single algorithm.

First, we extended the LAZY algorithm presented in Chapter 2 for numerical attributes. In particular,
the extended algorithm does not require discretisation. It groups values of numerical attributes into interval
during lazy rule generation. Second, we also generalised the algorithm for grouping symbolic attributes. We
showed the theoretical equivalence of this algorithm (RIA) with the algorithm generating all consistent and
maximally general rules (in a specific set of rules).

Also, we (empirically) showed that for the correct classification of a test case, it is enough to consider
only its small neighbourhood instead of the whole training set. It illustrates the known empirical fact that
while using rule-based classifiers, one can obtain better results by rejecting some rules instead of using all
maximally general rules as the RIA algorithm does.

We found that the appropriate choice of the neighbourhood size is a crucial factor for obtaining high
Accuracy. In this way, we proposed the RIONA algorithm using rules that are built based on a neighbourhood
of the test case.

The fact mentioned above is also the key idea that allowed us to make the RIONA algorithm efficient
without loss in Accuracy (compared to RIA). We also designed a method for efficient learning of the optimal
size of the neighbourhood of RIONA. In practice, the complexity of learning and classification is only
squarely and linearly dependent on the size of a learning sample, respectively. Although a great effort was
put to speed up the presented algorithm, further acceleration was done, e.g. by more specialised indexing
data structures (see [17]).

As the empirical results indicate, the presented algorithm obtained the Accuracy comparable to the
well-known systems: 3NN, C5.0, DeEPs and DeEPsNN. The experiments showed that besides applying
the newly proposed methods, a pseudometric choice is significant for the algorithm’s Accuracy. Using
pseudometric CSVDM proved to be very successful.

The facts that RIONA and ONN algorithms have similar Accuracy and the fraction of objects eliminated
by the consistency checking operation is very small indicate that this operation has rather a small influence
on the Accuracy of the presented algorithm. This suggests that the kNN component remains a dominant
element of the presented algorithm and shows that either the construction of local decision rules should be
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more general or the operation of consistency checking should be more restrictive. Regardless of this fact, we
preserved the algorithm’s rule component (and in the next chapter, we prove its usefulness for imbalanced
data).

Theoretical results show the RIONA classifier’s relationships to both instance- and rule-based classifiers
(see Subsections 3.2.2, 3.3.4 and 3.3.5). In particular, we showed the theoretical equivalence of the RIONA
algorithm with the algorithm generating all consistent and maximally general rules in a training set consisting
of the neighbourhood of the test case. Consequently, the RIONA classifier can be represented by a rule set,
with rules easily understandable by a human (see Subsection 3.3.5). It could be used in the situation when
an explanation or justification of the derived decision is important.

To sum up, the RIONA algorithm combines instance- and rule-based approaches. It uses rules allowing
grouping both numerical and symbolic attributes. As a result of using the appropriate size of the
neighbourhood of a test case, it is both efficient and effective (in classification). Additionally, searching
for the optimal size is also done efficiently. Moreover, RIONA classifiers have the property of explainability.
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Chapter 4
RIONIDA

This chapter presents a new learning algorithm, called RIONIDA, which is dedicated to imbalanced data and
combines the instance- and rule-based approaches. RIONIDA is the acronym of Rule Induction with Optimal
Neighbourhood for Imbalanced Data Algorithm.

The RIONIDA algorithm is based on a modification of the RIONA algorithm. The fundamental idea in
developing RIONIDA is to reconstruct RIONA taking into account the issues related to imbalanced data (see
Section 2.4). Thus, RIONIDA is an algorithm-level approach to imbalanced data (see Subsection 2.5.2).

To simplify the task, the number of decision classes in RIONIDA is limited to only two (i.e. RIONIDA is
directly applicable only for binary classification problems; see the second paragraph in Section 1.3).

The following section introduces the main ideas behind the RIONIDA algorithm. Section 4.2 presents the
idea of more general rules in comparison to the ones used in RIONA, which enable to realise one of the ideas
of RIONIDA. Section 4.3 describes the whole RIONIDA algorithm as well as its important components
(including both ideas coming from RIONA and newly proposed ideas primarily related to imbalanced
data). Section 4.4 presents the learning part of RIONIDA, i.e. estimation of the internal parameters of
the algorithm. Section 4.5 discusses computational and space complexity of the algorithm along with
possibilities of reducing it. Section 4.6 summarises two important properties of the RIONIDA algorithm
from the perspective of understanding its process of decision making.

The RIONIDA algorithm, analogously to RIONA, has three parts: initialisation, training and testing. Some
comments on the formal structure of the whole RIONIDA algorithm can be found in Subsection 4.4.3.

4.1 Main ideas behind the RIONIDA algorithm

The RIONIDA algorithm, analogously to the RIONA algorithm, is based on a combination of instance-based
learning and rule induction. However, in the construction of RIONIDA, some significant changes have been
made in comparison with RIONA aiming to develop classifiers for imbalanced data with the highest possible
quality. We present here the summary of the changes. They are described in more detail in the following
sections.

First, RIONIDA performs optimisation during the learning phase relative to a performance measure more
relevant for imbalanced data (e.g. F-measure or G-mean).

Second, the minority class is treated in a special way during the conflict resolution. Another problem is
related to choosing to what extent the minority class is more important than the majority class.

95
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Third, because sometimes the ONN algorithm is competitive with the RIONA algorithm, we decided
to combine the power of both of them. One can decide whether to use rules in the neighbourhood or not.
Moreover, one can define a possibility of a ‘smooth’ transition between the rule-based approach and the
instance-based approach. Thus, we can set a degree to which using rules in the neighbourhoods is important.
If this degree drops below zero the pure kNN method is used. If this degree is equal to 1, the pure rule-based
approach is used (still restricted in the neighbourhood). The degree between 0 and 1 corresponds to a
combination of the instance- and rule-based approaches.

Fourth, all the previously mentioned features of the RIONIDA algorithm, as well as aspects of the RIONA
algorithm (adapted to RIONIDA), are automatically induced during the learning phase. It is important to
note that we present an efficient in time methods of learning all of these factors by the dynamic programming
technique.

4.2 Extension of generalised local decision rule

In this section, we present the idea of the scaled generalised local decision rule. It is a further extension of
the generalised local decision rule (g-rule) used for the RIONA algorithm (see Section 3.2, Definition 3.2).
The idea is to select between rule-based method (as the RIONA algorithm does) or kNN method (as the
ONN algorithm does), and, on the other hand, to allow a smooth transition between these approaches.

Definition 4.1 For any test object 𝑡𝑠𝑡 and any training object 𝑡𝑟𝑛, we define the scaled generalised local
decision rule (for short, the sg-rule), denoted by 𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
or simply 𝑠𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛, 𝑠)

(whenever parameters {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 are clear from the context or irrelevant due to generality), the decision
rule with the decision 𝑑 (𝑡𝑟𝑛) and the following conditions 𝑡𝑎 for each attribute 𝑎:

𝑡𝑎 =


𝑎 ∈ [𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑠𝑡) + 𝑙 · 𝑠] when 𝑠 ≥ 0, 𝑎 is numerical, 𝑎(𝑡𝑠𝑡) ≤ 𝑎(𝑡𝑟𝑛)
𝑎 ∈ [𝑎(𝑡𝑠𝑡) − 𝑙 · 𝑠, 𝑎(𝑡𝑠𝑡)] when 𝑠 ≥ 0, 𝑎 is numerical, 𝑎(𝑡𝑠𝑡) > 𝑎(𝑡𝑟𝑛)
𝑎 ∈ 𝐵 (𝑎(𝑡𝑠𝑡), 𝑟𝑎 · 𝑠) when 𝑠 ≥ 0, 𝑎 is symbolic
𝑎 ∈ ∅ when 𝑠 < 0,

where 𝑙 = |𝑎(𝑡𝑠𝑡) − 𝑎(𝑡𝑟𝑛) |, 𝑟𝑎 = 𝜚𝑎 (𝑎(𝑡𝑠𝑡), 𝑎(𝑡𝑟𝑛)), and 𝐵(𝑐, 𝑅) is the closed pseudometric ball of radius
𝑅 centred at point 𝑐 for pseudometric 𝜚𝑎, 𝑠 ∈ [−1, 1] is the scaling parameter of the rule.

The sg-rule is constructed in such a way that it always contains the test example, and the interval or ball
corresponding to each attribute is scaled by the given parameter 𝑠 in comparison to the original g-rule. It
should be observed that for 𝑠 = 1, this definition is equivalent to Definition 3.2. For 𝑠 = 0 we have the rule
covering only the test example and the training examples identical with the test example for all numerical
attributes and distanced by 0 for all symbolic attributes. For 𝑠 < 0, the premise of this rule is always false
(formally speaking, not satisfied by any example) what relates to elimination of consistency checking and in
consequence to working as the kNN algorithm. The parameter 𝑠 such that 0 < 𝑠 < 1 defines the scaling of
the satisfiability area of the rule.

We illustrate the idea of the sg-rules with two examples corresponding to numerical and symbolic
attributes.

Figure 4.1 presents two sg-rules for two different values of the parameter 𝑠 in the case of a data set with
two numerical attributes. Figure 4.1(a) illustrates the area of satisfiability of sg-rule for 𝑠 = 1 (equivalent to
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the standard g-rule). Figure 4.1(b) presents the area of satisfiability of sg-rule for some 𝑠 < 1. The first rule
is inconsistent with the training data set, while the second is consistent.

Analogously, Figure 4.2 presents two sg-rules for two different values of the parameter 𝑠 in the case of a
data set with one symbolic attribute. The first one is inconsistent with the training data set, while the second
is consistent

(a) inconsistent sg-rule for 𝑠 = 1 (b) consistent sg-rule for some 𝑠 < 1

Fig. 4.1: The sg-rule with decision ‘triangle’ constructed for a test object 𝑡𝑠𝑡 (with an unknown decision)
depicted with a circle and a training object 𝑡𝑟𝑛1 with decision ‘triangle’. The example is for the data set with
two numerical attributes. The difference between the values of first and second attribute for a test and train
examples over which the local rule is built on is equal to 𝑎 and 𝑏, respectively. Setting 𝑠 < 1 scales the lengths
of all intervals with value of 𝑠 in comparison to the original g-rule. The sg-rules shown in examples are (a)
inconsistent for 𝑠 = 1 because there exists an object labelled by a square in the area of sg-rule (b) consistent
for some 𝑠 < 1 due to the fact that in the smaller area of satisfiability (of dashed rectangle) there is no square
satisfying the sg-rule (all objects labelled by squares are ‘outside’ of the area of satisfiability of the sg-rule)1.

4.3 RIONIDA description

The RIONIDA algorithm is an extension of the RIONA algorithm for imbalanced data. We already have
mentioned some possible extensions of the RIONA algorithm in Section 3.7. Those already mentioned
and other significant changes in RIONA are made when constructing the RIONIDA algorithm focused on
imbalanced data. Compared to the RIONA algorithm, the following changes have been made:

• adding the possibility of choosing of the performance measure to be optimised – in fact, performance
measures dedicated to imbalanced data are taken into account,

1 It should be noted that objects in examples are represented by points from 𝑅2 with coordintes defined by values of the
considered two attributes.
2 It should be noted that geometry of objects in examples is defined by a given pseudometric for the considered symbolic
attribute.
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(a) inconsistent sg-rule for 𝑠 = 1 (b) consistent sg-rule for some 𝑠 < 1

Fig. 4.2: The sg-rule with decision ‘triangle’ constructed for a test object (with an unknown decision) depicted
with a circle and a training object 𝑡𝑟𝑛1 with decision ‘triangle’ for different values of the parameter 𝑠. The
example concerns the data set with one symbolic attribute. The difference between values of the symbolic
attribute for test and train examples the sg-rule is built on is equal to r. Any change of the parameter 𝑠 leads
to scaling of the area of satisfiability of the rule. The sg-rules shown in examples are (a) inconsistent for
𝑠 = 1 because there exists a square in the area of sg-rule (b) consistent for some 𝑠 < 1 due to smaller area of
satisfiability of the rule (dashed circle) so that no square satisfy the sg-rule (all squares are ‘outside’ of the
area of satisfiability of the sg-rule)2.

• setting sensitivity constraint (for the minority class) to a higher level; furthermore, this sensitivity is
adjusted to the currently analysed data,

• providing not only a possibility to learn when to use the kNN method and when rule-based method,
but also a combination of both types of algorithms (by tuning levels of rules inconsistency provided in
Section 4.2 a smooth transition between both types of algorithms is incorporated).

It should be noted that in our approach after choosing the performance measure (which is relevant to the user
needs), the learning phase is performed relative to this chosen performance measure. In consequence, in our
approach the same chosen performance measure is used both in training and testing. The internal parameters
(size of the neighbourhood – parameter 𝑘 , sensitivity to the minority class – parameter 𝑝, the degree to which
the rules are used – parameter 𝑠) are learned during the learning phase.

The RIONIDA algorithm, like any learning algorithm, consists of two parts: learning and classifying
(testing). At the step of learning, an essential element of the algorithm is to learn the optimal parameters
discussed above. By observing that the space of possible parameters defines a set of many possible classifiers,
the task of learning is transformed to the selection of one specific classifier from the given space of classifiers.

For each parameter, there is a set of values that we take into account. The sets of admissible values for the
parameters 𝑘 , 𝑝, 𝑠, we denote by 𝐾 , 𝑃 and 𝑆, respectively. Thus, the set of possible classes of classifiers that
we search for are of the cardinality |𝐾 | · |𝑃 | · |𝑆 |. It should be noted that the space of all possible classifiers
is determined not only by these parameters but also by the training set (analogously to kNN method when a
distinct classifier is defined for each training set).

The learning process of these optimal parameters is discussed in Section 4.4. Algorithm 9 presents the
RIONIDA algorithm for the testing phase. In the following sections, we discuss and analyse in more detail
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the purpose of using these parameters and other components of the RIONIDA algorithm. It should be pointed
out that analogously to RIONA, in the argument of the algorithm all pseudometrics are given (used for
computation of the final pseudometric), but in the sg-rule only pseudometrics for symbolic attributes are
used (see Definition 3.2 and note after it).

This algorithm is a modification of Algorithm 5 (RIONA). The differences between the RIONIDA and
RIONA algorithms are as follows.

• Instead of selecting the class with the highest support, one of the two classes is chosen: the minority class
if the support of this class is above a certain threshold (parameter 𝑝) or the majority class in the other case.

• Instead of g-rules, sg-rules depending on the parameter s are used; this is related to checking whether the
rule is consistent to some extent.

Technically speaking, these differences correspond respectively to the following differences in the
algorithm:

• instead of line 13 in Algorithm 5, we have lines 12-17 in Algorithm 9,
• instead of g-rule in line 9 in Algorithm 5, we have sg-rule in line 8 in Algorithm 9.

One should observe that at the step of classification, a performance measure dedicated to imbalanced data
does not appear in the RIONIDA algorithm. Here, it is assumed that these parameters have been optimised
for this chosen (by a user) measure. However, in the analysis below, we will refer to the relevant performance
measures for imbalanced data.

It should be noted that the RIONA algorithm is obtained from RIONIDA after setting the threshold 𝑝

at 0.5, the parameter 𝑠 at 1.0, and the optimisation measure to Accuracy. The ONN algorithm is obtained
after setting the threshold 𝑝 at 0.5, the parameter 𝑠 at -0.1, and the optimisation measure to Accuracy. Thus,
RIONIDA is an extension of RIONA and ONN as well.

The analysis presented below aims to show that it is reasonable to introduce the discussed additional
parameters and to search the space of them at the learning step. We want to show that different settings
of these parameters, may bring significant differences in the values of the performance measures for the
imbalanced data. In order to show the importance of these parameters, we will make some simplifications
of the original Algorithm 9. It should be noted that the following analysis was prepared after performing the
experiments reported in Chapter 5. The analysis justifies both the introduced modifications of the RIONA
algorithm and the quality of the experimental results (presented in Chapter 5).

The following issues related to the RIONIDA algorithm are analysed below:

• selection of performance measure for optimisation (in Subsection 4.3.1),
• choice of the neighbourhood size (in Subsection 4.3.2),
• choice of the sensitivity of the minority class (in Subsections 4.3.3-4.3.4),
• choice of the sg-rule factor (in Subsection 4.3.5).

4.3.1 Selection of performance measure for optimisation

Generally, at some step of the data mining process, one establishes a performance measure expressing the
quality of a classifier. Normally, this measure is used during the evaluation of the learning algorithm at the
testing stage. However, it is natural to make use of this measure and optimise it at the learning stage. In fact,
we make use of it in the development of the RIONIDA algorithm.
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Algorithm 9: RIONIDA-classify(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘 , 𝑝, 𝑠, {𝜚𝑎}𝑎∈𝐴)
Input: test example 𝑡𝑠𝑡 , training set 𝑡𝑟𝑛𝑆𝑒𝑡 , positive integer 𝑘, number 𝑝 ∈ [0, 1], number 𝑠 ∈ [−1, 1], family of

pseudometrics for attributes { 𝜚𝑎 }𝑎∈𝐴
Output: predicted decision 𝑑 ∈ {𝑑𝑚𝑖𝑛 , 𝑑𝑚𝑎 𝑗 } for 𝑡𝑠𝑡

1 begin
2 𝜚 = 𝐴𝑔𝑟 ({ 𝜚𝑎 }𝑎∈𝐴)
3 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 = 𝑁 (𝑡𝑠𝑡 , 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚)
4 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑖𝑛 ) = ∅
5 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑎 𝑗 ) = ∅
6 foreach 𝑡𝑟𝑛 ∈ 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 do
7 𝑣 = 𝑑 (𝑡𝑟𝑛)
8 if 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡

(
𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡 , 𝑡𝑟𝑛, { 𝜚𝑎 }𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
, 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡

)
then

9 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) ∪ {𝑡𝑟𝑛}
10 end
11 end
12 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 =

|𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑖𝑛 ) |
|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 |

13 if 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ≥ 𝑝 then
14 return 𝑑𝑚𝑖𝑛 else
15 return 𝑑𝑚𝑎 𝑗
16 end
17 end
18 end

In the RIONA algorithm, the Accuracy was used to evaluate this algorithm, and this performance measure
was estimated at the learning stage. In the RIONIDA algorithm, performance measures, more relevant for
imbalanced data, e.g. F-measure, G-mean, AUC or others, could be used. Currently, in the algorithm, one
can choose F-measure, G-mean or Accuracy at the learning stage. Primarily, we choose one out of two:
F-measure or G-mean (performance measures relevant for imbalanced data).

It should be noted that an essential feature of the RIONIDA algorithm is a possibility to fix a performance
measure for which we want to optimise the algorithm. This measure is fixed explicitly, in contrast to many
algorithms that implicitly perform some optimisation and then are tested for a certain set of performance
measures. The RIONIDA algorithm could also be easily modified so that one could choose any performance
measure based on the confusion matrix. For example, it could be a combination of F-measure and G-mean
measures.

4.3.2 Choice of the neighbourhood size

While discussing the RIONA algorithm, we observed that the values of the Accuracy measure could
drastically change after changing the neighbourhood size. Moreover, we noticed that the optimal size of
the neighbourhood could be bounded by a small number, e.g. 200. For the RIONIDA algorithm, we took 100
as a default bound for 𝑘 . In the performed experiments, we show that taking the bound 200 for 𝑘 does not
change the results significantly (see Subsubsection ‘Different maximal k value’ on page 195).

Here, as it was mentioned in the previous section, we are interested in performance measures more relevant
for imbalanced data, i.e. F-measure or G-mean. One can ask if we obtain similar differences in quality for
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these measures depending on the size of the neighbourhood. It turns out that we do. Taking only this factor
in the modification of the RIONA algorithm to imbalanced data can lead to significant improvement in the
quality of imbalanced data classification.

To construct a simplified version of the RIONIDA algorithm, let us try to set the default values of the
parameters 𝑝 and 𝑠. A natural candidate for the default value of the parameter 𝑝 is the percentage of the
minority class in the training set, i.e. |𝐶𝑙𝑎𝑠𝑠 (𝑑𝑚𝑖𝑛 ) |

|𝑡𝑟𝑛𝑆𝑒𝑡 | (see also Subsection 4.3.4 with some theoretical argument
for this selection). As the default value of parameter 𝑠, let us take 𝑠 = −0.1 for which the sg-rule works
exactly as for the nearest neighbours (see Section 4.2). In this way, we get an algorithm that we call ONIDA
(Optimal Neighbourhood for Imbalanced Data Algorithm). Algorithm 10 presents the ONIDA algorithm.
This algorithm can be seen as an extension of the ONN algorithm for imbalanced data.

From now on, we will present estimations of the classification quality (relative to F-measure or G-mean)
depending on some parameters of the RIONIDA algorithm (or ONIDA, the particular case of RIONIDA).
The classification quality (in the function of parameters) was computed using the leave-one-out method
applied to the whole data set.

First, we discuss how parameter 𝑘 affects the optimisation of performance measure for the RIONIDA
algorithm. For clarity of presentation, we first present estimation for the ONIDA algorithm, simplified
version of the RIONIDA algorithm with two default parameters fixed as it was mentioned above. Let us also
assume that we want to optimise G-mean measure. In the following figures, we present these dependencies.

Figure 4.3 shows the dependency of G-mean measure on the parameter 𝑘 for glass data set (for details
about this data set and others mentioned below see Subsection 5.1.3). For this data set, it can be observed
that while increasing 𝑘 beyond a certain small value (around 10) the G-mean measure is systematically
falling down. It is clear from that graph that using a different setting of value 𝑘 can produce classifiers with
completely different quality. In the graph, we observe differences in G-mean of about 40%.

Figure 4.4 shows the same dependency for breast-cancer data set (on two different scales). From the graph
in Figure 4.4(a), one can see that the maximal value for G-mean is for 𝑘 higher than 20. Additionally, from
that 𝑘 value, G-mean seems to be stable with respect to changes of values of the parameter 𝑘 . Moreover, it
can be seen that the differences for different values of 𝑘 can reach about 15%.

Let us look more deeply for this graph using a more relevant scale. In Figure 4.4(b), it is possible to see
that the region of the maximal value for this measure can be found for the value of the parameter 𝑘 around
50. The differences of G-mean for different 𝑘 bigger than 20 can be about 5%. Again, it shows that searching
(during the learning phase) for the appropriate size of the neighbourhood (𝑘) can improve the performance
of the algorithm in terms of the chosen performance measure.

Similar results were observed in the performed experiments for F-measure, i.e. choosing the proper size
of the neighbourhood (parameter 𝑘) can improve the classification quality for the ONIDA algorithm, the
simplified version of the RIONIDA algorithm.

4.3.3 Balancing Sensitivity and Specificity

In the case of the RIONA algorithm, we assumed that the cardinality of decision classes is fairly evenly
distributed. Conflict resolution was done in favour of the most-represented class in the neighbourhood of the
test object.

In the case of imbalanced data, we assume that the minority class may be under-represented. To increase
the chance of correct classification of objects from the minority class, objects from this class should be
treated differently in comparison to those from the majority class.
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Fig. 4.3: G-mean measure for glass data set for the ONIDA algorithm as a function of parameter 𝑘
(neighbourhood size).

(a) normal scale (b) scale from 0.5

Fig. 4.4: G-mean measure for breast-cancer data set for the ONIDA algorithm (for two different scalings: (a)
normal and (b) from 0.5) as a function of parameter 𝑘 (neighbourhood size).

For this purpose, we introduce a parameter 𝑝 used to define how important the minority class is. This
is, in a sense, an analogous to changes made in the MODLEM-C algorithm (in comparison to MODLEM),
where a fixed weight for examples from the minority class is assigned.

The parameter 𝑝 of the RIONIDA algorithm determines the minimum rate value of the number of objects
(forming consistent sg-rules) from the minority class to the size of the whole neighbourhood for assigning
the minority decision to the test object 𝑡𝑠𝑡. For example, the value 𝑝 = 0.1 indicates that it is enough to
find 10% of objects from the minority class among the nearest objects to 𝑡𝑠𝑡 so that the minority decision
is assigned to it. The value of 𝑝 = 0.5 corresponds to the majority decision strategy as it was done in the
RIONA algorithm. In this sense, it is another extension of the RIONA algorithm. Of course, we assume that
the minority class is more important than the majority class with respect to correct classification. Therefore,
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Algorithm 10: ONIDA(𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘 , {𝜚𝑎}𝑎∈𝐴)
Input: test example 𝑡𝑠𝑡 , training set 𝑡𝑟𝑛𝑆𝑒𝑡 , positive integer 𝑘, { 𝜚𝑎 }𝑎∈𝐴 – family of pseudometrics for attributes
Output: a decision 𝑑 ∈ {𝑑𝑚𝑖𝑛 , 𝑑𝑚𝑎 𝑗 }

1 begin
2 𝜚 = 𝐴𝑔𝑟 ({ 𝜚𝑎 }𝑎∈𝐴)
3 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 = 𝑁 (𝑡𝑠𝑡 , 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚)
4 𝑝 =

|𝐶𝑙𝑎𝑠𝑠 (𝑑𝑚𝑖𝑛 ) |
|𝑡𝑟𝑛𝑆𝑒𝑡 |

5 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑖𝑛 ) = ∅
6 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑎 𝑗 ) = ∅
7 foreach 𝑡𝑟𝑛 ∈ 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 do
8 𝑣 = 𝑑 (𝑡𝑟𝑛)
9 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) = 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑣) ∪ {𝑡𝑟𝑛}

10 end
11 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 =

|𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑖𝑛 ) |
|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 |

12 if 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ≥ 𝑝 then
13 return 𝑑𝑚𝑖𝑛 else
14 return 𝑑𝑚𝑎 𝑗
15 end
16 end
17 end

in the carried out experiments, in the 𝑃 set (of admissible values of the parameter 𝑝 during the learning
process) usually only values less than 0.5 are considered.

We can rewrite the condition in line 13 of Algorithm 9 as follows.

|𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑖𝑛) |
|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑆𝑒𝑡 | ≥ 𝑝 ⇔

|𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑖𝑛) | ≥ 𝑝 ·
(
|𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑖𝑛) | +

��𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑎 𝑗 )��) ⇔
(1 − 𝑝) · |𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑖𝑛) | ≥ 𝑝 ·

��𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑎 𝑗 )�� .
The above equivalences imply that the condition in line 13 is equivalent to assigning weights to minority

and majority examples with values 1 − 𝑝 and 𝑝, respectively. In the case of 𝑠 = −0.1, it can be treated as the
kNN method with the relevant weights assigned depending on the class to which the object belongs.

Let us look at this more deeply. One could ask a question: What is the meaning of the parameter 𝑝 for
performance measures we try to optimise? Different values of this parameter give different weights for the
minority class and the majority class. In consequence, this is related to different levels of sensitivity to the
minority class i.e. Sensitivity (and inversely, sensitivity to the majority class, i.e. Specificity). Hence, one
could use graphs in the ROC space. Analogously Precision-Recall space can be informative for such analysis.

From the perspective of optimisation of G-mean measure relative to 𝑝, it is important to search for
a harmonious balance between Sensitivity and Specificity. The ROC curve presents how the change in
Specificity affects Sensitivity. The exemplary graph for yeast data set is presented in Figure 4.5. One can
see from this graph that the optimal value of G-mean measure is obtained by selecting the point of the ROC
curve closest to the (0,1) point. This point corresponds to the situation where both Sensitivity and Specificity
are balanced and are relatively high.
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Fig. 4.5: ROC graph for yeast data set for 𝑘 = 48.
Different points in this graph correspond to different
values of 𝑝 (these points are connected by straight
lines). The red and bigger point on the graph
corresponds to the optimal value of the G-mean
measure which is obtained for 𝑝 = 0.03.

Fig. 4.6: Precision-Recall curve for abalone data set
for 𝑘 = 41. Different points in this graph correspond
to different values of 𝑝 ∈ {0, 0.5} (these points are
connected by straight lines). The red and bigger point
on the graph corresponds to the optimal value of the
F-measure which is obtained for 𝑝 = 0.15.

From the perspective of the optimisation of F-measure relative to 𝑝, it is important to obtain a harmonious
balance between Sensitivity and Precision. The Precision-Recall curve presents how the change of Sensitivity
(Recall) affects Precision. The exemplary graph for abalone data set is presented in Figure 4.6. One can see
from this graph that the optimal value of F-measure is obtained by selecting the point of the Precision-Recall
curve closest to the (1,1) point. That point relates to the situation where both Sensitivity (Recall) and Precision
are balanced as well as are relatively high.

We described an idea how the changes of values of the parameter 𝑝 influence the considered performance
measures (G-mean and F-measure). Now, we want to show how changes of values of the parameter 𝑝 can
affect the optimised measure under different values of 𝑘 . In other words, we want to observe how different
pairs of the parameters 𝑝 and 𝑘 can affect values of the performance measure we are interested in. In
order to limit ourselves to these two parameters, we need to simplify the RIONIDA algorithm. Thus, we
assume that the parameter 𝑠 is fixed at −0.1, which corresponds to the kNN method with variable size of the
neighbourhood (parameter 𝑘) and variable weights of the minority and majority classes (parameter 𝑝). In
such a case, we can present a 2-dimensional surface showing the dependency of G-mean on the parameters 𝑘
and 𝑝. It will show the dependency of the quality of the RIONIDA on the two parameters 𝑘 and 𝑝. Figure 4.7
shows the dependency of G-mean measure on both parameters 𝑘 and 𝑝 (for an exemplary data set). Figure 4.8
shows the same surface rotated by 130 degrees. These two figures can give a kind of insight into how the
G-mean may depend on these two parameters.

Let us present the cutoff for the surface at 𝑘 = 48 for which it reaches the maximum value (among the
parameters 𝑘 and 𝑝). Figure 4.9 presents the dependency of G-mean for the RIONIDA algorithm for constants
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Fig. 4.7: Surface chart representing G-mean measure (scaled from 0.7) for the RIONIDA algorithm for yeast
data set as a function of parameters 𝑘 and 𝑝 with fixed 𝑠 = −0.1.

𝑘 = 48 and 𝑠 = −0.1. It is visible that the maximum G-mean value is obtained for 𝑝 = 0.03 and 𝑝 = 0.04.
At the same time, it can be seen that the ridge of the surface presented in Figures 4.7 and 4.8 runs around
these values 𝑝 = 0.03 and 𝑝 = 0.04. Let us note that the percentage of the minority class in yeast data set
equals 3.44%, which is close to 0.03 (and 0.04). It is consistent with the intuition given before. This issue is
discussed below (see Theorem 4.1 and comments following this theorem).

However, the maximum value for the performance measure under consideration can be reached for different
values of the parameter 𝑝 than the value of 𝑝 equal to the percentage of the minority class. Let us present
such an example.

Figure 4.10 shows the dependency of F-measure on both parameters 𝑘 and 𝑝. Let us note that Figure 4.10
for F-measure significantly differs from Figure 4.7 for G-mean measure3. The visible maximal points (and
points close to the maximal) for these two surfaces are in completely different areas. Moreover, the ridge of
both surfaces runs for different values of 𝑝.

Let us also present the cutoff for this surface at 𝑘 = 12 for which it reaches the maximum value. Figure 4.11
presents the dependency of F-measure for the RIONIDA algorithm for constants 𝑘 = 12 and 𝑠 = −0.1. It is
visible that the maximum F-measure value is obtained for 𝑝 ∈ [0.26, 0.33]. These values are relatively far
from the percentage of the minority class equal to 0.03 value.

All these considerations are supporting a hypothesis that it is worth to find the optimal value of the
parameter 𝑝 according to the given performance measure we want to optimise. This optimal value of the
parameter 𝑝 can be different for different performance measures.

3 The fact that the first figure is scaled does not play significant role in what we argue here.
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Fig. 4.8: Surface chart representing G-mean measure (scaled from 0.7, rotated by 130 degrees) for the
RIONIDA algorithm for yeast data set as a function of parameters 𝑘 and 𝑝 with fixed 𝑠 = −0.1 .

Fig. 4.9: G-mean measure for the RIONIDA algorithm for yeast data set as a function of parameter 𝑝 with
fixed 𝑘 = 48 and 𝑠 = −0.1.
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Fig. 4.10: Surface chart representing F-measure for the RIONIDA algorithm for yeast data set as a function
of parameters 𝑘 and 𝑝 with fixed 𝑠 = −0.1.

4.3.4 Default candidate for parameter 𝒑

The default candidate for the parameter 𝑝 of RIONIDA in the case of G-mean is the percentage of the size of
the minority class from the size of the whole data set. Theorem 4.1 together with the discussion that follows
it can be treated as an intuitive explanation of why this default choice can be really good.

Fig. 4.11: F-measure for the RIONIDA algorithm for yeast data set as a function of parameter 𝑝 with fixed
𝑘 = 12 and 𝑠 = −0.1.
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In safe regions (i.e. regions containing only safe examples) it is easy to classify examples (see Subsections
2.4.2 and 2.4.3). However, in regions of borderline examples where the majority and minority classes are
mixed, the classification becomes harder. We restrict our considerations to the case consisting of borderline
examples only which additionally are ’totally mixed’ (with fixed imbalance ratio). If we find the optimal
parameter for this case, it should also be relevant for safe regions.

For the purpose of this subsection only (and Appendix C with Fact C.1), some useful conventions and
notations are presented below.

The decision function, considered here, can be non-deterministic. It means that training examples can be
inconsistent.

We decompose X into the space of vectors of values of conditional attributes, 𝑋 , and the space of values of
the decision attribute 𝑑,𝑉𝑑 , i.e. X = 𝑋×𝑉𝑑 . Also, we consider the binary set of decisions𝑉𝑑 = {𝑑𝑚𝑎 𝑗 , 𝑑𝑚𝑖𝑛},
where 𝑑𝑚𝑎 𝑗 = 0 and 𝑑𝑚𝑖𝑛 = 1. Any example (object) is a pair (𝑥, 𝑑) ∈ 𝑋 × 𝑉𝑑 . Any training set 𝑡𝑟𝑛𝑆𝑒𝑡 of
the length 𝑛 is a sequence of examples, i.e. 𝑡𝑟𝑛𝑆𝑒𝑡 = (𝑧1, . . . , 𝑧𝑛), where 𝑧𝑖 ∈ 𝑋 ×𝑉𝑑 for 𝑖 = 1, . . . , 𝑛.

By 𝑧 ∼ D we denote random sampling of 𝑧 from a set 𝑍 according to D, where D is a probability
distribution over 𝑍 . Usually, we denote by D a probability distribution over the set X = 𝑋 × 𝑉𝑑 . By
𝑡𝑟𝑛𝑆𝑒𝑡 ∼ D𝑛 we denote random sampling of the training set 𝑡𝑟𝑛𝑆𝑒𝑡 of size 𝑛, where each example from
𝑡𝑟𝑛𝑆𝑒𝑡 is sampled independently using the same distribution D.

By e𝑅 we denote the expected value of the given random variable 𝑅. The subscript of e in e𝑧∼D𝑅(𝑧) is
used to indicate that sampling of 𝑧 is according to the probability distribution D. Analogously, we denote
by Pr𝑧∼D (𝐸𝑣𝑒𝑛𝑡 (𝑧)) the probability of the event 𝐸𝑣𝑒𝑛𝑡, where sampling of 𝑧 is according to the probability
distribution D.

The Accuracy of a given classifier 𝐶 is equal to the probability that this classifier correctly classifies any
test example (see e.g. [5]), i.e. 𝐴𝑐𝑐(𝐶) = Pr(𝑥,𝑑)∼D (𝐶 (𝑥) = 𝑑) = e(𝑥,𝑑)∼D (𝐼 (𝐶 (𝑥) = 𝑑)), where 𝐶 (𝑥) is
the decision assigned to 𝑥 by the classifier 𝐶, 𝑑 is the correct decision on 𝑥 and 𝐼 (·) is the indicator function
(equal to 1, if the condition in the argument is satisfied and 0, otherwise)4. For calculating G-mean we
need Sensitivity (called also Accuracy for Positive Class or Recall) and Specificity (called also Accuracy for
Negative class):

𝐴𝑐𝑐𝑚𝑖𝑛 (𝐶) = Pr
(𝑥,𝑑)∼D

(𝐶 (𝑥) = 𝑑 | 𝑑 = 𝑑𝑚𝑖𝑛),

𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐶) = Pr
(𝑥,𝑑)∼D

(𝐶 (𝑥) = 𝑑 | 𝑑 = 𝑑𝑚𝑎 𝑗 ).

For calculating F-measure, we need Sensitivity and Precision. Precision is the conditional probability that
the classification is correct provided that the classifier predicts the positive (minority) class:

𝑃𝑟𝑒𝑐(𝐶) = Pr
(𝑥,𝑑)∼D

(𝐶 (𝑥) = 𝑑 | 𝐶 (𝑥) = 𝑑𝑚𝑖𝑛).

However, we are interested in computing Accuracy of a learning algorithm 𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) constructing a
classifier from a given training set 𝑡𝑟𝑛𝑆𝑒𝑡 (see Section 2.1). Formally, Accuracy should be averaged over all
possible training data sets of fixed size 𝑛 (see e.g. [5]), i.e. we need to calculate5

4 𝐼 (𝐶 (𝑥 ) = 𝑑) = 1 − 𝐿 (𝐶 (𝑥 ) , 𝑑) , where 𝐿 is the 0-1 loss function (equal to 0, if 𝐶 correctly classifies the given example
(𝑥, 𝑑) and 1, otherwise).
5 Formally, Pr(𝑥,𝑑)∼D (𝐴𝑙𝑔 (𝑡𝑟𝑛𝑆𝑒𝑡 ) (𝑥 ) = 𝑑) is a random variable, where 𝑡𝑟𝑛𝑆𝑒𝑡 is fixed. It can also be seen as the conditional
probability on D𝑛 × D given a training set 𝑡𝑟𝑛𝑆𝑒𝑡 , i.e. Pr𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛 , (𝑥,𝑑)∼D (𝐴𝑙𝑔 (𝑡𝑟𝑛𝑆𝑒𝑡 ) (𝑥 ) = 𝑑 | 𝑡𝑟𝑛𝑆𝑒𝑡 ) .
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𝐴𝑣𝑔𝐴𝑐𝑐(𝐴𝑙𝑔) = e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛𝐴𝑐𝑐(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)) =
e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛 Pr

(𝑥,𝑑)∼D
(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑) =

e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛e(𝑥,𝑑)∼D 𝐼 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑).

Analogously, for calculating measures related to G-mean and F-measure we need the measures presented
above averaged over all possible training data sets of fixed size 𝑛. Hence, we introduce:

𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑖𝑛 (𝐴𝑙𝑔) = e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛𝐴𝑐𝑐𝑚𝑖𝑛 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)),
𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐴𝑙𝑔) = e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)),
𝐴𝑣𝑔𝑃𝑟𝑒𝑐(𝐴𝑙𝑔) = e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛𝑃𝑟𝑒𝑐(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)).

For each test example 𝑡𝑠𝑡 = (𝑥, 𝑑), any sequence of training examples 𝑡𝑟𝑛𝑆𝑒𝑡 = ((𝑥1, 𝑑1), . . . , (𝑥𝑛, 𝑑𝑛)),
and any pseudometric 𝜚, let 𝜋1 (𝑥), . . . , 𝜋𝑛 (𝑥) be the permutation of {1, . . . , 𝑛} reordering (𝑥1, . . . , 𝑥𝑛)
according to 𝜚(𝑥, 𝑥𝑖), as follows

𝜚(𝑥, 𝑥𝜋𝑖 (𝑥 ) ) ≤ 𝜚(𝑥, 𝑥𝜋𝑖+1 (𝑥 ) ), for each 𝑖 ∈ {1, . . . , 𝑛 − 1}.

Without loss of generality for our considerations, one can assume that the permutation is determined uniquely.
It should be noted that 𝜚 may depend on 𝑡𝑟𝑛𝑆𝑒𝑡 (see, e.g. 𝑆𝑉𝐷𝑀 pseudometric in Subsection 2.2.2).

As it was mentioned at the beginning of this subsection, we consider the ‘totally random’ distribution over
set X. Intuitively, it means that for this distribution the decisions of examples for the majority and minority
classes are ‘totally mixed’ (with fixed imbalance ratio) without any dependence on values of conditional
attributes. Formally, this means that the distribution D over X can be expressed as the product of independent
distributions DX and DV over 𝑋 and 𝑉𝑑 , respectively, i.e. D = DX × DV .

In our considerations, 𝐴𝑙𝑔 is roughly interpreted as the RIONIDA learning algorithm for the fixed 𝑘 and
𝑠 = −0.1. It is parametrised by 𝑝 ∈ [0, 1]. Hence, 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑖𝑛, 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 and 𝐴𝑣𝑔𝑃𝑟𝑒𝑐 are functions of 𝑝.

Now, we present a theorem which roughly says that the optimal value for the parameter 𝑝 in the case of
G-mean for the RIONIDA algorithm under the assumption of the ‘totally random’ distribution is very close
to the percentage of the size of the minority class from the size of the whole data set.

Theorem 4.1 (version for G-mean) Let 𝑘, 𝑛 ∈ N, 𝑘 ≤ 𝑛, 𝑞 ∈ (0, 1) be given constants. Let 𝑝 ∈ [0, 1]
be a parameter. Let D be a distribution over X = 𝑋 × 𝑉𝑑 such that D = DX × DV , where DX in any
distribution over 𝑋 and DV is the 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑞) distribution taking values 𝑑𝑚𝑖𝑛 = 1 with probability 𝑞 and
𝑑𝑚𝑎 𝑗 = 0 with probability 1 − 𝑞. Let 𝑡𝑠𝑡 = (𝑥, 𝑑) ∼ D, 𝑡𝑟𝑛𝑆𝑒𝑡 = ((𝑥1, 𝑑1), . . . , (𝑥𝑛, 𝑑𝑛)) ∼ D𝑛. Let 𝐷𝑖 be
a random variable equal to 𝑑𝜋𝑖 (𝑥 ) , i.e. the decision of the 𝑖-th nearest neighbour (from 𝑡𝑟𝑛𝑆𝑒𝑡) to 𝑥. Let us
consider the random variable 𝐴𝑙𝑔 with arguments 𝑡𝑟𝑛𝑆𝑒𝑡 and 𝑥 taking the decision on the basis of values
𝐷1 (𝑡𝑟𝑛𝑆𝑒𝑡, 𝑥), 𝐷2 (𝑡𝑟𝑛𝑆𝑒𝑡, 𝑥), . . . , 𝐷𝑘 (𝑡𝑟𝑛𝑆𝑒𝑡, 𝑥) defined as follows

𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) =
 𝑑𝑚𝑖𝑛 if 1

𝑘

𝑘∑
𝑖=1
𝐷𝑖 (𝑡𝑟𝑛𝑆𝑒𝑡, 𝑥) > 𝑝,

𝑑𝑚𝑎 𝑗 otherwise.

Let us consider the function 𝐴𝑣𝑔𝐺𝑚𝑒𝑎𝑛(𝑝) =
√︁
𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑖𝑛 (𝑝) · 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 (𝑝).

If we consider all the values 𝑝𝑜𝑝𝑡 such that the function 𝐴𝑣𝑔𝐺𝑚𝑒𝑎𝑛(𝑝) takes the maximal value at 𝑝𝑜𝑝𝑡 ,
then

inf
𝑝𝑜𝑝𝑡

|𝑝𝑜𝑝𝑡 − 𝑞 | ≤
ln 2
𝑘
.
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Proof. For any fixed 𝑡𝑟𝑛𝑆𝑒𝑡 we have

𝐴𝑐𝑐𝑚𝑖𝑛 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)) = Pr
(𝑥,𝑑)∼D

(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑 | 𝑑 = 𝑑𝑚𝑖𝑛)

= Pr
(𝑥,𝑑)∼D

(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑖𝑛 | 𝑑 = 𝑑𝑚𝑖𝑛)

= Pr
(𝑥,𝑑)∼D

(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑖𝑛) (4.1)

= Pr
𝑥∼DX

(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑖𝑛) (4.2)

Equation 4.1 follows from the fact that events 𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑖𝑛 and 𝑑 = 𝑑𝑚𝑖𝑛 are independent.
Equation 4.2 follows from the fact that D = DX × DV .

Analogously, we have

𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)) = Pr
𝑥∼DX

(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑎 𝑗 ).

For any 𝑡𝑟𝑛𝑆𝑒𝑡 we have

𝐴𝑐𝑐𝑚𝑖𝑛 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)) + 𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)) =
𝑃𝑥∼DX (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑖𝑛) + 𝑃𝑥∼DX (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑎 𝑗 ) = 1.

Hence, we also have

𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑖𝑛 (𝐴𝑙𝑔) + 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐴𝑙𝑔) =
e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛𝐴𝑐𝑐𝑚𝑖𝑛 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)) + e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡)) = 1.

Thus, we have
𝐴𝑣𝑔𝐺𝑚𝑒𝑎𝑛(𝑝) =

√︃
𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 (𝑝) · (1 − 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 (𝑝)).

The root square function is monotonic and under the root square we have a quadratic function of 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 ,
which achieves the maximal value for 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 = 1

2 . This quadratic function is symmetrical (around 1
2 )

and monotonically increasing up to 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 = 1
2 and from that point monotonically decreasing. Thus,

𝐴𝑣𝑔𝐺𝑚𝑒𝑎𝑛(𝑝) achieves the maximal value for any 𝑝𝑜𝑝𝑡 such that:

𝑝𝑜𝑝𝑡 ∈ arg min
𝑝∈[0,1]

|𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 (𝑝) −
1
2
|.

It should be noted that the above formula not defines the optimal value of 𝑝 uniquely; we obtain the set of
optimal values of 𝑝. We consider all such optimal values 𝑝𝑜𝑝𝑡 . Later on we prove that the set of all optimal
values 𝑝𝑜𝑝𝑡 is ‘close’ to the value 𝑞.

We have
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𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐴𝑙𝑔) = e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡))
= e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛 Pr

𝑥∼DX
(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑎 𝑗 )

= e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛e𝑥∼DX 𝐼 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑎 𝑗 ) (4.3)
= e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛e(𝑥,𝑑)∼D 𝐼 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑎 𝑗 )
= e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛 , (𝑥,𝑑)∼D 𝐼 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑎 𝑗 )
= Pr
𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛 , (𝑥,𝑑)∼D

(𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑎 𝑗 ) (4.4)

= Pr
𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛 , (𝑥,𝑑)∼D

(
𝑘∑︁
𝑖=1

𝐷𝑖 ≤ 𝑝𝑘) (4.5)

= 𝐹𝐵(𝑘,𝑞) (𝑝𝑘), (4.6)

where 𝐵(𝑘, 𝑞) denotes the binomial distribution and 𝐹𝐵(𝑘,𝑞) (𝑣) its cumulative distribution function at point

𝑣, i.e. 𝐹𝐵(𝑘,𝑞) (𝑣) =
⌊𝑣⌋∑
𝑖=0

(𝑘
𝑖

)
𝑞𝑖 (1 − 𝑞) (𝑘−𝑖) , ⌊𝑣⌋ is the ‘floor’ under 𝑣, i.e. the greatest integer less than or equal

to 𝑣.
Equations 4.3 and 4.4 follow from the definition of indicator function. Equation 4.5 follows from the

definition of 𝐴𝑙𝑔. Any permutation of training examples (formally, random variables) does not change their
distribution and independence, thus for any 1 ≤ 𝑖 ≤ 𝑘 , 𝐷𝑖 ∼ 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑞) (𝐷𝑖 are identically distributed) and
𝐷𝑖 are (mutually) independent. Thus, the probability in Equation 4.5 is the cumulative distribution function
of binomial distribution 𝐵(𝑘, 𝑞) at point 𝑝𝑘 . This implies Equation 4.6.

From the previous considerations we obtain the set of all optimal values 𝑝𝑜𝑝𝑡 which satisfy:

𝑝𝑜𝑝𝑡 ∈ arg min
𝑝∈[0,1]

|𝐹𝐵(𝑘,𝑞) (𝑝𝑘) −
1
2
|.

Let us denote by 𝑝𝑜𝑝𝑡 the smallest optimal value 𝑝𝑜𝑝𝑡 . Then 𝑝𝑜𝑝𝑡 𝑘 is an integer value since the cumulative
binomial distribution function is a step function with jumps in integer values and constant between them.
First, let us consider a specific case when the cumulative distribution function achieves the optimal value
(i.e. the closest to 1

2 ) at both integer values 𝑝𝑜𝑝𝑡 𝑘 and 𝑝𝑜𝑝𝑡 𝑘 + 1. Then all the optimal values 𝑝𝑜𝑝𝑡 form the
interval [𝑝𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 + 2

𝑘
) since the optimal values 𝑝𝑜𝑝𝑡 are contained in the sum of two intervals for which

𝐹𝐵(𝑘,𝑞) is closest to 1
2 , i.e. [𝑝𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 + 1

𝑘
) and [𝑝𝑜𝑝𝑡 + 1

𝑘
, 𝑝𝑜𝑝𝑡 + 2

𝑘
). We will return to this case at the end

of the proof. From now on, we consider the opposite case. Then all the optimal values 𝑝𝑜𝑝𝑡 form the interval
[𝑝𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 + 1

𝑘
).

For the need of the considerations that follow, it is worthwhile to recall the definition of the median. The
median of the distribution induced by a random variable 𝑅 is any real number𝑚 that satisfies the inequalities:

Pr(𝑅 ≤ 𝑚) ≥ 1
2

and Pr(𝑅 ≥ 𝑚) ≥ 1
2
.

In the three cases considered below it will be convenient to denote by 𝑒 the value 𝑝𝑜𝑝𝑡 𝑘 = ⌊𝑝𝑜𝑝𝑡 𝑘⌋ and
by 𝐷 the random variable with distribution 𝐵(𝑘, 𝑞).

The first case: the optimal (i.e. the closest to 1
2 ) value 𝐹𝐵(𝑘,𝑞) (𝑝𝑜𝑝𝑡 𝑘) is equal to 1

2 . Then 𝑃(𝐷 ≤ 𝑒) =
𝐹𝐵(𝑘,𝑞) (𝑒) = 1

2 ; 𝑃(𝐷 ≥ 𝑒) > 𝑃(𝐷 > 𝑒) = 1 − 𝑃(𝐷 ≤ 𝑒) = 1
2 . Hence, 𝑒 is the median of 𝐵(𝑘, 𝑞).
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The second case: the optimal value 𝐹𝐵(𝑘,𝑞) (𝑝𝑜𝑝𝑡 𝑘) is less than 1
2 . Then 𝑃(𝐷 ≤ 𝑒) = 𝐹𝐵(𝑘,𝑞) (𝑒) < 1

2 .
Then 𝑃(𝐷 ≤ 𝑒 + 1) = 𝐹𝐵(𝑘,𝑞) (𝑒 + 1) > 1

2 (otherwise 𝐹𝐵(𝑘,𝑞) (𝑒) would not be the optimal value). We also
have 𝑃𝑟 (𝐷 > 𝑒) = 1 − 𝑃(𝐷 ≤ 𝑒) > 1

2 . Thus, 𝑃𝑟 (𝐷 ≥ 𝑒 + 1) = 𝑃𝑟 (𝐷 > 𝑒) > 1
2 . It implies that 𝑒 + 1 is the

median of 𝐵(𝑘, 𝑞).
The third case: the (optimal) value 𝐹𝐵(𝑘,𝑞) (𝑝𝑜𝑝𝑡 𝑘) is greater than 1

2 . Then 𝑃(𝐷 ≤ 𝑒) = 𝐹𝐵(𝑘,𝑞) (𝑒) > 1
2 .

We also have 𝑃(𝐷 < 𝑒) = 𝑃(𝐷 ≤ 𝑒 − 1) < 1
2 (otherwise 𝐹𝐵(𝑘,𝑞) (𝑒) would not be the optimal value). Then

𝑃(𝐷 ≥ 𝑒) = 1 − 𝑃(𝐷 < 𝑒) > 1
2 . Hence, that 𝑒 is the median of 𝐵(𝑘, 𝑞).

To sum up, we have shown that for all 𝑝𝑜𝑝𝑡 , we have that 𝑒 = 𝑝𝑜𝑝𝑡 𝑘 or 𝑒 + 1 is the median of 𝐵(𝑘, 𝑞).
On the other hand in [3] (see also [4]) it is shown that any median 𝑀 of 𝐵(𝑘, 𝑞) cannot be ‘far’ from its

mean value 𝜇 = 𝑘𝑞. More precisely, the distance between 𝑀 and 𝜇 can be at most ln 2, i.e.:

|𝑀 − 𝜇 | ≤ ln 2. (4.7)

This implies that for any 𝑝𝑜𝑝𝑡 we have (respectively for the cases when 𝑒 is the median or 𝑒+1 is the median)

|𝑒 − 𝑘𝑞 | ≤ ln 2 or |𝑒 + 1 − 𝑘𝑞 | ≤ ln 2.

Thus,
|𝑝𝑜𝑝𝑡 𝑘 − 𝑘𝑞 | ≤ ln 2 or |𝑝𝑜𝑝𝑡 𝑘 + 1 − 𝑘𝑞 | ≤ ln 2.

Hence,
|𝑝𝑜𝑝𝑡 − 𝑞 | ≤

ln 2
𝑘

or |𝑝𝑜𝑝𝑡 +
1
𝑘
− 𝑞 | ≤ ln 2

𝑘
. (4.8)

Let us recall that all the optimal values 𝑝𝑜𝑝𝑡 form the interval [𝑝𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 + 1
𝑘
). Therefore, either (in the case

when 𝑒 is the median) the beginning of this interval is distanced from 𝑞 not more than ln 2
𝑘

or (in the case
when 𝑒 + 1 is the median) the end of it is distanced from 𝑞 not more than ln 2

𝑘
. Thus,

inf
𝑝𝑜𝑝𝑡

|𝑝𝑜𝑝𝑡 − 𝑞 | ≤
ln 2
𝑘
.

We still have to prove the theorem for the specific case when all the optimal values 𝑝𝑜𝑝𝑡 form the interval
[𝑝𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 + 2

𝑘
). Then from the above considerations, it is easy to see that in such case the value 𝑞 belongs

to this interval. Hence, it belongs to the set of optimal values 𝑝𝑜𝑝𝑡 .
⊓⊔

We used in the proof of the above theorem the best possible approximation between the median and the
mean (independent of 𝑞 and 𝑘) of the binomial distribution (see [3]; see also [4]). However, it should be noted
that we do not want to look for the maximal distance between median and mean, but the distance between 𝑞
and the interval of optimal values 𝑝𝑜𝑝𝑡 . In particular, in many cases this interval contains the value 𝑞.

It seems that for 𝑞 < 1
2 it is possible to find a much better bound on the distance between 𝑞 and this interval

using Fact C.1 formulated, proved and shortly commented in Appendix C.
Intuitively, the algorithm 𝐴𝑙𝑔 in Theorem 4.1 represents the RIONIDA algorithm with a fixed parameter

𝑘 (given in the assumption of the theorem), 𝑠 = −0.1, and with a data set represented only by a single region
with the high degree of overlapping between classes, i.e. only borderline examples occur in the data set under
consideration (see Subsections 2.4.2 and 2.4.3). For technical reasons, we only require that 𝐴𝑙𝑔 takes 𝑑𝑚𝑎 𝑗

(instead of 𝑑𝑚𝑖𝑛 as the RIONIDA algorithm does) in the situation when 1
𝑘

𝑘∑
𝑖=1
𝐷𝑖 = 𝑝 (see the formulation of
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the theorem). The function 𝐴𝑣𝑔𝐺𝑚𝑒𝑎𝑛(𝑝) represents the G-mean for RIONIDA (with fixed parameters as
described above) for different values of the parameter 𝑝. The theorem roughly says that the maximal G-mean
value for RIONIDA is achieved for 𝑝 equal roughly to 𝑞 (the percentage of the size of the minority class).
For example, without going to the technical details, the theorem says that if there are 5% of examples from
the minority class mixed totally randomly with examples from the majority class, then the optimal value for
the parameter 𝑝 for RIONIDA is achieved for 𝑝 = 5%.

Obviously, in practice, data sets contain not only borderline examples but also safe examples. Thus, it
would be valuable for applications to formulate and prove more general theorem for borderline and safe
regions. We leave it for future work. However, below we give an intuitive explanation that, roughly speaking,
the theorem’s conclusions will remain true in such more general situation.

First, let us assume that there are some other regions with borderline examples with the same overlapping
level of the minority and majority classes (formally, distributed randomly with the same parameters of
Bernoulli distribution). If one adds such regions, the conclusion of the theorem will also hold since it can be
treated as one region of borderline examples.

Second, let us consider the case when both borderline and safe examples occur in data. In this case, one
can divide the whole space of examples into the safe region (consisting of the safe regions of the majority
class and the safe regions of the minority class) and the borderline region (consisting of borderline regions
in different areas of data). Let us assume that all examples from the safe region are correctly classified by the
algorithm (independently of the parameter 𝑝)6. Let us also assume that the global percentage of the minority
class is the same as the percentage of the minority class in the borderline region. Under these assumptions, it
is easy to check that the optimal parameter 𝑝 will be the same as in the theorem’s conclusion (i.e. the optimal
parameter 𝑝 for the borderline region).

This shows that, in a sense, only regions with borderline examples are important to focus on in order to
achieve the high G-mean value.

In the case of dealing with real-life data sets, even if borderline examples are ‘totally mixed’, the given
above assumptions may be not satisfied. For instance, some examples treated as safe examples can be
misclassified for the optimal value of the parameter 𝑝, the borderline regions can have different percentage
of the minority class, or the global percentage can be different from the percentage of borderline regions.
However, if the given above assumptions are ‘roughly’ satisfied, then the optimal parameter 𝑝 can be only
‘slightly’ different from that given in the theorem.

Concerning the parameter 𝑝, RIONIDA, in fact, is searching for the relevant value of the parameter 𝑝 in
case the distribution is not totally random but is slightly directed toward one class (is, in a sense, between
the borderline region and safe region of one class). If there exist two regions with borderline examples with
different parameters of Bernoulli distribution, then RIONIDA searches for the optimal value of the parameter
𝑝 treating these regions of borderline examples as one. This observation indicates that for different borderline
regions different optimal values of the parameter 𝑝 should be searched for. This is one of the topics for future
work (see Section 6.2).

Now, we present the theorem which roughly says that the optimal value of the parameter 𝑝 in the case of
F-measure for the RIONIDA algorithm and ‘totally random’ distribution is 0.

Theorem 4.2 (version for F-measure) Under the assumptions of Theorem 4.1 let us consider the function
𝐴𝑣𝑔𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑝) = 𝐻 (𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑖𝑛 (𝑝), 𝐴𝑣𝑔𝑃𝑟𝑒𝑐(𝑝)), where 𝐻 (·, ·) is the function of harmonic mean of
its arguments, i.e. 𝐻 (𝑎, 𝑏) = 2

𝑎−1+𝑏−1 .
Then the function 𝐴𝑣𝑔𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑝) takes the maximal value at

6 In practice, such an assumption is satisfied for a wide range of values of the parameter 𝑝.
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𝑝𝑜𝑝𝑡 ∈
[
0,

1
𝑘

)
.

Proof. Let us recall that by 𝐹𝐵(𝑘,𝑞) we denote the cumulative binomial distribution function.

𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑖𝑛 (𝐴𝑙𝑔) = 1 − 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑎 𝑗 (𝐴𝑙𝑔)

= 1 − Pr
(𝑥,𝑑)∼D,𝑆∼D𝑚

(
𝑘∑︁
𝑖=1

𝐷𝑖 ≤ 𝑝𝑘)

= 1 − 𝐹𝐵(𝑘,𝑞) (𝑝𝑘).

Both the first and second equation come from the proof of Theorem 4.1. The third equation follows from
the fact that the probability in the previous equation is equal to the cumulative distribution function of the
binomial distribution 𝐵(𝑘, 𝑞) at point 𝑝𝑘 (for details see the proof of Theorem 4.1).

We also have

𝐴𝑣𝑔𝑃𝑟𝑒𝑐(𝑝) = e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛e(𝑥,𝑑)∼D (𝐼 (𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑) | 𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑖𝑛)
= e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛e(𝑥,𝑑)∼D (𝐼 (𝑑𝑚𝑖𝑛 = 𝑑) | 𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑖𝑛)
= e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛e(𝑥,𝑑)∼D 𝐼 (𝑑𝑚𝑖𝑛 = 𝑑) (4.9)
= e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛e𝑥∼DXe𝑑∼DV 𝐼 (𝑑𝑚𝑖𝑛 = 𝑑) (4.10)
= e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛e𝑥∼DX Pr

𝑑∼DV
(𝑑 = 𝑑𝑚𝑖𝑛) (4.11)

= e𝑡𝑟𝑛𝑆𝑒𝑡∼D𝑛e𝑥∼DX𝑞 (4.12)
= 𝑞

Equation 4.9 follows from the fact that events 𝑑𝑚𝑖𝑛 = 𝑑 and 𝐴𝑙𝑔(𝑡𝑟𝑛𝑆𝑒𝑡) (𝑥) = 𝑑𝑚𝑖𝑛 are independent (for any
fixed 𝑡𝑟𝑛𝑆𝑒𝑡). Equation 4.10 follows from the fact that D = DX ×DV . Equation 4.11 follows from definition
of the indicator function. Equation 4.12 follows from the fact that DV is the 𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖(𝑞) distribution.

Thus, we have

𝐴𝑣𝑔𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑝) = 𝐻 (𝐴𝑣𝑔𝑃𝑟𝑒𝑐(𝑝), 𝐴𝑣𝑔𝐴𝑐𝑐𝑚𝑖𝑛 (𝑝)) = 𝐻 (𝑞, 1 − 𝐹𝐵(𝑘,𝑞) (𝑝𝑘))

The first argument of 𝐻 with respect to 𝑝 is constant and 𝐻 is monotonically increasing function of the
second argument. Thus, the function 𝐴𝑣𝑔𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑝) takes the maximal value at those values of 𝑝 for
which the function 1 − 𝐹𝐵(𝑘,𝑞) (𝑝𝑘) takes the maximal value. Hence, the function 𝐴𝑣𝑔𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑝) takes
the maximal value at

𝑝𝑜𝑝𝑡 ∈ arg min
𝑝∈[0,1]

𝐹𝐵(𝑘,𝑞) (𝑝𝑘)

Every cumulative distribution function is non-decreasing. Thus, the function 𝐴𝑣𝑔𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑝) takes the
maximal value at 𝑝𝑜𝑝𝑡 such that 𝐹𝐵(𝑘,𝑞) (𝑝𝑜𝑝𝑡 𝑘) = 0. From definition of 𝐹𝐵(𝑘,𝑞) (𝑝𝑘) = 0 we have⌊

𝑝𝑜𝑝𝑡 𝑘
⌋
= 0
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Thus
𝑝𝑜𝑝𝑡 ∈

[
0,

1
𝑘

)
.

⊓⊔

Intuitively, function 𝐴𝑣𝑔𝐹𝑚𝑒𝑎𝑠𝑢𝑟𝑒(𝑝) represents the F-measure for RIONIDA (with fixed parameters as
described above) for different values of the parameter 𝑝. Intuitively, the theorem says that the maximal value
of F-measure for RIONIDA is achieved for 𝑝 equal roughly to 0. This relates to the algorithm classifying
examples to the minority class if at least one minority example occurs in the neighbourhood. This is intuitively
clear because for F-measure we need to balance between Precision and Sensitivity. Precision is constant for
totally random examples, i.e. in a sense, it does not depend on algorithm. Thus, to maximise the F-measure
one needs to maximise Sensitivity. It is done by setting the minimal possible value of the parameter 𝑝. This is
related to classifying all objects to the minority class (excluding only the situations such that all neighbours
of a given test object are from the majority class).

It can seem strange that the set of optimal values 𝑝𝑜𝑝𝑡 does not depend on the value of 𝑞. For example,
both for 𝑞 close to 0 and close to 1 the optimal value does not change. However, it should be observed that
F-measure is the harmonic mean of Sensitivity and Precision. Thus, in a sense, this performance measure
‘favours’ one class, that is the minority class. This measure does not balance between classifying to the
minority class and the majority class, but rather between classifying to the minority class and quality of this
classification, i.e. Precision. Hence, if Precision is constant (which is the case when classes are ‘totally mixed’
with the fixed imbalance ratio), then to maximise F-measure one should choose such 𝑝 that the classifier
chooses the minority class as often as possible. In fact, 𝑝 close to 0 relates to this case. Irrespective of the
value of 𝑞, it is better to classify examples to the minority class (if it is only possible). This is an intuitive
explanation of the above theorem. This theorem and explanation can also be treated as a kind of criticism
of the F-measure (at least in situations similar to described in the theorem). However, it is worth pointing
out that for practical data sets Precision is not constant. We then have to balance between Precision and
Sensitivity.

Moreover, comparing the optimal values for G-mean and F-measure for the case when classes are ‘totally
mixed’ one can see that the optimal values for different performance measures can be very different. In
fact, in the described situation we do not optimise the parameter 𝑝 according to the given data (since as
high randomness occurs one can deduce nothing) but to the selected performance measure7. In this sense,
these theorems illustrate that in some specific situations learning algorithms may rather ‘learn’ optimisation
measure more than useful relations between conditional attributes and decision. One should be aware of that.

Also, these theorems lead to another interesting observation. To be specific, consider ‘random’ data set
with the percentage of the minority class (i.e. the value of 𝑞 from the assumptions of the theorems) equal
to 0.3 and 𝑘 = 50 (size of the considered neighbourhood). Then, these theorems show that for a given
data set (in our case, ‘random’ data set), the optimal classifiers from a given class of classifiers may be
significantly different (in respect to classification) depending on the performance measure relative to which
the optimal classifier is selected. Moreover, it can be easily calculated (using formulas from the proofs of
the theorems) in the considered case that the assessments of these two optimal classifiers are significantly
different depending on the performance measure used for the assessment. For one performance measure, the
first optimal classifier is much better than the second one; and for another performance measure, vice versa
(the second one is much better than the first one). These observations may help to understand that the ‘best’
classifier selection may strongly depend on the chosen performance measure. Also, it shows that without

7 Of course, it is well known that in data mining process one defines the optimisation measure at some step of data mining
process (see e.g. [1]).
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a precise specification of what particular performance measure we optimise, the ‘best classifier’ term can
be ambiguous or even misleading. It has practical implications for real-life (data mining and) classification
tasks.

Analogously as for the previous theorem (for G-mean), it would be more relevant for practical applications
to formulate and prove more general theorem with borderline and safe regions. Again, we leave it for future
work. The given previously intuitive explanation that the theorem for G-mean can be easily generalised for
such a case would not work for F-measure. This is due to the fact that safe examples from the majority class
could be misclassified for 𝑝 close to 0 (which is the value close to the optimal values of 𝑝 from the theorem
for F-measure). In consequence, Precision would be not constant (would depend on 𝑝). Then, the optimal
values of 𝑝 in such case could be greater than 0 and should be recalculated for the generalised theorem for
F-measure.

4.3.5 Choice of scaling factor in the sg-rule

In the RIONA algorithm, we only count those objects from the neighbourhood that support the consistent
g-rule (isConsistent method). On the other hand, in the ONN algorithm, we take into account all objects
from the neighbourhood. Experiments for the RIONA and ONN algorithms have shown that depending on
the data set selection sometimes RIONA and sometimes ONN achieves the better quality. Thus, one can try
to learn from the training sample which algorithm to apply for a specific data set. Even more, one can also
introduce a smooth transition between these two situations. This is done by introducing the parameter 𝑠 (see
Section 4.2).

The value of 𝑠 corresponds to the degree of consistency rule detection. The value 𝑠 = 1 corresponds to the
situation as in the RIONA algorithm. In this sense, RIONIDA is an extension of this algorithm. The value
𝑠 = −0.1 corresponds to the ONN method, i.e. we do not check the consistency of examples. For consistent
data sets, the value 𝑠 = 0 also corresponds to the situation when we use the ONN method. Intermediate
values, i.e. 0 < 𝑠 < 1 correspond to the situations between the ONN algorithm and the rule-based algorithm.

Figure 4.12 shows the dependency of G-mean measure on both parameters 𝑘 and 𝑠 for haberman data set.
We have fixed here parameter 𝑝 = 0.22 (close to the percentage of the minority class in the whole data set;
for this value of 𝑝 the maximum value of G-mean was obtained over the set of values for the parameters 𝑘 ,
𝑝, 𝑠). It is visible that for almost all values of the parameter 𝑘 the maximum value of G-mean is obtained for
some value of the parameter 𝑠 between 0 and 1, near 0.5.

Figure 4.13 shows the dependency of G-mean on the parameter 𝑠 for fixed 𝑘 = 96 and 𝑝 = 0.22. It is
visible that the maximum value of G-mean is obtained for 𝑠 = 0.5 and the difference between maximal
(for 𝑠 = 0.5) and minimal (for 𝑠 = 1.0, i.e. for rule-based classifier) value is approximately 10%. The
difference between maximum G-mean value (for 𝑠 = 0.5) and G-mean value for 𝑠 = −0.1 (i.e. for the ONIDA
algorithm, which gives kNN like classifier) is approximately 8%. Hence, it is clear for these examples that
neither rule-based nor kNN-based classifier gives the best result. The best result is obtained for classifier
which behaves somehow “between” kNN-based classifier and rule-based classifier.

Of course, one might argue that for kNN-based classifier one could find other optimal values for the
parameters 𝑝 and 𝑘 . The same argument could be given for rule-based classifier. We try to answer the
question whether taking this argument into account the parameter 𝑠 is important, i.e. whether it can lead to an
improvement in classification. Figure 4.14 shows the dependency of G-mean value on the parameter 𝑠 under
the assumption that for a given parameter 𝑠we could find the optimal parameters 𝑝 and 𝑘 . We purposely present
Figure 4.14 on the same scale as Figure 4.13. Indeed one can see that the graph in Figure 4.14 is flattened in
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Fig. 4.12: Surface chart representing G-mean measure (scaled from 0.58) for the RIONIDA algorithm for
haberman data set as a function of parameters 𝑘 and 𝑠 with fixed 𝑝 = 0.22.

comparison to the graph in Figure 4.13. It means that the previously given differences diminish. However, the
differences are still quite significant. The maximum G-mean value in Figure 4.14 is obtained as previously
for 𝑠 = 0.5. The difference between maximal and minimal values are approximately 3.2%. The difference
between the maximum G-mean value (for 𝑠 = 0.5) and G-mean value for 𝑠 = −0.1 (i.e. for the ONIDA
algorithm, which gives kNN like classifier) is approximately 2.1%. The difference between the maximum
G-mean value (for 𝑠 = 0.5) and G-mean value for 𝑠 = 1 (i.e. for rule-based classifier) is approximately
1.8%. Still these differences show a possibility for significant improvements of both rule-based classifier and
kNN-based classifier by using a classifier ‘between’ these two.

Generally, we have such a division: for some data sets the maximum value of the optimised measure is
reached for 𝑠 = −0.1, i.e. for methods of the kNN type. For another part of data sets, the maximum value is
reached for 𝑠 = 1.0, which corresponds to the application of rules. In turn for a part of data sets the maximum
value is reached for 𝑠 ∈ (0, 1), which corresponds to the application both of these: the rule-based method to
some extent and kNN-based method to some extent.

4.3.6 Some specific situations

In this subsection, we present what was done in some specific situations.
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Fig. 4.13: G-mean for the RIONIDA algorithm
(scaled from 0.58) for haberman data set as a
function of parameter 𝑠 with fixed 𝑘 = 96 and
𝑝 = 0.22.

Fig. 4.14: Maximal G-mean (scaled from 0.58) over
all values of 𝑘 and 𝑝 for the RIONIDA algorithm for
haberman data set as a function of parameter 𝑠.

4.3.6.1 Inconsistencies

RIONIDA, as well as RIONA, works with inconsistent training sets. However, in RIONIDA we use more
information than in RIONA in situations when inconsistencies in the training set cause that for a given test
example both support sets for decisions are empty.

We describe here how the RIONIDA algorithm works in situations when inconsistencies in data sets
occur, i.e. there exist objects undistinguishable by values of conditional attributes but with a different
decision. Previously, for clarity, we did not mention this detail in the description of the RIONIDA algorithm.

Let us consider the situation when for a test object presented for classification there exist training
objects with the same value for any conditional attribute as the tested example and with different values
of the decision attribute. In this case, for all values of the parameter 𝑠 ≥ 0, we have 𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑖𝑛) =
𝑠𝑢𝑝𝑝𝑜𝑟𝑡𝑆𝑒𝑡 (𝑑𝑚𝑎 𝑗 ) = ∅, i.e. no examples supporting minority or majority decision are found. Therefore, in
this situation, it seems a sensible solution to use at least those inconsistent training examples. In this situation,
we count the number of inconsistent training examples from each class, and we use these as support sets. We
apply this procedure both during learning and classification.

We also accelerate the algorithm for this situation. Before time-consuming examining which training
examples form inconsistent rules, we quickly check whether the situation of inconsistencies (described
above) occurs. If the situation of inconsistency occurs, then for 𝑠 ≠ −0.1 there is no need to investigate which
training examples are in the support set, because none of them will be.

There may also be a different situation when the algorithm may return a zero distribution. It may occur
if there are training objects close to the test one but with nonzero distance from it, which mutually cause
inconsistencies. Then, all sg-rules cover objects with a different decision than that assigned to the rule, and
therefore for many levels of 𝑠 (except levels close to zero) there are no consistent sg-rules. This situation does
happen in the examined in experiments data sets, This situation does happen for data sets used in experiments,
though very rarely. We do not settle it by any sophisticated way. Naturally, if zero support sets are calculated
for both decisions, then the minority decision (privileged for the classifier) is taken.

The RIONIDA algorithm was also tested for inconsistent data sets. In fact, such data sets occur in the
performed experiments (see Subsection 5.1.3).
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4.3.6.2 Missing values

Missing values in the RIONIDA algorithm are treated precisely as in the RIONA algorithm (see
Subsection 3.3.1). The RIONIDA algorithm was also tested for data sets with missing values. In fact,
such data sets occur in the performed experiments (see Subsection 5.1.3).

4.4 Estimating the optimal values of parameters for RIONIDA

The above considerations (see Subsections 4.3.2, 4.3.3, 4.3.5) show that the performance of RIONIDA can
significantly depend on the chosen values of the parameters 𝑘 , 𝑝, 𝑠. The optimal values of these parameters
depend on the analysed data set and the selected optimisation measure. Therefore, it is essential to find the
optimal values of these parameters relative to the optimisation measure specified by a user. It should be noted
that the domains of the parameters 𝑘 , 𝑝, 𝑠 (maximal admissible sets for these parameters) are as follows:
𝐾𝑚𝑎𝑥 = {1, 2, . . . , |𝑡𝑟𝑛𝑆𝑒𝑡 |}, 𝑃𝑚𝑎𝑥 = [0, 1], 𝑆𝑚𝑎𝑥 = {−0.1}∪ [0, 1]. We would like to search for the optimal
triple values in the Cartesian product of these sets. From the algorithmic point of view, one should restrict
the search to some finite subsets of these sets.

Analogously as in the case of the RIONA algorithm, to construct an efficient algorithm one should take
into account the following questions:
(1) For given finite sets 𝐾 , 𝑃, 𝑆, how to learn the optimal triple values efficiently from 𝐾 × 𝑃 × 𝑆?
(2) Is it possible to select some finite subsets 𝐾 ⊆ 𝐾𝑚𝑎𝑥 , 𝑃 ⊂ 𝑃𝑚𝑎𝑥 , 𝑆 ⊂ 𝑆𝑚𝑎𝑥 of ‘small’ sizes such that the
optimal solution obtained for these sets 𝐾 , 𝑃, 𝑆 is ‘close’ to the optimal solution for 𝐾𝑚𝑎𝑥 , 𝑃𝑚𝑎𝑥 , 𝑆𝑚𝑎𝑥?

4.4.1 Efficient learning of the optimal values of parameters for RIONIDA

In this section, we describe the algorithm for estimation of the optimal values of the parameters 𝑘 , 𝑝, 𝑠 for
the RIONIDA algorithm. This can be done in an analogous way to searching for the optimal value of 𝑘 in the
case of the RIONA algorithm (see Section 3.4). The leave-one-out method is used on the given training set to
estimate the value of the performance measure (chosen by a user) for different values of (𝑘, 𝑝, 𝑠) ∈ 𝐾 ×𝑃× 𝑆
and the triple values of 𝑘, 𝑝, 𝑠 for which the estimation of the measure value is the greatest is selected8. The
direct calculations require repeating leave-one-out estimation |𝐾 | · |𝑃 | · |𝑆 | times. However, using the dynamic
programming technique, we emulate this process in time comparable to the single leave-one-out test for 𝑘
equal to the maximal possible value 𝑘 = 𝑘𝑚𝑎𝑥 = |𝐾 |.

Below we present Algorithm 12 implementing this idea.
For a training example 𝑡𝑟𝑛 the function 𝑔𝑒𝑡𝐶𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥 (see Algorithm 11) finds 𝑘𝑚𝑎𝑥

examples from 𝑡𝑟𝑛𝑆𝑒𝑡 \ {𝑡𝑟𝑛} nearest to the example 𝑡𝑟𝑛 and sorts them according to the distance 𝜚(𝑡𝑟𝑛, ·)
from the 𝑡𝑟𝑛 object.

Next, for any example 𝑛𝑛𝑘 from the selected neighbourhood and any 𝑠 ∈ 𝑆, the sg-rule is built on 𝑡𝑟𝑛 (treated
as a testing object) and 𝑛𝑛𝑘 (treated as a training object), i.e. the rule 𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
. The

8 In the sequel we also denote by 𝑘, 𝑝, 𝑠 the values of the parameters 𝑘, 𝑝, 𝑠 (treated in algorithms as variables), respectively,
if this not leads to confusion.
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Algorithm 11: getClassificationMatrix(𝑡𝑟𝑛, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝐾 , 𝑃, 𝑆, {𝜚𝑎}𝑎∈𝐴 )
Input : currently considered example 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 , training set 𝑡𝑟𝑛𝑆𝑒𝑡 ,

𝐾 , 𝑃, 𝑆 – sets of admissible values for parameters 𝑘, 𝑝, 𝑠, respectively,
family of pseudometrics for attributes { 𝜚𝑎 }𝑎∈𝐴

Output: 3 dimensional matrix (for different triple values (𝑘, 𝑝, 𝑠) ∈ 𝐾 × 𝑃 × 𝑆) of leave-one-out classification for 𝑡𝑟𝑛
1 begin
2 𝑘𝑚𝑎𝑥 = |𝐾 | (we assume that 𝐾 is the set of consequent natural numbers)
3 𝜚 = 𝐴𝑔𝑟 ({ 𝜚𝑎 }𝑎∈𝐴)
4 𝑁 = 𝑁 (𝑡𝑟𝑛, 𝑡𝑟𝑛𝑆𝑒𝑡 \ {𝑡𝑟𝑛}, 𝑘𝑚𝑎𝑥 , 𝜚)
5 vector 𝑛𝑛1, . . . , 𝑛𝑛|𝑁 | = 𝑁 sorted according to the distance 𝜚 (𝑡𝑟𝑛, · )
6 for 𝑘 = 1 to |𝑁 | do
7 for 𝑠 ∈ 𝑆 do
8 𝑛𝑛𝑘 .𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝑂𝑛𝐿𝑒𝑣𝑒𝑙 [𝑠] = 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , { 𝜚𝑎 }𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
, 𝑁 )

9 end
10 end
11 for 𝑠 ∈ 𝑆 do
12 𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ[𝑑𝑚𝑖𝑛 ] = 0
13 𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ[𝑑𝑚𝑎 𝑗 ] = 0
14 for 𝑘 = 1 to |𝑁 | do
15 if 𝑛𝑛𝑘 .𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝑂𝑛𝐿𝑒𝑣𝑒𝑙 [𝑠] then
16 𝑣 = 𝑑 (𝑛𝑛𝑘 )
17 𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ[𝑣] = 𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ[𝑣] + 1
18 end
19 𝑝 =

𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ [𝑑𝑚𝑖𝑛 ]
𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ [𝑑𝑚𝑖𝑛 ]+𝑑𝑒𝑐𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ [𝑑𝑚𝑎 𝑗 ]

20 for 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ∈ 𝑃 do
21 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐷𝑒𝑐 = 𝑑𝑚𝑖𝑛
22 if 𝑝𝑐𝑢𝑟𝑟𝑒𝑛𝑡 > 𝑝 then
23 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐷𝑒𝑐 = 𝑑𝑚𝑎 𝑗
24 end
25 𝑀 [𝑘, 𝑝, 𝑠] = 𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝐷𝑒𝑐
26 end
27 end
28 end
29 return 𝑀
30 end

algorithm checks consistency of this sg-rule with the objects from the neighbourhood for different levels of
𝑠 ∈ 𝑆 and stores this information in the entry corresponding to 𝑠 of the array assigned to the object 𝑛𝑛𝑘 .

Next, it calculates the matrix of decisions that the RIONIDA classifier would return for different triple
values (𝑘, 𝑝, 𝑠) ∈ 𝐾 × 𝑃 × 𝑆 and this matrix is returned as a result.

Algorithm 𝑓 𝑖𝑛𝑑𝑂𝑝𝑡𝑖𝑚𝑎𝑙𝑃𝑎𝑟𝑎𝑚𝑠3𝐷 (see Algorithm 12) calls the function 𝑔𝑒𝑡𝐶𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥(. . . )
for every training object. Next, it creates a matrix with the confusion matrix as its entry for each triple
(𝑘, 𝑝, 𝑠) ∈ 𝐾 × 𝑃 × 𝑆. The entry of this matrix corresponding to the index defined by the values of the
parameters 𝑘, 𝑝, 𝑠 consists of the confusion matrix consisting of information for leave-one-out classification
for these values of the parameters 𝑘, 𝑝, 𝑠 over all training examples (excluding the considered one). Any
confusion matrix (in the matrix of confusion matrices 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝐶𝑜𝑛 𝑓 𝑢𝑠𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥) is transformed into
one value calculated using the selected optimisation measure 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒 (and stored in the matrix
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Algorithm 12: findOptimalParams3D(𝑡𝑟𝑛𝑆𝑒𝑡, 𝐾 , 𝑃, 𝑆, 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒, {𝜚𝑎}𝑎∈𝐴)
Input : training set 𝑡𝑟𝑛𝑆𝑒𝑡 ,

𝐾 , 𝑃, 𝑆 – sets of admissible values for parameters 𝑘, 𝑝, 𝑠, respectively,
optimisation measure 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒 from

{F-measure, G-mean, Accuracy},
family of pseudometrics for attributes { 𝜚𝑎 }𝑎∈𝐴

Output: triple of the optimal values of parameters 𝑘, 𝑝, 𝑠
1 begin
2 foreach 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 do
3 𝑀𝑡𝑟𝑛 = 𝑔𝑒𝑡𝐶𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥 (𝑡𝑟𝑛, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝐾, 𝑃, 𝑆, { 𝜚𝑎 }𝑎∈𝐴)
4 end
5 fill 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝐶𝑜𝑛 𝑓 𝑢𝑠𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥 with values 0
6 foreach (𝑘, 𝑝, 𝑠) ∈ 𝐾 × 𝑃 × 𝑆 do
7 foreach 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 do
8 𝑟𝑒𝑎𝑙𝐷𝑒𝑐 = 𝑑 (𝑡𝑟𝑛)
9 𝑐𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑒𝑟𝐷𝑒𝑐 = 𝑀𝑡𝑟𝑛 [𝑘, 𝑝, 𝑠]

10 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝐶𝑜𝑛 𝑓 𝑢𝑠𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥 [𝑘, 𝑝, 𝑠] [𝑟𝑒𝑎𝑙𝐷𝑒𝑐, 𝑐𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑒𝑟𝐷𝑒𝑐] + +
11 end
12 count 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝑀𝑒𝑎𝑠𝑢𝑟𝑒[𝑘, 𝑝, 𝑠] from 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝐶𝑜𝑛 𝑓 𝑢𝑠𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥 [𝑘, 𝑝, 𝑠] based on

𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒

13 end
14 return arg max

(𝑘,𝑝,𝑠) ∈𝐾×𝑃×𝑆
𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝑀𝑒𝑎𝑠𝑢𝑟𝑒[𝑘, 𝑝, 𝑠]

15 end

𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑𝑀𝑒𝑎𝑠𝑢𝑟𝑒). Finally, it selects the triple of the optimal values of the parameters 𝑘 , 𝑝, 𝑠 for which
the global estimation of the chosen optimisation measure is maximal.

This algorithm is analogous to Algorithm 7. In this algorithm, the triple of the optimal values of the
parameters 𝑘 , 𝑝, 𝑠, rather than only one value of the parameter 𝑘 is returned. Moreover, the optimal
parameters relative to the given optimisation measure instead of the Accuracy measure are returned.

The algorithm 𝑓 𝑖𝑛𝑑𝑂𝑝𝑡𝑖𝑚𝑎𝑙𝑃𝑎𝑟𝑎𝑚𝑠3𝐷 has arguments 𝐾 , 𝑃, 𝑆 specifying the sets of admissible values
for the parameters 𝑘 , 𝑝, 𝑠, respectively. We assume that 𝐾 = {1, 2, . . . , 𝑘𝑚𝑎𝑥}, i.e. the admissible values of
the parameter 𝑘 are consecutive natural numbers.

Another argument of the algorithm is the optimisation measure 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒. In the current implementation
F-measure, G-mean or Accuracy can be substituted here as the value of this argument. However, from the
description of the algorithm, it is clear that any optimisation measure, which is the function of the confusion
matrix, could also be used.

4.4.2 Bounds on the values of parameters 𝒌, 𝒑, 𝒔

In this subsection, we argue that it is enough to consider sets 𝐾 , 𝑃, 𝑆 with a small size. This affects the speed
of the learning algorithm.

First, we consider the bounds on values of the parameter 𝑘 . We make use of the experience with the RIONA
algorithm (see Subsection 3.4.2). Thus, we extend the hypothesis for the RIONIDA algorithm (similarly as
it was experimentally checked for RIONA) stating that there is no need to use the whole training set in the
process of classification. We also expect, in the case of RIONIDA, that the bound of the neighbourhood size
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Algorithm 13: getClassificationMatrixFast(𝑡𝑟𝑛, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝐾 , 𝑃, 𝑆, {𝜚𝑎}𝑎∈𝐴)
Input : currently considered example 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡 , training set 𝑡𝑟𝑛𝑆𝑒𝑡 ,

𝐾 , 𝑃, 𝑆 – sets of admissible values for parameters 𝑘, 𝑝, 𝑠, respectively,
family of pseudometrics for attributes { 𝜚𝑎 }𝑎∈𝐴

Output: 3 dimensional matrix (for different parameters (𝑘, 𝑝, 𝑠) ∈ 𝐾 × 𝑃 × 𝑆) of leave-one-out classification for 𝑡𝑟𝑛
1 begin
2 𝑘𝑚𝑎𝑥 = |𝐾 | (we assume that 𝐾 is the set of consequent natural numbers)
3 𝜚 = 𝐴𝑔𝑟 ({ 𝜚𝑎 }𝑎∈𝐴)
4 𝑁 = 𝑁 (𝑡𝑟𝑛, 𝑡𝑟𝑛𝑆𝑒𝑡 \ {𝑡𝑟𝑛}, 𝑘𝑚𝑎𝑥 , 𝜚)
5 vector 𝑛𝑛1, . . . , 𝑛𝑛|𝑁 | = 𝑁 sorted according to the distance 𝜚 (𝑡𝑟𝑛, · )
6 for 𝑘 = 1 to |𝑁 | do
7 /* compute 𝑠0 such that 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , { 𝜚𝑎 }𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
, 𝑁 ) is true for

all 𝑠 < 𝑠0 and is false for all 𝑠 ≥ 𝑠0 */
8 for 𝑖 = 1 to |𝑁 | do
9 if 𝑑 (𝑛𝑛𝑖 ) ≠ 𝑑 (𝑛𝑛𝑘 ) then

10 foreach 𝑎 ∈ 𝐴 do
11 𝑠2 (𝑎) = the value 𝑠 for which the value 𝑎 (𝑛𝑛𝑖 ) is on the border of the scaled interval (for

numerical attributes) or scaled ball (for symbolic attributes) of the sg-rule,
𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , { 𝜚𝑎 }𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
12 end
13 𝑠1 (𝑛𝑛𝑖 )=max

𝑎∈𝐴
𝑠2 (𝑎) /* for 𝑠 < 𝑠1 object 𝑛𝑛𝑖 cannot cause inconsistency of the

sg-rule; for 𝑠 ≥ 𝑠1 the sg-rule is inconsistent with object 𝑛𝑛𝑖 */

14 end
15 end
16 𝑠0= min

1≤𝑘≤|𝑁 |
𝑠1 (𝑛𝑛𝑖 ) /* for 𝑠 ≥ 𝑠0 at least one training object breaks consistency of the

rule */
17 for 𝑠 ∈ 𝑆 do
18 if 𝑠 ≥ 𝑠0 then 𝑛𝑛𝑘 .𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝑂𝑛𝐿𝑒𝑣𝑒𝑙 [𝑠] = 𝑓 𝑎𝑙𝑠𝑒;
19 else 𝑛𝑛𝑘 .𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝑂𝑛𝐿𝑒𝑣𝑒𝑙 [𝑠] = 𝑡𝑟𝑢𝑒;
20 end
21 end
22 . . .

23 return 𝑀
24 end

can even improve the classification performance or at least not reduce it significantly. By default, we take
𝑘𝑚𝑎𝑥 = |𝐾 | = 100, which means that𝐾 = 𝐾𝑑𝑒 𝑓 = {1, 2, . . . , 100}. We did not perform extensive experiments
as in the case of the RIONA algorithm to check the pre-assumed hypothesis. However, for the selected data
sets we observed that while increasing 𝑘 beyond a certain small value the optimisation measure was stable
relative to this change or decreasing, i.e. analogously as it was in the case of RIONA and the Accuracy
measure (used for RIONA; see Subsection 3.4.2; see also [2]). Moreover, we checked during experiments
that setting 𝑘𝑚𝑎𝑥 = |𝐾 | = 200 did not improve the performance of RIONIDA (see Subsubsection ‘Different
maximal k value’ on page 195) what can be treated as an argument for the hypothesis. Also, the promising
results of experiments aiming to compare RIONIDA with other algorithms (see Chapter 5) can be treated as
an argument for the hypothesis.

Second, we consider a particular set 𝑃 of admissible values of the parameter 𝑝. It should be noted that
in the neighbourhood 𝑁 consisting of 𝑘 objects, the possible values 𝑝 in line 19 of Algorithm 11 are of
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the form 0, 1
𝑘
, 2
𝑘
. . . , 𝑘

𝑘
, where 𝑘 ≤ |𝑁 |. Any two values from the list for a given 𝑘 fall into two different

intervals of the form [ 𝑎−1
𝑘𝑚𝑎𝑥

, 𝑎
𝑘𝑚𝑎𝑥

), where 1 ≤ 𝑎 ≤ 𝑘𝑚𝑎𝑥 , 𝑎 ∈ N if we only assume that |𝑁 | = 𝑘𝑚𝑎𝑥 . Thus it
seems enough to consider the set 𝑃 = {0, 1

𝑘𝑚𝑎𝑥
, 2
𝑘𝑚𝑎𝑥

, . . . , 1}. Moreover, as we assume that the data sets are
imbalanced, therefore we can assume that the minority class is of greater importance than the majority class.
In consequence, there is no need to consider values of the parameter 𝑝 greater than 0.5 (such values indicate
for the greater importance of the majority class). Since the selected default value is |𝐾 | = 𝑘𝑚𝑎𝑥 = 100, then
by default we take 𝑃 = 𝑃𝑑𝑒 𝑓 = {0.00, 0.01, 0.02, . . . 0.5}. We checked during experiments also other settings
with denser uniform partitions of the interval [0, 1] (see Subsubsection ‘Different sets of admissible values
for parameter p’ on page 195). However, this did not improve the performance of RIONIDA significantly.
One can treat this as an argument supporting the claim that the selected kind of partition is sufficient for
selecting the optimal value of the parameter 𝑝.

Third, we consider the set 𝑆 of admissible values of the parameter 𝑠. In the beginning, we considered
𝑆 = 𝑆𝑑𝑒 𝑓 = {−0.1, 0.0, 0.1, . . . , 1.0}. This is our default setting. During experiments, we observed that for
many data sets there were no differences or small differences (in terms of the optimisation measure value)
between two consequent settings of the parameter 𝑠. It indicated that there was no need to check the sets
𝑆 with a larger number of possible values. However, we checked during experiments also other settings for
smaller sets 𝑆 (see Subsubsection ‘Different settings of parameter s’ on page 195).

In consequence, by default we use sets 𝐾 = 𝐾𝑑𝑒 𝑓 , 𝑃 = 𝑃𝑑𝑒 𝑓 , 𝑆 = 𝑆𝑑𝑒 𝑓 with a size of 100, 50 and 10
respectively, i.e. with small size.

4.4.3 Comments on the structure of RIONIDA

The general structure of RIONIDA is analogous to the one of RIONA (see Subsection 3.4.3 and Algorithm 8).
We present it in Algorithm 14.

The main, initialisation algorithm is analogous to the one in Algorithm 8. Here, we want only to stress
that one of the assigned options is the optimisation measure 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒 (one of F-measure, G-mean, and
Accuracy) to be used later during searching for the three optimal internal parameters of RIONIDA. In the
main experiments, we did not use Accuracy. However, it can be used as well (see Section 6.2).

The training part (function RIONIDA-train) is analogous to the one in Algorithm 8. The difference is in
the result that is not the single variable 𝑘𝑜𝑝𝑡 but the triple of variables 𝑘𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 , 𝑠𝑜𝑝𝑡 . Moreover, these are
searched not according to Accuracy but according to the given option 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒.

Let us sum up the most important parts of the RIONIDA algorithm shown in Algorithm 14. During
initialisation RIONIDA defines 𝐴𝑔𝑟, i.e. the aggregations of pseudometrics (by default the sum of
pseudometrics for attributes). During training, pseudometrics for attributes are calculated, and the optimal
values of the parameters 𝑘 , 𝑝, 𝑠 (according to 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒) are searched. These pseudometrics and the
optimal values of the parameters 𝑘 , 𝑝, 𝑠 are used during classification.

Again it should be stressed that both the computation of pseudometrics and the searching for the optimal
values 𝑘 , 𝑝, 𝑠 are always done using only the available training set (e.g. during the cross-validation process).
This becomes clear from the description of Algorithm 14.
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Algorithm 14: RIONIDA(𝑜𝑝𝑡𝑖𝑜𝑛𝑠)
Input: 𝑜𝑝𝑡𝑖𝑜𝑛𝑠 (including 𝐾 , 𝑃, 𝑆 and 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒) of the RIONIDA algorithm (we do not list all of them here;

see Section 3.6 for more details)
1 Global variables:
2 𝐴 – conditional attributes (𝐴 = 𝐴𝑛𝑢𝑚 ∪ 𝐴𝑠𝑦𝑚)
3 𝑑 – decision attribute
4 𝐴𝑔𝑟 – the aggregation of pseudometrics (appearing in Algorithms 9, 13; see Subsection 2.2.3)
5 Local variables:
6 𝑡𝑟𝑛𝑆𝑒𝑡 – training set
7 { 𝜚𝑎 }𝑎∈𝐴 – family of pseudometrics for attributes
8 𝐾 , 𝑃, 𝑆 – sets of admissible values for parameters 𝑘, 𝑝, 𝑠 to be used during searching for 𝑘𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 , 𝑠𝑜𝑝𝑡 ,

respectively
9 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒 – optimisation measure from

10 {F-measure, G-mean, Accuracy}
11 . . . (local variables related to other options)
12 𝑘𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 , 𝑠𝑜𝑝𝑡 – the optimal values for 𝑘, 𝑝, 𝑠, respectively
13 begin
14 (𝐾, 𝑃, 𝑆) = (𝑜𝑝𝑡𝑖𝑜𝑛𝑠.𝐾, 𝑜𝑝𝑡𝑖𝑜𝑛𝑠.𝑃, 𝑜𝑝𝑡𝑖𝑜𝑛𝑠.𝑆)
15 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 𝑜𝑝𝑡𝑖𝑜𝑛𝑠.𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒

16 by default 𝐴𝑔𝑟 is defined according to Equation 2.1 (it may differ in case of choosing option for different weights
for attributes – see Subsection 3.6.3)

17 . . . (assignments related to other options)
18 end
19 Function RIONIDA-train(𝑡𝑟𝑛𝑆𝑒𝑡𝐷𝑒𝑠𝑐𝑟𝑖 𝑝𝑡𝑖𝑜𝑛) : void

Input: 𝑡𝑟𝑛𝑆𝑒𝑡𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 – description of training set together with the specifiaction of decision and
conditional attributes

20 using 𝑡𝑟𝑛𝑆𝑒𝑡𝐷𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛 specify the conditional attributes 𝐴, the decision attribute 𝑑 and the training set
𝑡𝑟𝑛𝑆𝑒𝑡

21 foreach 𝑎 ∈ 𝐴𝑛𝑢𝑚 do
22 𝜚𝑎 =normalised city-block metric based on 𝑡𝑟𝑛𝑆𝑒𝑡 (see Equation 2.2)
23 end
24 foreach 𝑎 ∈ 𝐴𝑠𝑦𝑚 do
25 𝜚𝑎 = SVDM pseudometric based on 𝑡𝑟𝑛𝑆𝑒𝑡 (see Equation 2.4)
26 end
27 . . . (operations related to other options)
28 (𝑘𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 , 𝑠𝑜𝑝𝑡 ) = findOptimalParams3D(𝑡𝑟𝑛𝑆𝑒𝑡 , 𝐾 , 𝑃, 𝑆, 𝑜𝑝𝑡𝑀𝑒𝑎𝑠𝑢𝑟𝑒, { 𝜚𝑎 }𝑎∈𝐴) (see Algorithm 12)
29 end
30 Function RIONIDA-classify(𝑡𝑠𝑡) : decision

Output: predicted decision for 𝑡𝑠𝑡
31 return RIONIDA-classify(𝑡𝑠𝑡 , 𝑡𝑟𝑛𝑆𝑒𝑡 , 𝑘𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 , 𝑠𝑜𝑝𝑡 , { 𝜚𝑎 }𝑎∈𝐴)
32 (see Algorithm 9)
33 end

4.5 Time and space complexity of RIONIDA

In this section, we analyse time and space complexity of RIONIDA. Moreover, we show how the both
presented complexity bounds can be improved for the learning phase.
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4.5.1 Time complexity of RIONIDA for the testing phase

The analysis of the RIONIDA algorithm in the testing phase is very similar to the RIONA algorithm. In
any run of the RIONIDA algorithm, two phases can be distinguished. In the first phase, training examples
from the neighbourhood 𝑁 are selected. In the second phase, the algorithm checks consistency among them.
The time complexity of RIONIDA is the same as for the RIONA algorithm. Under the assumption made in
Subsection 3.3.2 (on the size of the neighbourhood 𝑁), the time complexity of RIONIDA is 𝑂 (𝑚(𝑛 + 𝑘2))
for a single test object, where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |, 𝑚 = |𝐴|.

Also the same conclusion given in Subsection 3.3.2 for RIONA holds for RIONIDA. Precisely, in the case
when 𝑘 is treated as a constant (or 𝑘 <

√
𝑛), the time complexity of the testing phase (for single test object)

for RIONIDA is 𝑂 (𝑚𝑛).

4.5.2 Time and space complexity of RIONIDA for the learning phase

4.5.2.1 Time complexity

The analysis of time complexity of the learning phase for RIONIDA is in many aspects analogous to RIONA
(see Subsection 3.4.1). Thus we omit some details already mentioned in Subsection 3.4.1.

Theorem 4.3 Assume that |𝑁 | = |𝑁 (𝑡𝑟𝑛, 𝑘𝑚𝑎𝑥) | ≤ 𝑐 · 𝑘𝑚𝑎𝑥 for all 𝑡𝑟𝑛 ∈ 𝑡𝑟𝑛𝑆𝑒𝑡, where 𝑐 is a constant very
close to 1. Then the time complexity of the learning phase of RIONIDA is 𝑂 (𝑚𝑛2 + 𝑛|𝑆 | · 𝑘𝑚𝑎𝑥 · (𝑚𝑘𝑚𝑎𝑥 +
|𝑃 |)), where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |, 𝑚 = |𝐴|, 𝑘𝑚𝑎𝑥 = |𝐾 | is the parameter used to define the maximal size of the
neighbourhood to be analysed, 𝑃, 𝑆 are sets of admissible values of the parameters 𝑝, 𝑠, respectively (see
Section 4.4).

Proof. For any training object, in the run of the learning algorithm (see lines 2-4 of Algorithm 12) one can
distinguish four phases (realised by Algorithm 11).

In the first phase, training examples from the neighbourhood 𝑁 are selected, i.e. 𝑘𝑚𝑎𝑥 nearest objects
to the considered training example (or more objects in the specific situation described in Definition 2.14)
among 𝑛 objects, where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |. The time complexity of this phase is 𝑂 (𝑚𝑛), where 𝑚 = |𝐴| (see
Subsection 3.4.1).

In the second phase, all selected objects from the neighbourhood 𝑁 are sorted. Computing distances for
objects from 𝑁 takes 𝑂 (𝑚 |𝑁 |) steps (once for every object from 𝑁). Sorting (using computed distances) can
be done in 𝑂 ( |𝑁 | log |𝑁 |) steps. Thus, this phase takes 𝑂 (𝑚 |𝑁 | + |𝑁 | log |𝑁 |) steps.

In the third phase, the algorithm checks consistency (and marks it) among selected objects for different
values of the parameter 𝑠 from the set 𝑆 (see lines 6-10 of Algorithm 11). It takes 𝑂 ( |𝑆 | · 𝑚 · |𝑁 |2) steps.

From the assumption on the bound of the neighbourhood 𝑁 , the second and third phases altogether take
𝑂 ( |𝑆 | · 𝑚𝑘2

𝑚𝑎𝑥) steps.
In the fourth phase, the algorithm fills the classification matrix 𝑀 on the basis of the marked consistency

(see lines 11-28 of Algorithm 11). It takes |𝑆 | · |𝐾 | · |𝑃 | steps.
Thus, the method 𝑔𝑒𝑡𝐶𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥 takes 𝑂 (𝑚𝑛 + |𝑆 | ·𝑚𝑘2

𝑚𝑎𝑥 + |𝑆 | · |𝐾 | · |𝑃 |)) = 𝑂 (𝑚𝑛 + |𝑆 | ·
𝑘𝑚𝑎𝑥 (𝑚𝑘𝑚𝑎𝑥 + |𝑃 |)) steps. This method is executed for each training example. Thus, the time complexity of
foreach loop within lines 2-4 of Algorithm 12 is 𝑂 (𝑚𝑛2 + 𝑛|𝑆 | · 𝑘𝑚𝑎𝑥 · (𝑚𝑘𝑚𝑎𝑥 + |𝑃 |)).

Finally, for the whole training set, the algorithm computes the leave-one-out confusion matrix for each
triple (𝑘, 𝑝, 𝑠) ∈ 𝐾 × 𝑃 × 𝑆 (see lines 5-13 of Algorithm 12). This takes 𝑂 (𝑛𝑘𝑚𝑎𝑥 · |𝑃 | · |𝑆 |) steps.
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Summing up, the time complexity of the learning algorithm is𝑂 (𝑚𝑛2 + 𝑛|𝑆 | · 𝑘𝑚𝑎𝑥 · (𝑚𝑘𝑚𝑎𝑥 + |𝑃 |)). ⊓⊔

If we assume that |𝑃 | ≤ 𝑚𝑘𝑚𝑎𝑥 (which is true in our primary experiments), then the time complexity of
the learning algorithm is 𝑂 (𝑚(𝑛2 + 𝑛|𝑆 | · 𝑘2

𝑚𝑎𝑥)), where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |, 𝑚 = |𝐴|.

4.5.2.2 Space complexity

Fact 4.4. The space complexity of the learning phase for RIONIDA is𝑂 (𝑛 · |𝐾 | · |𝑃 | · |𝑆 |), where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |,
𝐾 , 𝑃, 𝑆 are sets of admissible values of the parameters 𝑘 , 𝑝, 𝑠, respectively (see Section 4.4).

Proof. The space complexity of the learning phase for RIONIDA is mainly related to allocating matrices
for all training examples of the size |𝐾 | · |𝑃 | · |𝑆 | (see lines 2-4 of Algorithm 12). Thus, allocated space
is of the size 𝑂 (𝑛 · |𝐾 | · |𝑃 | · |𝑆 |), where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |. For the matrices estimatedConfusionMatrix and
estimatedMeasure it is necessary to allocate space 𝑂 ( |𝐾 | · |𝑃 | · |𝑆 |). Thus, the overall space complexity of
the learning phase for RIONIDA is 𝑂 (𝑛 · |𝐾 | · |𝑃 | · |𝑆 |). ⊓⊔

4.5.3 Further acceleration of RIONIDA

Estimation of the optimal values of parameters is done efficiently by Algorithm 12 due to dynamic
programming used in it. However, it is possible to further accelerate computations performed by this
algorithm9. Below, we describe how to accelerate the for loop in lines 7-9 of Algorithm 11.

The considered for loop is inside for loop for variable 𝑘 . Thus, in this section, we assume that the value of
variable 𝑘 , set by for loop in line 6 of Algorithm 11, is fixed. In this section, we consider the sg-rule built on
𝑡𝑟𝑛 (treated as a testing object) and 𝑛𝑛𝑘 (treated as a training object), i.e. 𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
.

First, it is to be noted that if 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑠𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
, 𝑁) is true for some 𝑠 = 𝑠0,

then it is also true for all 𝑠 ≤ 𝑠0. Analogously, if 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑠𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
, 𝑁) is false

for some 𝑠 = 𝑠0, then it is also false for all 𝑠 ≥ 𝑠0.
Second, it is not necessary to check the consistency for different levels of 𝑠 as it is done in the for loop

in lines 7-9 of Algorithm 11. Instead, it is possible to efficiently find an intermediate value 𝑠0 with the
following property: 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
, 𝑁) is false for all 𝑠 ≥ 𝑠0; and is true

for all 𝑠 < 𝑠0. Then such a value 𝑠0 can be used to quickly fill the entries 𝑛𝑛𝑘 .𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝑂𝑛𝐿𝑒𝑣𝑒𝑙 [𝑠] for
all 𝑠 ∈ 𝑆. Below we describe how to efficiently calculate the value of 𝑠0 with the described property.

For any 𝑛𝑛𝑖 ∈ 𝑁 (it is even sufficient to consider smaller number of objects; see remarks in Subsection 3.3.3)
such that 𝑑 (𝑛𝑛𝑖) ≠ 𝑑 (𝑛𝑛𝑘), we can calculate the intermediate value 𝑠1 = 𝑠1 (𝑛𝑛𝑖) with the property that
𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
, {𝑛𝑛𝑖}) is false for all 𝑠 ≥ 𝑠1; and is true for all 𝑠 < 𝑠1.

One can simply check consistency of elementary conditions for all attributes. Let us fix an attribute 𝑎 ∈ 𝐴.
For 𝑎 ∈ 𝐴𝑛𝑢𝑚 we can easily calculate the value 𝑠 for which the value 𝑎(𝑛𝑛𝑖) is on the border of the scaled
interval of the sg-rule, e.g. for 𝑎(𝑛𝑛𝑘) ≥ 𝑎(𝑡𝑟𝑛), 𝑠 = 𝑎 (𝑛𝑛𝑖 )−𝑎 (𝑡𝑟𝑛)

𝑎 (𝑛𝑛𝑘 )−𝑎 (𝑡𝑟𝑛) (easily calculated using Definition 4.1).
For 𝑎 ∈ 𝐴𝑠𝑦𝑚 we can easily calculate the value 𝑠 for which the value 𝑎(𝑛𝑛𝑖) is on the border of the scaled
ball of the sg-rule. The final value of 𝑠1 is chosen as the maximal 𝑠 for all attributes (for 𝑠 < 𝑠1 at least one

9 It should be noted that the considered acceleration obtained during analysis of the algorithm is not yet implemented.
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elementary condition of sg-rule is not satisfied for object 𝑛𝑛𝑖 , hence the whole condition of sg-rule is also
not satisfied for it, thus object 𝑛𝑛𝑖 cannot cause inconsistency of the rule).

We select 𝑠0 as the minimal value 𝑠1 (obtained for single object as was described above) among all
objects from 𝑁 (for 𝑠 ≥ 𝑠0 at least one training object breaks consistency of the rule). For this value of
𝑠0 and all 𝑠 ≥ 𝑠0 we have that 𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑠𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
, 𝑁) is false. For all 𝑠 < 𝑠0

𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 (𝑠𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑟𝑛, 𝑛𝑛𝑘 , {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
, 𝑁) is true.

The accelerated version of Algorithm 11 is presented in Algorithm 13 (the beginning of the algorithm and
its accelerated part is presented only; the dots in line 22 of Algorithm 13 should be replaced by lines 11-28
from Algorithm 11).

4.5.3.1 Time complexity of the accelerated learning phase of RIONIDA

Additionally, we add an assumption that |𝑆 | < 𝑚𝑘𝑚𝑎𝑥 (which is true for parameters used in our experiments).

Theorem 4.5 Under the assumption of Theorem 4.3 and |𝑆 | < 𝑚𝑘𝑚𝑎𝑥 we have what follows. The accelerated
version of the learning phase of the RIONIDA algorithm presented in this subsection (instead of Algorithm 11
is used Algorithm 13) has time complexity𝑂 (𝑚𝑛2+𝑛𝑘𝑚𝑎𝑥 · (𝑚𝑘𝑚𝑎𝑥+|𝑆 | · |𝑃 |)), where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |,𝑚 = |𝐴|,
𝑘𝑚𝑎𝑥 = |𝐾 | is the parameter used to define the maximal size of the neighbourhood to be analysed, 𝑃, 𝑆 are
sets of admissible values of the parameters 𝑝 and 𝑠, respectively (see Section 4.4).

Proof. Computation of the value 𝑠0 with the above-described method requires examination of all attributes
on the examples 𝑛𝑛1, 𝑛𝑛2, . . . , 𝑛𝑛𝑘−1. This takes 𝑂 (𝑘𝑚) operations. It is done for all 𝑘 (1 ≤ 𝑘 ≤ |𝑁 |).
Thus, the for loop takes 𝑂 (𝑚𝑘2

𝑚𝑎𝑥) operations. For such computed 𝑠0 there should also be filled entries
𝑛𝑛𝑘 .𝑖𝑠𝐶𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡𝑂𝑛𝐿𝑒𝑣𝑒𝑙 [𝑠] for all 1 ≤ 𝑘 ≤ |𝑁 | and all 𝑠 ∈ 𝑆. It takes 𝑂 (𝑘𝑚𝑎𝑥 · |𝑆 |). To sum up, we need
to perform 𝑂 (𝑘𝑚𝑎𝑥 (𝑚𝑘𝑚𝑎𝑥 + |𝑆 |)) operations.

Using the assumption that |𝑆 | < 𝑚𝑘𝑚𝑎𝑥 , the time complexity is 𝑂 (𝑚𝑘2
𝑚𝑎𝑥). Let us note that the time

complexity related to lines 6-10 of Algorithm 11 is 𝑂 ( |𝑆 | · 𝑚𝑘2
𝑚𝑎𝑥).

If we rewrite the analysis of time complexity from Subsection 4.5.2 with the described acceleration we
obtain the time complexity of the method 𝑔𝑒𝑡𝐶𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑀𝑎𝑡𝑟𝑖𝑥

𝑂 (𝑚𝑛 + 𝑚𝑘2
𝑚𝑎𝑥 + |𝑆 | · |𝐾 | · |𝑃 |)) = 𝑂 (𝑚𝑛 + 𝑘𝑚𝑎𝑥 (𝑚𝑘𝑚𝑎𝑥 + |𝑆 | · |𝑃 |)).

Thus, the time complexity of foreach loop within lines 2-4 of Algorithm 12 and also the time complexity
of the learning algorithm is reduced from
𝑂 (𝑚𝑛2 + 𝑛𝑘𝑚𝑎𝑥 · ( |𝑆 | · 𝑚𝑘𝑚𝑎𝑥 + |𝑆 | · |𝑃 |)) to 𝑂 (𝑚𝑛2 + 𝑛𝑘𝑚𝑎𝑥 · (𝑚𝑘𝑚𝑎𝑥 + |𝑆 | · |𝑃 |)). ⊓⊔

The significant acceleration could be achieved if the first factor 𝑚𝑛2 is dominated by the others. This can
happen for 𝑛 such that 𝑘𝑚𝑎𝑥 is of the size of order

√
𝑛. However, it should be noted that in practice this

first factor related to searching for the nearest neighbours has much lower (average) time complexity. In the
current implementation, this is achieved by using special data structures for fast searching for the nearest
neighbours (see Subsection 3.6.1).

Now, let us assume that the first factor is dominated by the others. In this case, the significant acceleration
would be achieved if |𝑆 | ·𝑚𝑘𝑚𝑎𝑥 > |𝑆 | · |𝑃 | ⇔ 𝑚𝑘𝑚𝑎𝑥 > |𝑃 |. The bigger difference of these factors (𝑚𝑘𝑚𝑎𝑥
and |𝑃 |) we have, the more significant acceleration is achieved (maximally close to |𝑆 | times). If these factors
are equal, then the acceleration would be no more than two times (and depends on |𝑆 |).
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To sum up, the degree of presented acceleration of the learning phase of RIONIDA mainly depends on
the fact whether the first factor responsible for searching of nearest neighbours is dominated by the other
factors or not. The acceleration of the remaining factors can be even close to |𝑆 | times (depending on the
value 𝑚𝑘𝑚𝑎𝑥

|𝑃 | ).

4.5.3.2 Reduction of the RIONIDA space complexity

Fact 4.6. The space complexity of the accelerated learning phase for RIONIDA can be reduced to𝑂 (𝑛 · |𝐾 | ·
|𝑃 |), where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |, 𝐾 , 𝑃, 𝑆 are sets of admissible values of the parameters 𝑘 , 𝑝, 𝑠, respectively (see
Section 4.4).

Proof. One can observe by taking into account the remarks presented at the beginning of this subsection,
that the procedure findOptimalParams3D does not have to fill the matrix for all possible values from
𝑆. It is sufficient to keep in memory the value 𝑠0 (calculated as described above in this subsection). In
consequence, it is enough to remember in memory the matrices of the size 𝑂 ( |𝐾 | · |𝑃 |) for all training
examples. In consequence, the overall space complexity of the learning phase for RIONIDA can be decreased
to 𝑂 (𝑛 · |𝐾 | · |𝑃 |). ⊓⊔

4.6 Important aspects of RIONIDA

The RIONIDA algorithm has two substantial properties from the perspective of understanding its process of
decision making. First, in many cases, its behaviour can be interpreted in a way easily understandable by a
human. Second, the performance measure, which RIONIDA optimises, is given explicitly. These two topics
are discussed below.

4.6.1 Interpretation of the behaviour of RIONIDA

The RIONIDA algorithm, analogously to the RIONA algorithm is based on a combination of instance- and
rule-based methods. Moreover, the RIONIDA algorithm is equipped with some parameters which can be
tuned in the learning process. In particular, by tuning these parameters, one can obtain the algorithm close
in behaviour to one or another of the mentioned classification approaches.

For RIONA there was presented an idea of interpreting its parameters in such a way that RIONA becomes
equivalent to rule-based classifier easily understandable by a human (see Subsection 3.3.5). For RIONIDA
the situation is more compound. In this case, it can be more difficult or even impossible to interpret in this
way all its parameters. However, we present below an idea of the interpretation of parameters of RIONIDA
in a way easily understandable by a human.

We assume here that values of the parameters 𝑘 , 𝑝 and 𝑠 in the RIONIDA algorithm are fixed (possibly
learned as described in Section 4.4). If an explanation of the decision undertaken by the classifier is required,
the following idea could be used.

First, the value of the parameter 𝑝 can be interpreted as the importance of the minority class relative to
the majority class.
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Second, if the value of the parameter 𝑠 is close to 1, then RIONIDA classification can be interpreted
in terms of rule-based method analogously as in the case of RIONA (see Subsection 3.3.5). As rules are
preferable for human interpretation, one can also use the above interpretation in the cases when the value of
the parameter 𝑠 is not close to 1. We should only assume that switching value of the parameter 𝑠 from the
learned optimal value to 1 does not significantly change the quality of the algorithm (which can be detected
during the learning phase). Then, an idea presented in Subsection 3.3.5 could also be used for generating
rules using the parameter 𝑘 .

If the value of the parameter 𝑠 is close or less than 0 (and when switching the value of the parameter 𝑠 to
value 1 changes the quality in a significant way), then the behaviour of RIONIDA can be interpreted using
the kNN method. Although in this case, it is difficult to interpret the parameters in the form of rules, the
information that RIONIDA behaves as kNN together with the optimal value 𝑘 can be quite informative for a
human trying to understand the process of decision making.

4.6.2 Optimisation of the explicit performance measure

An important aspect of RIONIDA is that the performance measure it optimises is given explicitly. It is not a
‘black box’ regarding the optimised measure. In many algorithms for imbalanced data, the optimised measure
is not given explicitly. Until experiments are performed, we do not always know in what aspects the given
algorithm is satisfactory. For RIONIDA, we assume that there is given a performance measure, which we
are going to optimise. In the current implementation of RIONIDA any measure defined over the confusion
matrix can be easily used. This selected performance measure is optimised during the learning phase. In
consequence, it is expected that the RIONIDA algorithm will perform with the high quality for unseen test
examples concerning the pre-assumed performance measure.

This feature of RIONIDA can be very helpful in working with real-life applications. For example, let us
assume that we have constructed a classifier for some domain and F-measure as the optimisation measure.
However, after investigating results of the classifier, the user (e.g. the medical doctor) can reformulate the
previous measure by adding some constraints like: Sensitivity should be above the fixed threshold. It is easy to
redefine a measure with constraints of such types (defined over the confusion matrix) and then use RIONIDA
to relearn the classifier with such new measure.

4.7 Conclusions for RIONIDA

Here, we summarise this chapter describing the newly developed algorithm RIONIDA. The remaining
conclusions for RIONIDA, coming from the comparative experiments and extensive experimental analysis
of this algorithm, are given at the end of the next chapter (see Section 5.6).

The RIONIDA algorithm is dedicated to imbalanced data. It is an extension of RIONA (and ONN).
Thus, (i) it is based on a combination of instance-based learning and rule induction; (ii) the specific setting
of RIONIDA parameters makes this algorithm equivalent to RIONA (or ONN); (iii) many conclusions
for RIONA (see Section 3.8) are valid for RIONIDA, in particular, it does not require discretisation; it
adequately groups values for both numerical and nominal attributes during rule generation. However, it
uses two additional parameters (𝑠 and 𝑝) apart from the neighbourhood size (parameter 𝑘 , analogous as for
RIONA). RIONIDA uses more general rules than RIONA, namely scaled generalised local decision rules.
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These rules are parametrised with the parameter 𝑠. The value of 𝑠 indicates the degree of rule-based approach
(or inversely the degree of instance-based approach). The third parameter 𝑝 is responsible for assigning
relevant weights for the minority and majority classes.

RIONIDA uses (a fixed by a user) performance measure, relevant for imbalanced data, e.g. F-measure,
or G-mean. For empirical justification of the components used in RIONIDA, we used the two mentioned
above performance measures. We (empirically) showed (for these measures) that the neighbourhood size is
a crucial factor for obtaining high value of performance measure (analogously as for RIONA). Additionally,
we found that two other parameters (𝑝, 𝑠) are also essential for obtaining high value of the performance
measure by RIONIDA.

Thus, in the training phase, RIONIDA searches for the optimal triple values for all these three parameters.
By the use of dynamic programming, the time complexity of this phase is relatively low. On the other hand,
the space complexity can be noticeably high. Another critical aspect for fast performance of RIONIDA
relates to limiting the size of sets of admissible values of three mentioned parameters. Also, we showed the
possibility of reducing both the time and space complexity of RIONIDA training phase.

Also, for some specific settings of RIONIDA and some specific data sets (consisting of the borderline
region only) we calculated the theoretical optimal values of the parameter 𝑝. The individual results for
G-mean and F-measure are shown.

Additional important aspects of RIONIDA are that (i) the performance measure it optimises is given
explicitly; (ii) the resulting classifier of RIONIDA can be interpreted in a way easily understandable by a
human.

To sum up, RIONIDA is an extension of RIONA combining the instance- and rule-based approaches for
imbalanced data. Additionally, RIONIDA combines these approaches in another aspect, namely by using
more general than RIONA, special rules. All components of RIONIDA are essential for obtaining the high
quality of its performance: optimisation of the fixed performance measure as well as three proposed internal
parameters. Its performance is quick (both in the training and testing phase). Moreover, the theoretical results
concerning the parameter responsible for assigning relevant weights for the minority and majority classes
can be used for acceleration of the training phase.

References

[1] Fayyad, U., Piatetsky-Shapiro, G., Smyth, P.: From Data Mining to Knowledge Discovery in Databases.
AI Magazine 17(3), 37–54 (1996). doi:10.1609/aimag.v17i3.1230

[2] Góra, G., Wojna, A.: RIONA: A New Classification System Combining Rule Induction and
Instance-Based Learning. Fundamenta Informaticae 51(4), 369–390 (2002)

[3] Hamza, K.: The smallest uniform upper bound on the distance between the mean and the median
of the binomial and Poisson distributions. Statistics & Probability Letters 23(1), 21–25 (1995).
doi:10.1016/0167-7152(94)00090-U

[4] Kaas, R., Buhrman, J.M.: Mean, Median and Mode in Binomial Distributions. Statistica Neerlandica
34(1), 13–18 (1980). doi:10.1111/j.1467-9574.1980.tb00681.x

[5] Mitchell, T.M.: Machine Learning. McGraw-Hill, New York, NY (1997)

https://doi.org/10.1609/aimag.v17i3.1230
https://doi.org/10.1016/0167-7152(94)00090-U
https://doi.org/10.1111/j.1467-9574.1980.tb00681.x


Chapter 5
Experiments and results

This chapter discusses the results of performed experiments using the RIONIDA algorithm, which was
described in Chapter 4. The aim is to analyse the algorithm performance and compare it with the performance
of its predecessor, i.e. RIONA, and also with some of the state-of-the-art algorithms designed for imbalanced
data available (together with their codes) for the authors of the book. The whole experimental environment,
including the code, data sets and short launching instruction, which allows to easily reproduce the most
important experiments, is available (see Subsection 1.7).

The chapter is divided into five sections. Section 5.1 describes the general experimental setup. Section 5.2
presents learning algorithms and filters used in the comparative experiments as well as different variants of
the experimental settings. The most important part of this chapter, Section 5.3, discusses the performance
of the RIONIDA algorithm relative to some selected algorithms known from the literature. One could move
the next two complementary sections to Appendix of this book. However, we keep them here because they
contain a continuation of considerations of Section 5.3. Section 5.4 presents some additional comments
helping to understand the results from the previous section and advantages of RIONIDA. Finally, Section 5.5
presents some additional experimental results, which can help the readers to understand more deeply why
RIONIDA outperforms RIONA (with filter) and BRACID. Moreover, this section presents some additional
experiments for verifying if RIONIDA could be even more improved.

5.1 General experimental setup

This section briefly revisits, taking into account the discussion made in Section 2.6, and presents more
precisely how the experiments, described in this book, were designed. The following Subsections 5.1.1-5.1.5
are related to Subsections 2.6.1-2.6.5, respectively. The specific group of algorithms which were compared
with RIONIDA is discussed in Section 5.2.

5.1.1 Performance measure

To evaluate learning algorithms (and as sub-task also classifiers), we use two performance measures, namely
F-measure and G-mean. We have not used AUC measure. One reason is the criticism about it (for the
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references see Subsection 2.6.1). The second is that BRACID, one of the important learning algorithms that
we wanted to compare with, does not return probabilities for the two decision classes (only the deterministic
decision is returned)1.

5.1.2 Estimation of the chosen performance measure

For estimation of the chosen performance measure (out of two mentioned above), we use 10 times repeated
10-fold stratified cross-validation. Partial results of each 10-fold stratified cross-validation are micro-averaged.
As the final estimation of the desired measure, the average of ten repetitions of this procedure is used. In
Figure 5.2, we summarise how the estimation of the chosen performance measure is computed. This figure
uses the notion of AF-learner, which will only be defined in Subsection 5.2.1. However, at this stage, the
readers can think of AF-learner as simply a learning algorithm.

For all compared learning algorithms, the same splits in the cross-validation process are used. It can be
thought that the estimation is done in parallel for all learning algorithms. In practice, we simply use the same
random seed (used for random partitions of data sets) for all learning algorithms in the process of estimating
the chosen measure.

5.1.3 Selection of data sets for evaluation

In order to perform comparative experiments, several data sets have been selected. All but one are from
the UCI Machine Learning Repository [15]. Only mammography data set is not publicly available and was
supported by Nitesh Chawla [4] (see also [29]).

5.1.3.1 Data description

In this section, data sets used in experiments are presented. Data sets for the binary classification task are
relevant directly for the RIONIDA algorithm. In turn, data sets containing originally more than two classes
were transformed into the binary classification task by choosing one small class or joining several small
classes into one (minority) class; other classes were joined into another (majority) class. Table 5.1 presents
all data sets used in the experiments.

We give here a very brief description of the used data sets according to the information gained from the
UCI repository and also about mammography data set. We divide it into two parts. In the first part, we shortly
describe data sets with binary decisions which can be directly used for the binary classification task. Below,
we list these data sets together with their short description.

1. Breast Cancer Data Set – This is one of the three data sets provided by the Oncology Institute that has
repeatedly appeared in the ML literature. This data set includes instances of two (decision) classes: no
recurrence events and recurrence events.

1 In fact, in the current implementation, RIONIDA also does not provide the possibility to return probabilities for the two
decision classes. However, this can be easily implemented if it is only needed.
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2. Breast Cancer Wisconsin (Original) Data Set – The classification task is to separate benign samples from
malignant ones on the basis of nine diagnostically important cytological characteristics.

3. Statlog (German Credit Data) Data Set – This data set classifies people described by a set of attributes as
good or bad credit risks. It originally also comes with a cost matrix: it is worse to classify a customer as
good when they are bad (cost 5) than to classify a customer as bad when they are good (cost 1).

4. Haberman’s Survival Data Set – The data set contains cases from a study that was conducted between 1958
and 1970 at the University of Chicago’s Billings Hospital on the survival of patients who had undergone
surgery for breast cancer. The classes to predict are: the patient survived five years or longer and the
patient died within five years.

5. Hepatitis Data Set – The data was provided by Dr Peter Gregory of Stanford University’s School of
Medicine. The scientific problem involves 155 acute chronic hepatitis patients. Of these, 33 were observed
to die from the disease while 122 survived. Dr Gregory aimed to understand the effect of the measured
variables like age, sex, and standard chemical measurements on the chance of patient survival.

6. Ionosphere Data Set – This radar data was collected by a system in Goose Bay, Labrador. This system
consists of a phased array of 16 high-frequency antennas with a total transmitted power on the order of
6.4 kilowatts. The targets were free electrons in the ionosphere. Good radar returns are those showing
evidence of some type of structure in the ionosphere. Bad returns are those that do not; their signals
pass through the ionosphere. Received signals were processed using an autocorrelation function whose
arguments are the time of a pulse and the pulse number. There were 17 pulse numbers for the Goose Bay
system. Instances in this data set are described by two attributes per pulse number, corresponding to the
complex values returned by the function resulting from the complex electromagnetic signal.

7. Microcalcifications in Mammography – Mammography images are transformed into 6 numerical
attributes. We have two decisions: normal pixels in image (the majority class) and abnormal pixels
in image (the minority class).

8. Pima Indians Diabetes Data Set – The diagnostic, binary-valued variable investigated is whether the patient
shows signs of diabetes according to World Health Organisation criteria (i.e. if the 2-hour post-load plasma
glucose was at least 200 mg/dl at any survey examination or if found during routine medical care).

9. Blood Transfusion Service Center Data Set – The center passes their blood transfusion service bus to
one university in Hsin-Chu City in Taiwan to gather blood donated about every three months. 748 donors
were selected at random from the donor database. These 748 donor data, each one included R (Recency
– months since the last donation), F (Frequency – total number of donation), M (Monetary – total blood
donated), T (Time – months since the first donation), and a binary variable representing whether he/she
donated blood in March 2007 (or not donated).

The second part contains data sets for the multiple-class classification task. These data sets cannot be
directly used for binary classification tasks. In preprocessing, they were transformed into data sets with binary
decisions2. Usually, it is done by choosing one small class as the minority class, and other classes are joined
and treated as the majority class. Below, we list these data sets together with their short descriptions.

1. Abalone Data Set – Predicting the age of abalone from physical measurements. The age of abalone is
determined by cutting the shell through the cone, staining it, and counting the number of rings through a
microscope – a boring and time-consuming task. Other measurements, which are easier to obtain, are used
to predict the age. Further information, such as weather patterns and location (hence food availability)
may be required to solve the problem. Rings is the decision attribute (+1.5 gives the age in years) and

2 It should be borne in mind that the classification of multiple-class imbalanced data is a separate problem with which we do
not deal in the book (see Introduction).
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contains integer values between 1 and 29. In the binary classification task, classes 1-4 and 16-29 were
joined into one class (the minority class).

2. Balance Scale Data Set – This data set was generated to model psychological experimental results. Each
example is classified as having the balance scale tip to the right, tip to the left, or be balanced. The
attributes are the left weight, the left distance, the right weight, and the right distance. The correct way
to find the class is the greater of (left-distance · left-weight) and (right-distance · right-weight). If they
are equal, it is balanced. In the binary classification task, a class labelled by balanced was chosen as the
minority class.

3. Car Evaluation Data Set – Car Evaluation Database was derived from a simple hierarchical decision
model originally developed for the demonstration of DEX, an expert system for decision making. The
model evaluates cars according to the given concept structure (e.g. higher-level attribute comfort depends
on low-level attributes: doors, persons, lug boot). This data set contains examples with the structural
information removed, i.e. directly relates car to the six input attributes: buying, maint, doors, persons, lug
boot, safety. The decision attribute contains values: unacc, acc, good, v-good. In the binary classification
task, a class labelled by good was chosen as the minority class.

4. Heart Disease Data Set – This database contains 76 attributes, but all published experiments refer to using
a subset of 14 of them. In particular, the Cleveland data set is the only one that has been used by ML
researchers. The decision attribute refers to the presence of heart disease in the patient. It is integer-valued
from 0 (no presence) to 4. Experiments with the Cleveland data set usually had focus on to distinguish
presence (values 1,2,3,4) from absence (value 0). In the binary classification task, we try to distinguish
heart disease indicated by number 3 from other states.

5. Ecoli Data Set – The aim is to predict protein localisation sites in gram-negative bacteria, given the amino
acid sequence information alone. There are seven localisation sites (decisions): cytoplasm (cp), 4 kinds
of the inner (cytoplasmic) membrane (im, imU, imL, imS), the periplasm (pp), and 2 kinds of the outer
membrane (om, omL). In the binary classification task, the aim is to distinct localisation site imU (inner
membrane, uncleavable signal sequence) from others.

6. Glass Identification Data Set – The original task is to determine whether the glass was a type of ‘float’ glass
or not. The study of the classification of types of glass was motivated by the criminological investigation.
At the scene of the crime, the glass left can be used as evidence if it is correctly identified. Decision
class may contain seven values: building windows float processed, building windows non-float processed,
vehicle windows float processed, vehicle windows non-float processed (none in this data set) and 3 other
decisions with numbers 5, 6, 7 indicating for the rest types. In the binary classification task, the aim is to
discern vehicle windows float processed type of glass from other types.

7. Thyroid Disease Data Set – One of Thyroid databases is used, i.e. database donated by Stefan Aberhard
(Thyroid gland data). Five laboratory tests are used to try to predict whether a patient’s thyroid belongs to
the class euthyroidism, hypothyroidism or hyperthyroidism. The diagnosis (the class label) was based on
a complete medical record, including among others anamnesis and scan. In the binary classification task,
the aim is to discern hyperthyroidism from other classes.

8. Nursery Data Set – This data set was derived from a hierarchical decision model originally developed to
rank applications for nursery schools. The final decision depended on three subproblems: the occupation
of parents and child’s nursery, family structure and financial standing, and social and health picture of the
family. The hierarchical model ranks nursery-school applications according to the given concept structure.
The decision belongs to the following ones: not_recom, recommend, very_recom, priority, spec_prior.
The Nursery Data Set contains examples with the structural information removed, i.e. directly relates the
decision to the eight input attributes. In the binary classification task, the aim is to discern very_recom
from other classes.
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9. Post-Operative Patient Data Set – The classification task of this data set is to determine the decision related
to patients in a postoperative recovery area: where they should be sent next. Because hypothermia is a
significant concern after surgery, the attributes correspond roughly to body temperature measurements.
Possible decisions are as follows: patient sent to the Intensive Care Unit, patient prepared to go home,
and patient sent to the general hospital floor. In the binary classification task, the aim is to discern class
patient prepared to go home from other classes.

10. Statlog (Vehicle Silhouettes) Data Set – The purpose is to classify a given silhouette as one of four types
of vehicle (opel, saab, bus, van), using a set of features extracted from the silhouette. The vehicle may be
viewed from one of many different angles. In the binary classification task, the aim is to discern van from
other classes.

11. Yeast Data Set – The aim is to classify proteins into their various cellular localisation sites based
on their amino acid sequences. The classes are the following: CYT (cytosolic or cytoskeletal), NUC
(nuclear), MIT (mitochondrial), ME3 (membrane protein, no N-terminal signal), ME2 (membrane protein,
uncleaved signal), ME1 (membrane protein, cleaved signal), EXC (extracellular), VAC (vacuolar), POX
(peroxisomal), ERL (endoplasmic reticulum lumen). In the binary classification task, the aim is to discern
ME2 (membrane protein, uncleaved signal) from other classes.

Among these data sets used in the experiments, a few are inconsistent (e.g. breast-cancer, haberman,
mammography, postoperative, transfusion). Among these data sets, a few contain missing values (e.g.
breast-cancer, breast-w, hepatitis, cleveland, postoperative).



Table 5.1: Description of data sets used in experiments.
Data set name Identifier No of No of conditional No of Classes for Minority

examples attributes original binary classification task class
(numerical, nominal) classes (minority class, majority class) (in %)

Abalone abalone 4177 8 (7, 1) 29 (1-4 and 16-29, others) 8.02
Balance Scale balance-scale 625 4 (0, 4) 3 (B=balanced, others) 7.84
Breast Cancer breast-cancer 286 9 (0, 9) 2 (recurrence-events, no-recurrence-events) 29.72
Breast Cancer Wisconsin breast-w 699 9 (9, 0) 2 (malignant, benign) 34.48

(Original)
Car Evaluation car 1728 6 (0, 6) 4 (good, others) 3.99
Heart Disease (Cleveland) cleveland 303 13 (6, 7) 5 (3, others) 11.55
Statlog (German Credit credit-g 1000 20 (7, 13) 2 (bad, good) 30.00

Data)
Ecoli ecoli 336 7 (7, 0) 8 (imU, others) 10.42
Glass Identification glass 214 9 (9, 0) 7 (3=vehicle_windows_f_p, others) 7.94
Haberman’s Survival haberman 306 3 (3, 0) 2 (1=the patient survived, 2=died) 26.47
Hepatitis hepatitis 155 19 (6, 13) 2 (1=die, 2=live) 20.65
Ionosphere ionosphere 351 34 (34, 0) 2 (bad, good) 35.90
Microcalcifications in mammography 11183 6 (6, 0) 2 (1=abnormal pixels, 0=normal pixels) 2.33

Mammography
Thyroid Disease new-thyroid 215 5 (5, 0) 3 (2=hyper, others) 16.28
Nursery nursery 12960 8 (0, 8) 5 (very_recom, others) 2.53
Pima Indians Diabetes pima 768 8 (8, 0) 2 (1=tested positive for diabetes, 0) 34.90
Post-Operative Patient postoperative 90 8 (0, 8) 3 (S=patient prepared to go home, others) 26.67
Blood Transfusion Service transfusion 748 4 (4, 0) 2 (1=donated blood, 0=not donated) 23.80

Center
Statlog (Vehicle Silhouettes) vehicle 846 18 (18, 0) 4 (van, others) 23.52
Yeast yeast 1484 8 (8, 0) 10 (ME2, others) 3.44
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5.1.3.2 Argumentation for the choice of benchmarks

This choice of data sets seems to create a relevant base for experiments since we have selected 20 fairly
diverse imbalanced data sets considering the aspects described below.

• The size of data sets is varied (from 90 to 11180 examples in total).
• The percentage of the minority class is varied (from 2.33% to 35.90%, i.e. imbalance ratio is between

around 2 and 42).
• The types of attributes are also varied (either only numerical, either only symbolic or mixed numerical

and symbolic).
• The data set difficulty, in terms of types of examples discussed in Subsection 2.4.3, is also varied. This

fact is discussed in [20] where most of the data sets which we use in our experiments were inspected.
For example, out of the data sets inspected in [20] and occurring in our experiments the most difficult
data sets are: (sorted in order from the ‘most difficult’ to ‘easier ones’) balance-scale, yeast, transfusion,
postoperative, abalone, glass, cleveland. These data sets contain a small number (or even none) of safe
examples, more than 25% of outlier examples and a relatively high number of the border or rare examples.
For example, balance-scale data set contains no safe example, and no borderline example, 8.16% of rare
examples and 91.84% of outlier examples; cleveland data set contains no safe example, 31.43% borderline
examples, 17.14% of rare examples, and 51.43% of outlier examples (for details and information about
other data sets see [20]).

• There are both consistent and inconsistent data sets. There are data sets with and without missing values.

5.1.4 Statistical tests

We use the Friedman statistical test (see Subsection 2.6.4) for comparing multiple learning algorithms on
multiple data sets. If this test passes, then we use the post-hoc tests Nemenyi or Finner (for a discussion about
both of them see Subsection 2.6.4). The first one enables us to compare all learning algorithms against each
other, and the second one is used to compare the RIONIDA learning algorithm with other algorithms used
in the comparative experiments. For all tests, we use the significance level 𝛼 = 5%.

The statistical analysis was done using the R Project for Statistical Computing, commonly known as the
R Package (see [22]).

5.1.5 Selecting the best learning algorithm for real-life data sets

Additionally to data sets from the UCI repository we also chose the mammography data set (not included in
the UCI repository). This gives us a greater variety of imbalanced data sets and gives us more persuasive
arguments for our conclusions. However, taking into account the remarks in Subsection 2.6.5, one should
be aware that our comparison can give us only some suggestions about the quality of the new proposed
algorithm (RIONIDA).
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5.2 Learning algorithms and filters used in comparative experiments

Generally, one of the aims of performed experiments was to compare the new algorithm (RIONIDA) with
some other state-of-the-art learning algorithms. Some of them are specially designed for the classification of
imbalanced data, and some are not. However, one can also use state-of-the-art learning algorithms developed
for balanced data and apply them to the results of sampling methods (filters) dedicated to imbalanced data.
We use two types of well-known filters (and additionally one trivial Null-filter for cases when no filter
is used). Below we describe all learning algorithms and filters used in the experiments.

Moreover, we describe the variants of these algorithms and filters used in the experiments. Taking
into account the variety of learning algorithms use, there arise different possibilities of the comparison of
algorithms. Thus, we also present three strategies for selecting representative scores for learning algorithms
used in the experiments. These strategies (used later for comparisons of learning algorithms) are related to
three levels of increasing challenge for RIONIDA in relation to the other algorithms.

5.2.1 Configuration and AF-learner

One could perform comparative experiments using the default options for learning algorithms and one
selected specific filter, e.g. well-known filter SMOTE. Those interested in such standard comparison only can
skip most of the below considerations and move on to respective fragments of Subsections 5.3.1 and 5.3.2
related to default settings (starting on page 156 and 166, respectively). However, it could be not satisfactory
as one could argue that for different use of learning algorithms (different options settings) or different use
of filters the performance of algorithms could change and as a result could change final conclusions. Thus,
we decided to make a comparative study taking into account many possible combinations of options for
used learning algorithms. Moreover, any learning algorithm with the specific combination of options can be
preceded by data preprocessing with the use of different filters. In our experiments, we use for each learning
algorithm a significant number of combinations of options combined with a few different filters. However,
we try to design experiments to make a general comparison of the selected learning algorithms (taking into
account their different settings and use of different filters).

For the sake of readability, we use the following nomenclature for the description of performed experiments.
Options are some specific parameters of learning algorithms to be specified a priori by the user, which may
change the behaviour of algorithms. The fixed specific arrangement of options (with specific values, if
needed) for the learning algorithm is called the configuration of the algorithm. The fixed specific use of filters
(used for data preprocessing before running an algorithm) is called the configuration of filters. The set of
configurations of the algorithms and the set of configurations of filters used in the experiments are presented
in Subsections 5.2.3 and 5.2.4.

The learning algorithm with the fixed configuration of the algorithm and the fixed configuration of filters
used before running the algorithm is called AF-learner. Figure 5.1 illustrates the idea of AF-learner. The input
to AF-learner is a training set, and the output is a classifier. One can think of AF-learner as an extended learning
algorithm with specified its own options and specified additional options determining which filter to use in
the preprocessing phase of the algorithm. Thus, AF-learner is defined by a pair ⟨𝑎𝑙𝑔𝐶𝑜𝑛 𝑓 , 𝑓 𝑖𝑙𝑡𝑒𝑟𝐶𝑜𝑛 𝑓 ⟩,
where 𝑎𝑙𝑔𝐶𝑜𝑛 𝑓 is an algorithm name together with a configuration of the algorithm, and 𝑓 𝑖𝑙𝑡𝑒𝑟𝐶𝑜𝑛 𝑓

is a configuration of filters. In the following considerations, sometimes we identify such a pair with its
corresponding AF-learner.
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It should be noted that any learning algorithm selected for experiments, formally defines a class of learning
algorithms (taking into account the setting of its options and the possible use of preprocessing filters). The
notion of AF-learner was introduced to reduce the ambiguity of terms and make our considerations more
precise. Also, any learning algorithm selected for comparisons (with a purpose to establish its specific
AF-learners) from now on will often be called the algorithm, for short.

For each algorithm used in the experiments, several AF-learners are available. The main idea of the
following considerations is to compare the RIONIDA algorithm not only with one a priori chosen AF-learner
for each of algorithms used in the experiments, but with many of them, and what is more, with the ‘optimal
combination’ of AF-learners defined by the specific algorithm. In other words, we wanted to make the ‘best’
use of the algorithms and filters selected for comparisons with RIONIDA. One could make comparisons with
all chosen AF-learners. However, it would be inconvenient for presentation (we have chosen 99 AF-learners
as it will be explained later), not to mention other difficulties. Moreover, such an approach would not enable
us to use in comparisons the mentioned ‘optimal combination’ of these AF-learners.

We have decided to use for the final comparison of each algorithm the scores (the estimation of the
chosen performance measure; see Subsection 5.1.2) of its relevant AF-learners. In the next subsections, we
specify algorithms and their AF-learners used for comparisons. Also, we specify three strategies for selecting
the representative scores for the algorithms (related to three levels giving other algorithms an increasing
advantage over RIONIDA).

Fig. 5.1: Illustration of the idea of AF-learner.
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5.2.2 Algorithms used in comparative experiments

In our comparative experiments, we used 3 algorithms developed especially for imbalanced data and 7
algorithms developed for balanced data. The performance of the latter can be significantly improved for
imbalanced data by using them together with filters developed for such data sets.

Below, we list three algorithms used in the experiments which were specially developed for the analysis
of imbalanced data together with their short descriptions.

1. BRACID (Bottom-up induction of Rules And Cases for Imbalanced Data) – Analogously to RISE (see
the description of RISE below) it uses an integrated representation of rules and single instances. It
comprehensively addresses the issues associated with imbalanced data. It uses the strategy of bottom-up
induction of rules from single examples with the specific generalisation strategy. A conflict resolution is
based on the supports of the nearest rules to the test example. For more information, see [18, 19].

2. MODLEM-C – an extension of MODLEM algorithm (see below) with the possibility to strengthen
Sensitivity. The rule strength is multiplied for all rules describing the minority class by the same real
number called the strength multiplier given as a parameter. It is equivalent to adding duplicates from the
minority class from the training set. For more information, see [13, 12] (and citations given for MODLEM
below).

3. RIONIDA (Rule Induction with Optimal Neighbourhood for Imbalanced Data Algorithm) – algorithm
described in the book.

Below, we list the remaining algorithms (generally dedicated to balanced data) used in the experiments
with their short descriptions.

1. kNN3 (k-nearest neighbours learning algorithm) – Can select the relevant value of 𝑘 based on
cross-validation. Can also do distance weighting. For more information, see [2].

2. MODLEM – Heuristic algorithm generating a minimal set of rules. It is a kind of extension of algorithm
LEM2 [11] to work with numerical attributes with no need of discretisation in preprocessing. For numerical
attributes, it uses similar elementary conditions as in decision trees (value of attribute less or greater than
a given value). For more information, see [23, 25, 24].

3. J48 (decision tree learning algorithm) – Class for generating a pruned or unpruned C4.5 decision tree. For
more information, see [21] (see also [27]).

4. PART – The method combines the two rule learning paradigms: used by C4.5 and RIPPER. It is called
PART because it is based on partial decision trees. PART uses separate-and-conquer, builds a partial C4.5
decision tree in each iteration and makes the ‘best’ leaf into a rule. For more information, see [8] (see also
[27]).

5. RIPPER (Repeated Incremental Pruning to Produce Error Reduction) – This algorithm implements a
propositional rule learner proposed by William W. Cohen as an optimised version of IREP (see [9]). For
more information, see [5] and also [27].

6. RISE (Rule Induction from a Set of Exemplars) – This algorithm is a unification of the two widely-used
empirical approaches: rule induction and instance-based learning. In this algorithm, instances are treated
as maximally specific rules, and classification is performed using the best match strategy. Rules are
learned by gradually generalising instances until no improvement in apparent Accuracy is obtained. For
more information, see [6].

3 It should be mentioned that the kNN algorithm used in the comparative experiments comes from WEKA library. It may differ
in details (e.g. see Definition 2.14 of the neighbourhood) in comparison to the kNN algorithm shown in Subsection 2.3.3 (see
Algorithm 3). However, we do not want to go into details of these differences.
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7. RIONA (Rule Induction Optimal Neighbourhood Algorithm) – algorithm described in the book.

Table 5.2 provides technical details about these algorithms.

Table 5.2: References concerning algorithms used in comparative experiments. Each entry in the last column
indicates whether the algorithm is developed for imbalanced data (ID).
algorithm author(s) of author(s) of additional information for
short name idea used implementation ID
BRACID Jerzy Krystyna not publicly available yes

Stefanowski, Napierała
Krystyna Napierała [19]

MODLEM Jerzy Szymon available in official WEKA no
Stefanowski Wojciechowski package
[23]

MODLEM-C Jerzy Szymon not publicly available yes
Stefanowski, Wilk
Jerzy
Grzymala-Busse [13]

RIONA Arkadiusz Arkadiusz available in library no
Wojna, Wojna, Rseslib [1] and in official
Grzegorz Góra Grzegorz Góra WEKA package
[10]

RIONIDA Grzegorz Góra Grzegorz Góra not yet publicly available yes
(planned to be publicly
available as RIONA)

RISE Pedro Domingos Krystyna reimplementation of the no
[6] Napierała original author’s

implementation
kNN David W. Aha, Stuart Inglis, from WEKA library: no

Dennis Kibler, Len Trigg, Eibe weka.classifiers.lazy.Ibk
Marc K. Albert Frank
[2]

J48 Ross Quinlan Eibe Frank from WEKA library: no
[21] weka.classifiers.trees.J48

PART Eibe Frank, Eibe Frank from WEKA library: no
Ian H. Witten weka.classifiers.rules.PART
[8]

RIPPER William W. Xin Xu, from WEKA library: no
Cohen [5] Eibe Frank weka.classifiers.rules.Jrip
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5.2.3 Configurations of algorithms used in comparative experiments

Let us recall that for a given algorithm its configuration is defined by the specific combination of options
with their specific values. Generally, for any algorithm, the set of all possible configurations of the algorithm
can be potentially huge. For any algorithm, we would like to consider these sets that are reasonably reduced
and simultaneously representing relevant variations of the algorithm performance. Thus, for each algorithm,
we selected a specific set of configurations of the algorithm which were used in the experiments. It was done
in two steps.

First, for each algorithm, we selected the set of options for which varied settings were used. This choice
was done a priori. However, we considered options which – used with non-default settings – could potentially
improve the algorithm performance in the considered classification problem. Table 5.3 presents the selected
options of algorithms with their descriptions. Options not listed in this table are used with their default values
for the following comparative experiments.

Second, we selected several combinations of the (selected) options. In particular, these combinations
are defined by a selected set of values to be used for options with their parameter values. In this way,
the configurations of the algorithms were selected. This choice was also done a priori. However, for any
algorithm, we considered a ‘reasonable’ set of its configurations. Let us also note that for any algorithm, its
default combination of options was included in the set of its configurations (if only such a default combination
was specified for the algorithm). Table 5.4 presents for each algorithm its selected configurations used in the
experiments.

In the sequel, we write RIONIDAG instead of RIONIDA -T 0, and RIONIDAF instead of RIONIDA -T 1
(i.e. the performance measure to be optimised in RIONIDA is set to G-mean or F-measure, respectively) as
it was told in Table 5.3.

Let us note that for the RIONIDA algorithm, we use only one configuration while making comparisons
for G-mean and one configuration while making comparisons for F-measure (depending on the considered
performance measure). It means that in the experiments for the fixed performance measure, we simply
use either RIONIDAG or RIONIDAF. While describing the experiments, RIONIDA denotes RIONIDAG or
RIONIDAF depending on the chosen performance measure (G-mean or F-measure, respectively).

Also, we have chosen only one configuration for the RIONA algorithm. RIONA has, of course, more
possible configurations which could give a better result. However, we used only those options which are
analogous to the options of the RIONIDA algorithm. The main aim of using RIONA in the comparative
experiments was to check whether RIONA with the relevant filters only can be competitive with RIONIDA. A
more detailed performance comparison of algorithms RIONIDA and RIONA is presented in Subsection 5.5.2.

5.2.4 Configuration of filters used in comparative experiments

In our experiments, two filters were used:

• SMOTE (Synthetic Minority Over-sampling Technique) – see description in Subsection 2.5.1. For more
information, see [4];

• ENN (Edited Nearest Neighbour) – tries to discard unreliable majority examples, by removing any majority
examples whose class label differs from the class of at least two of its three nearest neighbours. For more
information, see [26] (see also [3]).

Table 5.5 provides technical details about these filters.
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Table 5.3: Technical details concerning options of algorithms used in experiments.
algorithm used options description
kNN -K [k] Number of nearest neighbours (k) used in

classification (default 1) or specific use in
case the option -X is used.

-X Used for selecting the optimal number of
nearest neighbours between 1 and the k
value (in this case, this value is specified by
option -K) using leave-one-out evaluation on
the training data (used when k > 1).

PART -U Generate unpruned decision list.
-R Use reduced error pruning.
-C [pruning confidence] Set the confidence threshold for pruning

(default 0.25).
J48 -U Use the unpruned tree.

-A The Laplace smoothing for predicted
probabilities.

-C [pruning confidence] Set the confidence threshold for pruning
(default 0.25).

RIPPER -P Whether NOT use pruning
(default: use pruning).

-E Whether NOT check the error rate ≥ 0.5 in
stopping criteria (default: check).

RISE (no options are used)
MODLEM (no options are used)
MODLEM-C -M [strength of min class] Used for setting the constant strength

multiplier for the minority class.
RIONA (no options are used – all options settings are

the same as default options in the
RIONIDA algorithm)

BRACID (no options are used)
RIONIDA -T [optimisation measure] Set performance measure to be optimised

(0=G-mean; 1=F-measure; 2=Accuracy). It
should be stressed that this option is not
used in the experiments to select the optimal
AF-learner. It is fixed and set depending
on the performance measure in which we
are interested in the given experiment. For
clarity and for short we will write RIONIDAG
instead of RIONIDA -T 0, and RIONIDAF
instead of RIONIDA -T 1.
(no other options are used – for other options
default settings are used)
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Table 5.4: Technical details of all selected configurations for each algorithm.
algorithm used configuration description

config. (the meaning of the combination of options)
kNN -K 1 Use in classification constant number of nearest

neighbours equal to 1, 2, 3, 4, 5, 6, 7, 8, 9 or 10.
-K 2
. . .
-K 10
-K 100 -X Select the number of nearest neighbours between 1

and 100 (fixed in the specification) using leave-one-out
evaluation on the training data.

PART -U Unpruned decision list.
-R Use reduced error pruning.
-C 0.5 Set confidence threshold for pruning to 0.5, 0.25 (default)

or 0.1.
-C 0.25
-C 0.1

J48 -U Use the unpruned tree.
-A Laplace smoothing for predicted probabilities.
-A -U Both above settings.
-C 0.5 Set confidence threshold for pruning to 0.5, 0.25

(default) or 0.1.
-C 0.25
-C 0.1

RIPPER Default options.
-P Do not use pruning.
-E Do not check the error rate ≥ 0.5 in stopping criteria.
-E -P Both above settings.

RISE Default options.
MODLEM Default options.
MODLEM-C -M 1 Constant strength multiplier for the minority class

equal to 1, 2, 3, 4, 5, 6, 7, 8, 9 or 10.
-M 2
. . .
-M 10

RIONA options set to the default options of the RIONIDA
algorithm

BRACID Default options.
RIONIDA (-T 0 or -T 1) Performance measure to be optimised is fixed (G-mean

or F-measure, i.e. specified by option T) in the current
experiment. For other options, their default values
are used (CSVDM distance measure, none method for
attribute weighting, use of indexing to accelerate nearest
neighbours search, find the optimal number of nearest
neighbours, the maximum number of neighbours while
optimising automatically equal to 100, use rules to
filter nearest neighbours, votes to neighbours does not depend
on distance)
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Any fixed specific combination of the above filters is called the configuration of filters. In the experiments,
we use the following configurations of filters:

1. Null-filter (no filter) – in such case no preprocessing of data is performed (original training data are
used).

2. SMOTE – training data are preprocessed by filter SMOTE so that new training data set is presented to the
algorithm.

3. SMOTE+ENN – first filter SMOTE is used, and then filter ENN is used.

SMOTE is one of the most popular over-sampling methods for imbalanced data with quite good performance
in comparison to other sampling methods. Thus, it is frequently used as a counterpart in empirical evaluations
(see e.g. [3]).

The motivation for selecting the configuration of filters SMOTE+ENN comes from [3], where it was shown
that this combination of filters provides in practice very good performance in comparison to other combination
of filters for data sets with a small number of positive examples. Such a combination of filters is often applied
in the literature in case of the data sets with complex distributions of classes (see e.g. [18]).

Table 5.5: References concerning filters used in comparative experiments.
filter author(s) of author of used used
short name idea implementation implementation
Null-filter weka.filters.AllFilter
SMOTE Nitesh V. Tomasz implemented in the

Chawla, Kevin Maciejewski [16] Stefanowski
W. Bowyer, group
Lawrence O.
Hall, and
W. Philip
Kegelmeyer [4]

ENN Dennis L. Michał implemented in the
Wilson [26] Marcinkowski [17] Stefanowski

group

5.2.5 AF-learners used in comparative experiments

Let us recall that any AF-learner is defined by a pair consisting of a configuration of the algorithm (together
with the algorithm name) and a configuration of filters. As it was mentioned, we use the fixed set of selected
configurations of the algorithm (see Subsection 5.2.3) and the fixed set of selected configurations of filters
(see Subsection 5.2.4).

For a fixed algorithm, the set of possible AF-learners corresponds to the Cartesian product of two sets: the
set of selected configurations of the algorithm and the set of selected configurations of filters. However, for the
experiments, we take a subset of this set depending on whether the algorithm is dedicated to imbalanced data
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or not. Certainly, one can assume that filters cannot significantly improve the quality of algorithms dedicated
to imbalanced data. Therefore, for algorithms not dedicated to imbalanced data, all 3 possible configurations
of filters are used, and for those dedicated to imbalanced data no filter is used (i.e. Null-filter is used as
the configuration of filters).

Table 5.6 summarises the information about AF-learners used in the experiments for each algorithm.
Although the information in this table is redundant, it is presented for clarity. The existence of value no in
the second column (i.e. algorithm is not dedicated to imbalanced data) is equivalent to the existence of value
3 in the fourth column (i.e. 3 configurations of filters are used), and the existence of value yes in the second
column (i.e. algorithm is dedicated to imbalanced data) is equivalent to the existence of value 1 in the fourth
column (i.e. one configuration of filters is used, namely Null-filter). The number of AF-learners is equal
to the product of the number of configurations of the algorithm and the number of configurations of filters.

Let us consider an example for all AF-learners used in the experiments for one exemplary algorithm. First,
let us look for the selected configurations of the PART algorithm in Table 5.4 (see also Table 5.6). The 5
selected configurations of this algorithm are as follows: PART -U, PART -R, PART -C 0.5, PART -C 0.25,
or PART -C 0.1. Since this algorithm is not dedicated to imbalanced data, we use 3 configurations of filters,
namely Null-filter, SMOTE and SMOTE+ENN. We obtain for this algorithm the following set of AF-learners
to be used in the experiments:
⟨PART -U, Null-filter⟩, ⟨PART -U, SMOTE⟩, ⟨PART -U, SMOTE+ENN⟩,
⟨PART -R, Null-filter⟩, ⟨PART -R, SMOTE⟩, ⟨PART -R, SMOTE+ENN⟩,
⟨PART -C 0.5, Null-filter⟩, ⟨PART -C 0.5, SMOTE⟩, ⟨PART -C 0.5, SMOTE+ENN⟩,
⟨PART -C 0.25, Null-filter⟩, ⟨PART -C 0.25, SMOTE⟩,

⟨PART -C 0.25, SMOTE+ENN⟩,
⟨PART -C 0.1, Null-filter⟩, ⟨PART -C 0.1, SMOTE⟩, ⟨PART -C 0.1, SMOTE+ENN⟩.

Let us note that for both the algorithms RIONIDA and BRACID, the set of AF-learners consists of one
element (i.e. these algorithms are used with their default options and without filter).

Table 5.6: For each algorithm, there are given: (i) information whether the algorithm is dedicated to
imbalanced data, (ii) number of configurations of the algorithm, (iii) number of configurations of filters,
and (iv) number of AF-learners used in experiments.

algorithm is dedicated to
imbalanced data?

number of
configurations of the
algorithm

number of
configurations of
filters

number of
AF-learners

kNN no 11 3 33
PART no 5 3 15
J48 no 6 3 18
RIPPER no 4 3 12
RISE no 1 3 3
MODLEM no 1 3 3
MODLEM-C yes 10 1 10
RIONA no 1 3 3
BRACID yes 1 1 1
RIONIDA yes 1 1 1
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5.2.6 Selection of the representative scores for learning algorithms

This subsection is crucial for understanding what exactly will be presented as the performance results of
the algorithms used in the comparative experiments (in Section 5.3). As it was mentioned, any algorithm
used in experiments, formally, defines a class of learning algorithms (defined by settings of options of the
algorithm and preprocessing filters). We call these specific learning algorithms AF-learners. Let us recall
that for each algorithm we selected a reasonable (in size and representability) subclass of such class, i.e. the
set of AF-learners used in the experiments (see Subsection 5.2.5).

We naturally group these AF-learners relative to the algorithm they are derived from. Thus we obtain 33
AF-learners for the kNN algorithm, 15 AF-learners for the PART algorithm etc. (in Table 5.6 the number
of AF-learners for each algorithm is shown). Altogether we obtain 99 AF-learners (99 equals to the sum of
numbers in the last column of Table 5.6).

First, for each pair consisting of AF-learner (out of 99) and data set (out of 20), we calculate the value
of the performance measure (in %). From now on, any such value will be called the score. In Figure 5.2,
we recall and summarise how the score is computed relative to the performance measure, AF-learner, and
data set. Let us also recall that scores for all AF-learners were computed under the same conditions (for all
AF-learners precisely the same splits in the cross-validation process are used – in all ten repetitions).

Thus, for all 99 AF-learners, we calculate the vectors of 20 scores (for 20 data sets). Next, these scores
are used to generate representative scores (vector of scores for 20 data sets) for each particular algorithm.
Finally, these representative scores (vectors of scores) are used for presenting the final comparative scores,
and statistical evaluation of the experimental results.

The following three strategies for generating the vector of representative scores are used:

1. the def strategy taking the vector of scores of a priori fixed default AF-learner (in the group corresponding
to each particular algorithm),

2. the opt strategy taking the vector of scores of ‘the best’ (for the used data sets) AF-learner in the group,
3. the max strategy constructing the vector of scores of the best scores in the group for each data set.

Figure 5.3 illustrates these three strategies. For any algorithm used in the comparison, each of these
three strategies transforms the scores (vectors of scores) of AF-learners for the algorithm into the vector
of representative scores for the algorithm. In result, each of these three strategies transforms the 99 × 20
matrix of scores for 99 AF-learners and 20 data sets into the 10 × 20 matrix of representative scores for 10
algorithms. These matrices are used in the final comparisons (3 matrices for 3 strategies).

The whole process depends on the performance measure (fixed a priori by the user) used in the generation
of the initial matrix. The experiments were performed separately for F-measure and G-mean (with 3 strategies
for each of them; see Section 5.3). The choice of the measure obviously may influence the process of selection
of the representative vector of scores. For example, the optimal AF-learner in the opt strategy depends, in
particular, on the chosen performance measure. In Section 5.3, we sometimes add suffixes ‘G’ or ‘F’ to the
names of the strategies to denote that the strategy uses G-mean or F-measure, respectively.

Details concerning each of these three strategies are explained in the following subsubsections. It is
assumed for each strategy that the matrix with scores of all AF-learners is given. Such a matrix creates, in a
sense, the input to all of these three strategies.
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Fig. 5.2: Illustration of computing of the score for any pair consisting of data set and AF-learner (for the
chosen performance measure). 1) Data set is randomly split into 10 roughly equal parts so that in each fold,
the distribution of classes is roughly the same as in the original data set. 2) In each iteration of the 10-fold
stratified cross-validation, the confusion matrix is computed. 3) These matrices are added (simple matrix
addition). 4) From the joint confusion matrix, the chosen performance measure is computed (this relates to
the micro-average style of computing the performance measure; see Subsection 2.6.2). 5) These steps 1-4
are repeated 10 times for 10 different random splits, and the average of the obtained results is returned as the
score. It should be noted that for all AF-learners the same splits are used. It can be thought as the computations
are performed in parallel for all AF-learners (and in parallel scores for all AF-learners are returned).

5.2.6.1 Def strategy

For each algorithm used in the experiments, we specify a priori the default AF-learner. In the def strategy,
the most simple one, the scores (vector of scores) of the default AF-learner are used as the representative
scores for the algorithm.

For each algorithm used in the experiments, we need only to describe how to set up one default AF-learner
(independently of data sets). Information about the performance measure chosen by the user can be used only
in RIONIDA, i.e. option for such setting is available only for this algorithm. Since for other used algorithms
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Fig. 5.3: Illustration of the selection of the representative vector of scores for the final comparison for the three
strategies. Partial scores and their transformations for the exemplary PART algorithm are shown. Analogously
the transformations for other algorithms are performed. The meaning of ‘the best’ in strategy 2 (opt) will be
explained later.
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no such option is available, therefore for these algorithms, the default AF-learner is also independent of the
chosen performance measure. For each algorithm used in the experiments, we define the default AF-learner
by means of (i) the default configuration of the algorithm, and (ii) the default configuration of filters for the
algorithm.

Certainly, the default configuration of a given algorithm is the combination of default options for this
algorithm (default use of this algorithm). In practice, in most cases, using an algorithm with no options is its
default use. The default values of non-binary options used in our experiments are given in Table 5.3 (for binary
options their omission relates to their default use). Specifically, we use the following default configurations
of algorithms: kNN -K 1 (equivalent to kNN, i.e. using kNN without any option), PART -C 0.25 (equivalent
to PART), J48 -C 0.25 (equivalent to J48), RIPPER, RISE, MODLEM, RIONA, BRACID. The default
configuration of RIONIDA is described in the next paragraph. The only exception is the MODLEM-C
algorithm in which the default setting is not specified within the algorithm. For this algorithm, we use as
default the following setting MODLEM-C -M 10 (strength multiplier for the minority class equal to 10). In
fact, we use here the setting which was found as the optimal one in the opt strategy.

The default configuration of RIONIDA is RIONIDA -T 0 (called in the book RIONIDAG) or RIONIDA
-T 1 (called in the book RIONIDAF) for the chosen performance measure G-mean or F-measure, respectively.
It should be noted that the optimisation for the chosen performance measure is done using only the given
training set. In the process of the (stratified) cross-validation it alters; thus, different optimal values of internal
parameters of RIONIDA are found for different iterations. It is worthwhile to recall here Subsection 4.4.1 for
an explanation of how RIONIDA is optimised for a fixed performance measure.

As the default configuration of filters, we use SMOTE+ENN for the algorithms not dedicated to imbalanced
data, and Null-filter for those dedicated to imbalanced data. In fact, in case of the algorithms not dedicated
to imbalanced data, we use the combination of filters which usually led to the best performance of these
algorithms in the experiments related to the opt strategy. This is consistent with the already reported results
from [3].

As the default AF-learner, we use a combination of the default configuration of the algorithm and
the default configuration of filters. Specifically, it is defined by one of the pairs: ⟨algorithm with
default options, SMOTE+ENN⟩ for the algorithms not dedicated to imbalanced data, and ⟨algorithm with
default options, Null-filter⟩ for the algorithms dedicated to imbalanced data.

Let us note that we can use in this strategy the previously computed scores for all AF-learners because
for each algorithm its default AF-learner (as described above) is included in the set of AF-learners used in
the experiments (see Subsection 5.2.5). Of course, this strategy uses only a small part of the given 99 × 20
matrix of scores.

5.2.6.2 Opt strategy

One could perform comparative experiments using only the default AF-learner. However, as it was already
mentioned, this could be not satisfactory. The ideas presented in this and the following subsubsection provide
an opportunity to make a comparative study taking into account many possible AF-learners for the used
algorithms.

It is important to note that for the RIONIDA algorithm (and also for BRACID) selecting the optimal
AF-learner was omitted. It was done intentionally to compare the default setting for the RIONIDA algorithm
with the ‘best’ possible settings for other algorithms.

The main idea for the opt strategy is based on the selection of one, ‘optimal’ AF-learner for each
algorithm. Then its scores are used as the representative scores for the algorithm. Below, we explain what
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Fig. 5.4: Illustration of the opt strategy. Scores, shown as numbers in rows DS1, . . . ,DS20 (different data
sets) denote the value of the performance measure (in %) for different AF-learners and data sets. These
scores were transformed into ranks, and the average ranks (avg-r) over all used data sets were computed (see
Subsection 2.6.4 how avg-r is computed). From each group of AF-learners, the one with the minimal average
rank (avg-r) within the specific group was selected as the (optimal) representative AF-learner. Scores (vector
of scores) of this selected representative AF-learner were used for the final comparison of algorithms. For
the algorithms with only one AF-learner (RIONIDA and BRACID), their scores were simply re-written for
the final comparison of algorithms.

means selecting the ‘optimal’ AF-learner. The intuition is that we want to select the AF-learner which will
be the most competitive in the context of the Friedman statistical test used at the end of the comparative
process. Since Friedman statistical test uses average ranks of the learning algorithm, it is this factor that is
taken into account while selecting the optimal AF-learner.

As it was mentioned, the 99×20 matrix of scores (for 99 AF-learners and 20 data sets) is given. We need to
assess for each AF-learner, how well it performs on all data sets on average. Thus we count average rank4 (like

4 Basically, the scores are transformed into numbers 1, 2, . . . , 99 corresponding to the best, the second best, . . . , the worst
score. Then, average rank, i.e. the average of these numbers for all data sets, is calculated.
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in Friedman test; see Subsection 2.6.4) for each of the AF-learners. From each of the group of AF-learners,
we select the optimal one with the lowest (optimal) rank in the group. This AF-learner is selected as the
representative for the final comparison of algorithms. In result, the representative scores (vector of scores)
for the algorithm are simply copied from the scores (vector of scores) of the selected optimal AF-learner.

This strategy is illustrated in Figure 5.4 in case of G-mean performance measure (thus RIONIDA is set to
RIONIDAG). In the analysis of the figure, the readers are advised first to concentrate on the average ranks of
AF-learners (avg-r). In this illustration, the optimal AF-learners selected during this strategy are indicated as
kNN33 for the kNN algorithm, and PART14 for the PART algorithm.

Additionally, we present the results (which are discussed in Subsection 5.3.1 for the opt strategy) with
some more details to allow the readers to better understand the used strategy. Table 5.8 presents the best three
AF-learners in each group with their average ranks. Only the best AF-learner from each group was selected
as the (optimal) representative AF-learner for the final comparisons. Other AF-learners are presented in the
table only to point out other top candidates. For example, for the kNN algorithm, the following AF-learner
was selected: ⟨kNN -K 100 -X, SMOTE+ENN⟩ (options for the kNN algorithm which automatically search for
the optimal 𝑘 between 1 and 100; for preprocessing the training set, the SMOTE filter and then ENN is used).
This AF-learner is labelled in Figure 5.4 as kNN33. For the PART algorithm, the following AF-learner was
selected: ⟨PART -U, SMOTE+ENN⟩ (the PART algorithm with unpruned option; for preprocessing the training
set, the SMOTE filter and then ENN is used). This AF-learner is labelled in Figure 5.4 as PART14. For other
algorithms, their optimal AF-learners can be found in Table 5.8 as bold items. Let us note that for both the
BRACID and RIONIDA algorithms selecting the optimal AF-learner is unnecessary. In these cases default
AF-learners are used, namely ⟨BRACID , Null-filter⟩ for BRACID, and ⟨RIONIDAF , Null-filter⟩
or ⟨RIONIDAG , Null-filter⟩ for the RIONIDA algorithm (depending on whether F-measure or G-mean
was chosen as the performance measure of our interest).

Let us sum up these exemplary details and connect these results with the results used for the final
comparison. Data sets referred to as DS1, DS2, and DS20 in Figure 5.4 in fact, indicate abalone, balance-scale,
and yeast data sets, respectively. Thus, for the kNN algorithm, AF-learner ⟨kNN -K 100 -X, SMOTE+ENN⟩ was
selected (with the following scores for different data sets: 59.39% for abalone, 39.65% for balance-scale,
. . . , and 75.55% for yeast). For the PART algorithm, AF-learner ⟨PART -U, SMOTE+ENN⟩ was selected (with
the following scores for different data sets: 70.75% for abalone, 56.74% for balance-scale, . . . , and 72.76%
for yeast). These scores (obtained by the described strategy for G-mean measure) one can find in Table 5.9.

5.2.6.3 Interpretation and remarks on the opt strategy

The opt strategy somehow helps us to use the most competitive versions of algorithms in the final experiment
(see Table 5.9). Since we performed it within all AF-learners (not only within groups of variations of the
considered algorithms), this can help to find algorithms with their optimal AF-learners. These algorithms are
expected to be the most competitive with RIONIDA.

It should be emphasised that in the presented process of searching for the optimal AF-learner for algorithm
different from RIONIDA (and BRACID), the information from the test part of data sets is also used (see
Subsubsection ‘Remarks on the three strategies’ on page 155). To be precise, specific AF-learners use only
training sets. However, the selection of the optimal AF-learner is done using the average ranks obtained with
the use of test part of data sets. It gives these algorithms an advantage over RIONIDA (and also BRACID)
in the process of the performance comparison. This is because RIONIDA (and also BRACID) uses only one
fixed default AF-learner. Let us assume that someone is tuning options and filters for the algorithm using
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the fixed sets of AF-learners relative to the selected data sets. Then, most likely,5 one cannot achieve a better
result (in terms of average rank) than achieved with this optimal AF-learner for the algorithm.

5.2.6.4 Max strategy

Here, we present the most competitive strategy (of the three presented) for selecting the representative scores
for the algorithm. The main idea of the max strategy is to select for any considered algorithm the best score
separately for each data set out of the scores of AF-learners in the group corresponding to the algorithm.

As it was mentioned, the 99× 20 matrix of scores (for 99 AF-learners and 20 data sets) is given. For each
data set from each group of the algorithm, the maximal score is selected. This score is used for the final
comparison of algorithms for this particular data set. For the algorithms with one AF-learner (RIONIDA and
BRACID), their scores are simply re-written for the final comparison of algorithms.

In the previous subsubsection, a single (optimal) AF-learner was selected for each algorithm. Then its
scores were used as the representative scores for the algorithm. This strategy can be seen as selecting the
optimal AF-learner separately for each data set.

The max strategy is illustrated in Figure 5.5 in case of G-mean performance measure (thus RIONIDA is
set to RIONIDAG). The (exemplary) optimal AF-learner for the kNN algorithm selected during this strategy
are as follows: kNN8 for data set DS1; kNN3 for data set DS2 and kNN8 for data set DS20. The optimal
AF-learner for the PART algorithm are as follows: PART11 for data set DS1; PART14 for data set DS2 and
PART14 for data set DS20.

To allow the readers to better understand the used idea, we expand the presented results by providing some
more details. The AF-learner referred in Figure 5.5 as kNN3 indicates the AF-learner ⟨kNN -K 1, SMOTE⟩
(options for the kNN algorithm with fixed 𝑘 =1; for preprocessing the training set, the SMOTE filter is used).
The AF-learner referred as kNN8 indicates the AF-learner ⟨kNN -K 2, SMOTE+ENN⟩ (options for the kNN
algorithm with fixed 𝑘 =2; for preprocessing the training set, the SMOTE filter and then the ENN filter is used).
Data sets referred as DS1, DS2, and DS20 indicate abalone, balance-scale, and yeast data sets, respectively.
In particular, for the kNN algorithm, different AF-learners were selected (with the above-described strategy)
for different data sets: ⟨kNN -K 2, SMOTE+ENN⟩ for abalone (with the score 63.46%), ⟨kNN -K 1, SMOTE⟩ for
balance-scale (with the score 65.34%), and ⟨kNN -K 2, SMOTE+ENN⟩ for yeast (with the score 79.83%). All
these scores can be found in Table 5.10, which will be analysed in the next section. The scores in the table
come from the described strategy. Above, we explained how these scores were obtained. However, when the
final results are presented in the next section, e.g. in Table 5.10, no such detailed information will be given.

5.2.6.5 Interpretation and remarks on the max strategy

Let us assume that for each algorithm used in the experiments, one constructs a meta-learning algorithm that
learns the optimal AF-learner for a given training sample (using some validation scheme). For each algorithm,
the max strategy provides an (upper) approximation of the scores of such meta-learning algorithm.

5 The presented process is a kind of heuristic. In this way, what we call optimal is, in fact, a pseudo-optimal AF-learner, i.e.
another AF-learner can possibly achieve better average rank than the selected one in this heuristic as the optimal AF-learner.
This relates to the fact that the average rank of the considered algorithm depends not only on its performance but also on the
other algorithms used in comparisons. Here, we consider all possible AF-learners. Later we use only AF-learners selected in
this step.
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Fig. 5.5: Illustration of the max strategy. First, experiments were performed jointly for all algorithms with all
selected AF-learners. Scores, shown as numbers in rows DS1, . . . ,DS20 (different data sets) denote the value
of the performance measure (in %) for different algorithms and data sets. Then for each data set from each
group of AF-learners, the maximal score was selected. These maximal scores are marked with red rectangles.
These scores were used for the final comparison of algorithms for particular data sets. For the algorithms
with one AF-learner (RIONIDA and BRACID), their scores were simply re-written for the final comparison
of algorithms.

In fact, with the above interpretation, the presented strategy relates to using additionally the test parts of
data set (for the optimal AF-learner selection). To be precise, specific AF-learners use only training sets.
However, the selection of the optimal AF-learner is done using the scores obtained with the use of test part
of data sets (see Subsubsection ‘Remarks on the three strategies’ below).

It should be noted that the kNN algorithm used in the experiments has internally implemented learning
of its parameter 𝑘 and we use such a functionality (option -X). However, by using the max strategy for the
kNN algorithm, we still give an advantage for this algorithm (we emulate the possibility of using even better
meta-learning scheme) in comparison with RIONIDA.
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5.2.6.6 Remarks on the three strategies

Out of the three presented strategies, the def strategy is the most straightforward. It is commonly used in the
literature for comparative experiments (default use of the algorithm is applied; possibly preceded with some
fixed filter).

Two remaining strategies are more compound and return the scores, which potentially could be obtained
by algorithms in experiments under some strong assumptions. Let us concentrate on the aforementioned
interpretations for the opt and max strategies. In these interpretations, the opt strategy (a posteriori) tunes
the options and filters (relative to the used data sets), and the max strategy ‘learns’ options and filters on the
meta-learning level6.

In such a case, the experiments could seem as improperly prepared since we set the optimal AF-learner
for each algorithm using the information included in the test part of data sets. However, by arranging the
experiment in this way we give an advantage for algorithms with more than one AF-learner over RIONIDA
(in fact also over BRACID, which also has no variability in the set of AF-learners).

The opt strategy can be seen as comparing RIONIDA with other algorithms under consideration using
their optimal (in terms of average ranks) AF-learners (out of the presented ones). These optimal AF-learners
were selected taking into account the used data sets (for all algorithms excluding RIONIDA). In particular,
if all the learning algorithms were set by chance with other options and filters than the default ones, then one
could expect that the obtained results were lower (for other algorithms than RIONIDA) than the presented
ones. If for this strategy, RIONIDA could be shown to be statistically better than some algorithms, then this
should be perceived as a strong result in favour of the RIONIDA algorithm.

The max strategy can be seen as comparing RIONIDA with other algorithms under consideration using the
upper bound of scores (for individual data sets) obtained when meta-learning for the selection of AF-learners
was implemented for algorithms other than RIONIDA. In particular, if all learning algorithms were supported
with the possibility of learning of the optimal AF-learners (using only the training data), one could expect
that the obtained scores were lower (for other algorithms than RIONIDA) than the presented ones in the
comparisons for the max strategy. If for this strategy, RIONIDA could be shown to be statistically better than
some algorithms, this should be perceived as a very strong result in favour of the RIONIDA algorithm.

5.3 Comparison of RIONIDA with the selected state-of-the-art algorithms

Let us recall that RIONIDA was constructed for data analysis in a possibly wide range of application domains.
In this section, we will try to answer the question whether the presented algorithm can be evaluated as ‘better’
than the other algorithms used in the comparison (with subject to all remarks in Section 2.6).

An important step in the process of evaluation of learning algorithms is related to statistical tests (see
Section 2.6). Generally, we use the Finner statistical test (after the Friedman test), characterised by the
relatively high power. However, we also use the Nemenyi statistical test due to its clear graphical interpretation.
It is used whenever the Finner test shows that RIONIDA is significantly better than all other algorithms used
in the comparison, and simultaneously the Nemenyi test shows the same. In such a case, we can present the
results in a more compact graphical form. Then by using the Nemenyi test, additionally the comparison of
other pairs of algorithms is given. However, without focusing on such comparisons, we only very briefly
discuss the related issues.

6 It should be noted that normally meta-learning scheme would select different optimal options and filters for different splits in
the cross-validation process. However, here the common optimal options are used for all splits.
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As it was mentioned previously, two general groups of the comparative experiments were performed
corresponding to the chosen performance measure: G-mean and F-measure. The results for these measures
are shown in the following Subsections 5.3.1 and 5.3.2, respectively.

5.3.1 Comparison of algorithms for G-mean

In this section, we assume that the performance measure we are interested in is G-mean. Thus, the particular
parameter of RIONIDA is set to optimise G-mean. The algorithm with this setting is called RIONIDAG. In
this section, the representative scores for RIONIDA are fixed, i.e. these are simply scores for RIONIDAG. In
the following subsections, we permanently underline this fact that for RIONIDAG (and BRACID) one default
AF-learner was used. Thus, irrespective of the used strategy, the scores for RIONIDAG (and BRACID) are
the same for the three considered strategies. For other algorithms used in the comparative experiments, their
representative scores are selected relative to the G-mean measure and the data sets used in the experiments
(and certainly to the used strategy; see Subsection 5.2.6).

We present the results of comparative experiments for three strategies:

1. the defG strategy (the def strategy for G-mean),
2. the optG strategy (the opt strategy for G-mean), and
3. the maxG strategy (the max strategy for G-mean) (see Subsection 5.2.6).

If we say something about an algorithm (e.g. kNN) in the context of experiments, we relate it to the
representative scores obtained with the considered strategy for the given algorithm.

5.3.1.1 Def strategy for G-mean (defG)

In this step, we compare algorithms using their default AF-learners (as described in Subsection 5.2.6 for the
def strategy). Specifically, we compare the following AF-learners:

1. ⟨kNN -K 1, SMOTE+ENN⟩,
2. ⟨PART -C 0.25, SMOTE+ENN⟩,
3. ⟨J48 -C 0.25, SMOTE+ENN⟩,
4. ⟨RIPPER , SMOTE+ENN⟩,
5. ⟨RISE , SMOTE+ENN⟩,
6. ⟨MODLEM , SMOTE+ENN⟩,
7. ⟨MODLEM -M 10, Null-filter⟩, ⟨RIONA , SMOTE+ENN⟩,
8. ⟨BRACID , Null-filter⟩,
9. ⟨RIONIDAG , Null-filter⟩.

In Table 5.7, for each learning algorithm, the representative scores of G-mean (for defG) for all used data
sets are given. The RIONIDA algorithm was set to optimise the G-mean measure, i.e. RIONIDAG was used;
hence, RIONIDAG appears in the table instead of RIONIDA.

Then the algorithms were ranked for each data set (see Subsection 2.6.4 for details). For illustration, for
five algorithms on the right in Table 5.7, we present (in parentheses) their ranks. It should be noted that the
later used Friedman statistical test (and post-hoc tests) makes use only of these ranks (not specific values of
scores).
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One can see from Table 5.7 that in most cases, the RIONIDA algorithm achieves the best score: for 20
data sets, 15 times it wins with all other algorithms (in these cases RIONIDA has the rank equal to 1), and
once (for new-thyroid) its score is equal to the other algorithm (namely, RIONA) with the best score (in this
case RIONIDA has rank equal to 1.5). In situations when it loses with an algorithm, the difference between
the best score and the score of RIONIDA is: once about 5%, once about 1%, and twice below 0.5%. For
these cases, RIONIDA has the following ranks: 4 (for abalone), 3 (for ionosphere), and 2 (for breast-w and
vehicle).

Next, the average rank for each algorithm (more precisely for each AF-learner consisting of an algorithm
with default parameters and default filter) was computed. In the third line from below of Table 5.7, the
average ranks (for all algorithms) are presented. The lower the average rank is, the better learning algorithm
is. The average of all ranks for RIONIDA gives the result 1.375, which is the best outcome. The difference
between the average rank of the RIONIDA algorithm and the second-lowest average rank (4.6 for BRACID)
is relatively high (3.225).

By using these average ranks (and particular ranks), the Friedman statistic was computed7 returning the
result 55.814. With 10 algorithms, this statistic follows the Chi-square distribution with 𝑑𝑓 = 9 (degrees of
freedom). The obtained value exceeds the critical value for the Chi-square distribution (equal to 16.92 for
𝛼 = 0.05, i.e. the significance level used in the book, and 𝑑𝑓 = 9). As we mentioned, the more informative
it is to use the p-value. The obtained p-value is equal to 8.52 · 10−9, which is much smaller than 𝛼 = 0.05.
Anyway, we can safely reject the null hypothesis that all the algorithms perform equally well. This information
is necessary to make a more informative step, i.e. post-hoc test. In the discussed table (and the next ones),
we present the most important outcomes of the Friedman statistical test in the second line from below.

The best result (average rank) is achieved by RIONIDAG. The post-hoc test is used to detect whether the
differences between this and the other learning algorithms are statistically significant. As it was mentioned,
the Finner statistical test was used to compare all learning algorithms with the selected control one (in our
case RIONIDA).

The adjusted p-values for each of the algorithm for the Finner statistical test (with the RIONIDAG algorithm
set as the control one) are the following: kNN 8.31487 · 10−5; PART 3.431262 · 10−6; J48 4.841227 · 10−7;
RIPPER 2.596844 · 10−7; RISE 2.596844 · 10−7; MODLEM 2.770859 · 10−8; MODLEM-C 3.552973 · 10−8;
RIONA 0.0005254441; BRACID 0.0007560509. The essential information for this test is whether each
particular p-value is below (or even well below) 0.05 (5%)8. The smaller the p-value, the stronger is the
evidence that the difference between RIONIDA and another considered algorithm (corresponding to the
p-value) is statistically significant (see Subsection 2.6.4).

For all learning algorithms used in comparisons with RIONIDAG, the corresponding p-value is (much)
smaller than 𝛼 = 0.05. Thus, we can (confidently) reject all the null hypotheses corresponding to the
algorithms used in the comparison (at 0.05 level of significance). In other words, RIONIDAG is significantly
better than any other learning algorithm (with default AF-learners) relative to the G-mean performance
measure.

In the discussed table (and the next ones) we present p-values rounded to 5 decimal places. In case the
p-value is smaller than 10−5, only its order of magnitude is indicated. For example, for the PART algorithm,
it is shown that p-value is smaller than 10−5.

Additionally, we also used the Nemenyi statistical test (for multiple comparisons) due to its clear graphical
interpretation. Figure 5.6 shows the critical difference plot for the Nemenyi statistical test in this case. The line

7 Let us recall that this test takes into account the variations in the ranks of algorithms.
8 If so, it means that differences between the newly presented algorithm and other algorithm are statistically significant. If not,
it means that no statistical difference could be detected with this post-hoc test (the results could be statistically different or not –
we still do not know the correct answer).



Table 5.7: The values of G-mean (in %) for different algorithms and different data sets, for defG. The RIONIDA algorithm was set to optimise the G-mean measure
(i.e. RIONIDAG was used). For each data set, the best-obtained score is shown in bold. Also, for illustration, for five algorithms on the right (including RIONIDAG),
ranks for these algorithms and different data sets are shown (in parentheses). At the bottom are shown: (i) average rank for each algorithm, (ii) important outcomes
of the Friedman statistical test (Friedman statistic, degrees of freedom, and p-value), and (iii) adjusted p-values (APV) with the Finner post-hoc test using RIONIDA
as the control algorithm.

The vectors of representative scores for different learning algorithms generated with the defG strategy
Data set kNN PART J48 RIPPER RISE MODLEM MODLEM-C RIONA BRACID RIONIDAG

abalone 59.39 70.06 70.36 73.05 60.03 65.54 (6) 55.06 (10) 59.91 (8) 65.80 (5) 67.94 (4)
balance-scale 56.97 47.03 22.70 13.58 40.97 12.90 (9) 2.78 (10) 33.26 (6) 58.68 (2) 76.98 (1)
breast-cancer 56.64 53.99 54.23 53.53 58.26 56.04 (7) 58.34 (2) 56.92 (5) 58.17 (4) 64.98 (1)
breast-w 97.36 96.28 95.79 95.99 96.89 96.16 (7) 94.89 (10) 97.81 (1) 96.91 (4) 97.53 (2)
car 83.23 86.68 87.40 80.08 75.89 82.51 (7) 89.23 (2) 80.37 (8) 87.47 (3) 96.74 (1)
cleveland 63.83 63.77 66.48 69.68 59.43 63.34 (7) 35.61 (10) 65.27 (4) 62.89 (8) 76.38 (1)
credit-g 65.66 66.30 66.17 65.59 65.27 65.57 (8) 66.78 (2) 66.35 (3) 62.27 (10) 69.90 (1)
ecoli 86.82 84.82 84.11 86.36 85.59 84.15 (8) 67.65 (10) 86.68 (3) 84.42 (7) 88.82 (1)
glass 62.75 64.30 67.89 57.00 54.69 63.16 (5) 47.64 (9) 66.80 (3) 39.90 (10) 69.26 (1)
haberman 59.76 61.64 62.41 61.90 60.35 62.64 (2) 57.10 (10) 59.85 (7) 59.55 (9) 65.40 (1)
hepatitis 74.94 67.56 66.78 65.82 71.16 71.71 (5) 67.55 (8) 73.46 (4) 77.11 (2) 79.00 (1)
ionosphere 89.91 86.88 85.64 84.27 91.91 85.93 (8) 89.55 (6) 90.37 (4) 91.42 (2) 90.89 (3)
mammography 73.48 72.59 71.73 73.37 73.18 70.68 (9) 68.74 (10) 74.17 (3) 85.41 (2) 89.70 (1)
new-thyroid 98.71 95.13 95.05 95.16 97.73 94.36 (9) 92.92 (10) 98.93 (1.5) 98.69 (4) 98.93 (1.5)
nursery 89.99 97.12 87.04 84.43 83.82 97.05 (4) 99.80 (2) 88.73 (7) 96.58 (5) 99.90 (1)
pima 66.75 67.07 67.47 68.42 67.99 65.41 (10) 69.96 (3) 66.54 (9) 71.28 (2) 72.87 (1)
postoperative 38.32 36.03 37.33 33.91 36.84 34.75 (8) 40.21 (3) 34.02 (9) 42.49 (2) 43.66 (1)
transfusion 62.76 61.89 63.22 64.38 63.11 62.31 (8) 57.57 (10) 63.34 (4) 64.39 (2) 67.64 (1)
vehicle 93.27 93.51 93.03 93.06 92.59 93.67 (5) 95.45 (1) 94.47 (3) 93.82 (4) 95.10 (2)
yeast 74.34 71.43 70.08 73.60 68.78 64.55 (9) 46.95 (10) 75.92 (2) 72.38 (5) 84.95 (1)

average rank 5.2 5.9 6.3 6.45 6.5 7.05 6.9 4.725 4.6 1.375

Friedman test Friedman’s chi-squared = 55.814, df = 9, p-value = 8.52 · 10−9

APV Finner 0.00008 < 10−5 < 10−6 < 10−6 < 10−6 < 10−7 < 10−7 0.00053 0.00076 control
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in the diagram with integer numbers is the axis on which we plot the average ranks of learning algorithms (to
be precise default AF-learner for the learning algorithm). The diagram should be read in such a way that the
better the learning algorithm is, the more it is to the left. The horizontal interval marked as CD is the critical
difference in the Nemenyi statistical test. The performances of two algorithms are significantly different (with
the level of significance at 0.05) according to this test if the corresponding average ranks differ by at least the
critical difference. This fact is also marked in the diagram. We connect the groups of algorithms that are not
significantly different (according to this test) with a bold horizontal line (the one below the axis).

Fig. 5.6: Comparison of G-mean for all algorithms used in the comparison (with the defG strategy) against
each other with the Nemenyi statistical test. Groups of algorithms that are not significantly different (with
the level of significance at 0.05) are connected.

This test, although conservative, shows that RIONIDAG is significantly better (with the level of significance
at 0.05) than all other algorithms used in the comparison. The difference of average ranks between RIONIDAG
and other algorithms also seems quite high in comparison to the differences between other algorithms
compared. From this diagram, one can also see that all other algorithms are not statistically different
according to the Nemenyi test. However, it is not the intention of the authors to interpret this fact. One needs
to remember that this test is very conservative and may show no differences in a situation when they actually
exist. What we want to underline is that even such conservative test shows the difference between RIONIDA
and any other algorithm used in the comparison.

The second best algorithm in terms of average ranks is the BRACID algorithm. The third one is RIONA
(with a proper filter) and is slightly worse (in terms of average ranks) than BRACID. In particular, the
Nemenyi statistical test shows that BRACID and RIONA are not statistically different. In particular, it should
also be noted that RIONIDA is significantly better than the RIONA algorithm. This justifies that the changes
made in RIONA were essential to deal with imbalanced data.

It should be noted that in this subsubsection, the explanations were given with many details. In the
following considerations, we will omit many of them and give only the conclusions based on the obtained
p-values for particular statistical tests.
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5.3.1.2 Opt strategy for G-mean (optG)

Here, we will try to answer the following question: Can the general situation (with scores and ranks of
algorithms) and conclusions described in the previous subsubsection change if some other than default
parameters and type of filter are selected (if possible) for algorithms (except RIONIDA)? To answer this
question, for each algorithm were selected: (i) its optimal parameters, and (ii) the optimal type of filter
regarding all data sets used in the comparison and the fact that G-mean is the performance measure. Here,
‘optimal’ relates to the opt strategy described in Subsection 5.2.6 and the G-mean performance measure
(such strategy was called earlier more specifically optG strategy).

In Table 5.8, the optimal (i.e. with the lowest average rank) AF-learners for the optG strategy are presented.
Also, two other top candidates are pointed out in the table (yet not used in the final comparison). For
each learning algorithm, the (optimal) representative AF-learner is marked in bold. The scores of these
representative AF-learners are used in the final comparison presented below. If we compare these selected
optimal AF-learners with the default AF-learners (used in the defG strategy presented above) the differences
in settings (options or filters) can be observed for the following algorithms: kNN, PART, J48, MODLEM.
For the others, the used AF-learners are the same in both strategies (defG and optG).

Table 5.8: The three best AF-learners (with the lowest average ranks shown in parentheses) selected by
the optG strategy (for each algorithm). The best AF-learners are shown in bold and are used in the final
comparison (for the optG strategy).

algorithm three best AF-learners in each group

kNN ⟨kNN -K 100 -X, SMOTE+ENN⟩ (28.2),
⟨kNN -K 2, SMOTE⟩ (28.9), ⟨kNN -K 1, SMOTE+ENN⟩ (30.2)

PART ⟨PART -U, SMOTE+ENN⟩ (33.9),
⟨PART -C 0.5, SMOTE+ENN⟩ (36.1),
⟨PART -C 0.25, SMOTE+ENN⟩ (36.4)

J48 ⟨J48 -C 0.5, SMOTE+ENN⟩ (38.5),
⟨J48 -C 0.1, SMOTE+ENN⟩ (38.8), ⟨J48 -A, SMOTE+ENN⟩ (39)

RIPPER ⟨RIPPER , SMOTE+ENN⟩ (41.9),
⟨RIPPER -E, SMOTE+ENN⟩ (43.1), ⟨RIPPER -E -P, SMOTE+ENN⟩ (44)

RISE ⟨RISE , SMOTE+ENN⟩ (38.3),
⟨RISE , SMOTE⟩ (50.7), ⟨RISE , Null-filter⟩ (66.8)

MODLEM ⟨MODLEM , SMOTE⟩ (41.9),
⟨MODLEM , SMOTE+ENN⟩ (43.1), ⟨MODLEM , Null-filter⟩ (75.1)

MODLEM-C ⟨MODLEM -M 10, Null-filter⟩ (48.3),
⟨MODLEM -M 9, Null-filter⟩ (49.2),
⟨MODLEM -M 7, Null-filter⟩ (49.4)

RIONA ⟨RIONA , SMOTE+ENN⟩ (29.4),
⟨RIONA , SMOTE⟩ (36.1), ⟨RIONA , Null-filter⟩ (70.4)

BRACID ⟨BRACID , Null-filter⟩ (24.8)
RIONIDA ⟨RIONIDAG , Null-filter⟩ (4.1)

In Table 5.9, for each learning algorithm, the representative scores (for the optG strategy) for all used
data sets are given. Analogously as in the table related to the defG strategy, RIONIDAG appears in Table 5.9
instead of RIONIDA (which means that RIONIDA was set to optimise the G-mean measure). In the table
(and in its caption), we underline the fact that for RIONIDAG (and BRACID), the only one fixed, default
AF-learner was used (i.e. the algorithm was preceded with no filter and used with its default parameters).
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Let us recall that by such choice we give an advantage for the algorithms with more than one AF-learner
over RIONIDA (and BRACID). The readers should keep this fact in mind when reading the presentation of
results below.

One can see from Table 5.9 that in most cases, the RIONIDA algorithm achieves the best score: for 20
data sets, 15 times it wins with all other algorithms, and once its score is equal to the other algorithm with
the best score. In situations when it loses with an algorithm, the difference between the best score and the
score of RIONIDA is: once about 5%, once about 1%, and twice below 0.5%. For these cases, RIONIDA has
the following ranks: 4 (for abalone and ionosphere), 3 (for vehicle), and 2 (for breast-w). These observations
are similar to those reported for the defG strategy. However, in particular, ranks for RIONIDAG are slightly
worse than previously (for ionosphere and vehicle).

In the third line from below of Table 5.9, the average ranks (for all algorithms) are presented. The results
mentioned above again give the best outcome of the average rank for RIONIDA (1.475). In comparison to
the defG strategy, this result is worse only by 0.1. The difference between the average rank of the RIONIDA
algorithm and the second-lowest average rank (4.8 for BRACID) is relatively high (3.325).

Let us now concentrate on the outcomes of the Friedman statistical test presented in the discussed table.
One can see that this test gave very small p-value (less than 10−7). This means that there exist statistical
differences among compared algorithms.

As a consequence, one could perform the post-hoc Finner test for comparisons with the control algorithm
(and the Nemenyi statistical test for multiple comparisons – performed additionally; see below). In the last
line of the table, adjusted p-values of the post-hoc Finner test with RIONIDA as the control algorithm are
presented.

The values in the table indicate that the RIONIDA algorithm is significantly better than any other algorithm
(with the level of significance at 0.05). This is a quite astonishing result. Moreover, the highest p-value reaches
0.00051 (for BRACID), which is much less than 0.05 (less than 10−3). The second and the third highest
p-values are for the RIONA and kNN algorithms (with their optimal AF-learners), respectively and are also
less than 10−3.

As in the previous subsubsection, we also used the Nemenyi statistical test (for multiple comparisons)
due to its clear graphical interpretation. Figure 5.7 shows the critical difference plot for the Nemenyi test in
this case. One can see that RIONIDAG is significantly better (with the level of significance at 0.05) from
all other algorithms. The difference in average ranks between RIONIDAG and other algorithms also seems
relatively high in comparison to differences between other algorithms compared. Generally, the plot is similar
to the one presented in the previous subsubsection (see Figure 5.6). Other conclusions from the previous
subsubsection hold too.

One of the differences is in the position of the kNN algorithm, which is closer to the RIONA algorithm (in
terms of average rank). However, one should keep in mind that due to many considered AF-learners for kNN,
it has an advantage over BRACID (and RIONIDA). The selected optimal AF-learner for the kNN algorithm,
as one could expect, is the one which learns the optimal number of nearest neighbours between 1 and 100
(analogously as in RIONA and RIONIDA; see Tables 5.4 and 5.8). It should be noted that for the RIONA
algorithm, we only tuned type of filter and the other parameters were fixed (the same as in RIONIDA).
Keeping this in mind, three algorithms: BRACID, RIONA and kNN, have similar average ranks. The RIONA
algorithm is significantly worse than the RIONIDA algorithm, but its performance is similar to BRACID and
kNN.

From the above considerations, one can conclude that most likely (we used a reasonable variety of
parameters but not all possibilities) selecting other than default parameters of algorithm and type of
preprocessing filter (e.g. by tuning them to the used data sets) does not significantly change the situation
presented for the defG strategy. In particular, it does not change the drawn conclusions that RIONIDA
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Fig. 5.7: Comparison of G-mean for all algorithms used in the comparison (with the optG strategy) against
each other with the Nemenyi statistical test. Groups of algorithms that are not significantly different (with
the level of significance at 0.05) are connected.



Table 5.9: The values of G-mean (in %) for different algorithms and different data sets, for the optG strategy (additionally for RIONIDA ranks are shown in
parentheses). The RIONIDA algorithm was set to optimise the G-mean measure (i.e. RIONIDAG was used). It should be noted that for both RIONIDAG and BRACID,
one default AF-learner was used. For the other learning algorithms, the optimal AF-learner was selected using the optG strategy (and then it was used the same for
all data sets). For each data set, the best-obtained score is shown in bold. At the bottom are shown: (i) average rank for each algorithm, (ii) important outcomes of the
Friedman statistical test (Friedman statistic, degrees of freedom, and p-value), and (iii) adjusted p-values (APV) with the Finner post-hoc test using RIONIDA as the
control algorithm.

The vectors of representative scores for different learning algorithms generated with the optG strategy
(for RIONIDAG and BRACID, one default AF-learner was used – their scores are the same as in the defG strategy)

Data set kNN PART J48 RIPPER RISE MODLEM MODLEM-C RIONA BRACID RIONIDAG

abalone 59.39 70.75 70.04 73.05 60.03 61.54 55.06 59.91 65.80 67.94 (4)
balance-scale 39.65 56.74 22.46 13.58 40.97 0.00 2.78 33.26 58.68 76.98 (1)
breast-cancer 56.64 55.50 54.95 53.53 58.26 58.87 58.34 56.92 58.17 64.98 (1)
breast-w 97.37 96.35 95.68 95.99 96.89 95.84 94.89 97.81 96.91 97.53 (2)
car 86.23 85.26 86.86 80.08 75.89 88.06 89.23 80.37 87.47 96.74 (1)
cleveland 64.42 67.19 66.39 69.68 59.43 45.84 35.61 65.27 62.89 76.38 (1)
credit-g 65.66 66.78 66.13 65.59 65.27 65.65 66.78 66.35 62.27 69.90 (1)
ecoli 86.70 85.14 84.16 86.36 85.59 77.35 67.65 86.68 84.42 88.82 (1)
glass 65.71 60.68 66.79 57.00 54.69 63.82 47.64 66.80 39.90 69.26 (1)
haberman 59.75 61.25 62.52 61.90 60.35 57.32 57.10 59.85 59.55 65.40 (1)
hepatitis 76.70 69.53 68.08 65.82 71.16 73.42 67.55 73.46 77.11 79.00 (1)
ionosphere 91.93 87.11 85.32 84.27 91.91 85.54 89.55 90.37 91.42 90.89 (4)
mammography 73.45 72.95 71.76 73.37 73.18 79.96 68.74 74.17 85.41 89.70 (1)
new-thyroid 98.85 95.45 95.05 95.16 97.73 95.33 92.92 98.93 98.69 98.93 (1.5)
nursery 89.02 97.43 88.72 84.43 83.82 99.63 99.80 88.73 96.58 99.90 (1)
pima 66.75 66.56 67.64 68.42 67.99 69.45 69.96 66.54 71.28 72.87 (1)
postoperative 38.32 33.08 36.53 33.91 36.84 34.14 40.21 34.02 42.49 43.66 (1)
transfusion 62.76 61.73 63.21 64.38 63.11 59.02 57.57 63.34 64.39 67.64 (1)
vehicle 93.27 94.02 93.05 93.06 92.59 95.24 95.45 94.47 93.82 95.10 (3)
yeast 75.55 72.76 70.06 73.60 68.78 55.77 46.95 75.92 72.38 84.95 (1)

average rank 5.1 5.825 6.6 6.55 6.5 6.25 6.975 4.925 4.8 1.475

Friedman test Friedman’s chi-squared = 50.918, df = 9, p-value = 7.235 · 10−8

APV Finner 0.00020 < 10−5 < 10−6 < 10−6 < 10−6 < 10−5 < 10−7 0.00035 0.00051 control
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significantly outperforms all the algorithms used in comparisons. This is a quite astonishing result as it
considerably strengthens the results presented for the defG strategy in favour of the RIONIDA algorithm.

Moreover, from the experiments performed for the considered optG strategy, one can observe what follows.
The default parameters and type of filters (in defG) seem to be selected well (with qualities of algorithms
comparable to those achieved in this strategy). In fact, some of the default settings (for other algorithms
than RIONIDA) were used from this step. For example, MODLEM-C does not have default parameters, and
we used as the default (in the previous step) the best-found parameters in this step. Also, the type of filter
SMOTE+ENN, reported in [3] as the recommended selection (and confirmed in [18]), is also confirmed by this
step. In fact, in Table 5.8, one can see that the optimal AF-learners generally contain this filter SMOTE+ENN.

5.3.1.3 Max strategy for G-mean (maxG)

Here, we will try to answer the following question: Could the general situation (with scores and ranks of
algorithms) and conclusions, described in the previous subsubsections, change if parameters and type of filter
were learned for algorithms (except RIONIDA) during the learning phase?

To answer this question, we assume that somehow for each learning algorithm, its optimal parameters and
filters were selected separately for each data set taking also into account the fact that G-mean is the chosen
performance measure. Here, ‘optimal’ relates to the max strategy described in Subsection 5.2.6 and the
G-mean performance measure (such strategy was called earlier more specifically maxG strategy). Technically
speaking, for each data set was chosen the maximal score out of all scores for different AF-learners (in the
group). Let us recall that this strategy returns, in a sense, the upper bound of scores under the assumption
that learning of parameters and filters was implemented for algorithms other than RIONIDA (and BRACID).

In Table 5.10, for each learning algorithm, the representative scores (for the maxG strategy) for all used data
sets are given. Analogously as in the previous tables, RIONIDAG appears in the table instead of RIONIDA
(which means that RIONIDA was set to optimise the G-mean measure). In the table, there is no information
on AF-learners corresponding to the individual scores for different data sets. However, the readers were given
a few such examples previously (see the description of the max strategy in Subsection 5.2.6). Certainly, all
the scores in this table are higher or equal to their corresponding scores in the defG and optG strategies (it
follows straightforwardly from the formulation of the max strategy). For RIONIDA (and BRACID) the scores
are the same as in the defG and optG strategies.

One can see from Table 5.10 that for this strategy still in most cases, the RIONIDA algorithm achieves
the best score: for 20 data sets, 12 times it wins with all other algorithms. In situations when it loses with an
algorithm, the difference between the best score and the score of RIONIDA is: once about 5%, once about
2%, once about 1%, three times below 0.5%, and twice below 0.1%. For these cases, RIONIDA has the
following ranks: 4 (for abalone, ionosphere, vehicle), 2.5 (for new-thyroid), 2 (for breast-w, glass, hepatitis,
nursery). These results are a little worse than those reported for the defG and optG strategies.

However, the results mentioned above again lead to the best outcome of the average rank for RIONIDA
(1.725). The difference between the average rank of the RIONIDA algorithm and the second-lowest average
rank (3.90 for kNN) is still (compared to the result for the previous strategy) relatively high (2.175). It
should be noted that the worse average rank of BRACID in comparison to the previous strategy relates to
the mentioned fact that for BRACID, one default AF-learner was used. Analogously, the average rank of
RIONIDA is worse than in the previous strategy.

One can see from Table 5.10 that the Friedman statistical test gave again the p-value less than 10−7. Since
it is (much) smaller than 0.05, this means that there are significant statistical differences among compared
algorithms. Therefore, we can proceed with a post-hoc test.

One can see in the discussed table that all the adjusted p-values are less than 0.05. It means that for each
of the compared algorithms, even if it were possible to construct a meta-learning algorithm which for each
data set would select the optimal AF-learner, it would be statistically worse than RIONIDAG. It is worthy of
underlining that this seems to be an impressive result.

One should observe, however, that for the group of kNN classifiers, the p-value is close to the threshold
of 0.05. This means that the outperforming of kNN by RIONIDA is not very strongly supported by the
Finner statistical test. On the other hand, one should keep in mind that kNN has a particular advantage over
RIONIDA (and other used algorithms) due to the use of many (33) AF-learners.



Table 5.10: The values of G-mean (in %) for different algorithms and different data sets, for the maxG strategy (additionally for RIONIDA ranks are shown in
parentheses). The RIONIDA algorithm was set to optimise the G-mean measure (i.e. RIONIDAG was used). It should be noted that for both RIONIDAG and BRACID,
one default AF-learner was used (i.e. no filter and default parameters of the algorithm were used). For the other learning algorithms, the vector of representative scores
was generated using the maxG strategy. For each data set, the best-obtained score is shown in bold. At the bottom are shown: (i) average rank for each algorithm, (ii)
important outcomes of the Friedman statistical test (Friedman statistic, degrees of freedom, and p-value), and (iii) adjusted p-values (APV) with the Finner post-hoc
test using RIONIDA as the control algorithm.

The vectors of representative scores for different learning algorithms generated with the maxG strategy
(for RIONIDAG and BRACID, one default AF-learner was used – their scores are the same as in the defG strategy)

Data set kNN PART J48 RIPPER RISE MODLEM MODLEM-C RIONA BRACID RIONIDAG

abalone 63.46 71.78 70.85 73.05 60.03 65.54 55.06 59.91 65.80 67.94 (4)
balance-scale 65.34 56.74 23.37 15.45 40.97 12.90 2.78 33.26 58.68 76.98 (1)
breast-cancer 59.22 55.50 55.35 57.94 58.49 58.87 58.34 60.97 58.17 64.98 (1)
breast-w 97.46 96.35 95.79 96.21 97.02 96.16 94.89 97.81 96.91 97.53 (2)
car 86.23 95.45 90.23 80.81 76.90 89.09 89.24 85.29 87.47 96.74 (1)
cleveland 75.46 67.19 66.49 69.68 59.43 63.34 35.61 65.27 62.89 76.38 (1)
credit-g 65.66 66.78 66.17 65.59 65.27 65.65 66.87 66.35 62.27 69.90 (1)
ecoli 88.35 86.44 84.45 86.44 85.59 84.15 67.65 86.68 84.42 88.82 (1)
glass 68.03 66.66 69.44 57.99 54.69 63.82 47.64 67.69 39.90 69.26 (2)
haberman 59.88 61.75 63.80 62.48 60.35 62.64 57.10 61.00 59.55 65.40 (1)
hepatitis 80.09 69.80 70.02 68.07 71.16 73.42 68.06 73.46 77.11 79.00 (2)
ionosphere 92.41 89.01 87.97 88.28 92.82 88.72 89.60 90.62 91.42 90.89 (4)
mammography 88.28 85.04 83.41 84.51 84.57 79.96 70.60 74.17 85.41 89.70 (1)
new-thyroid 98.94 95.92 95.15 96.03 97.73 95.33 92.98 98.93 98.69 98.93 (2.5)
nursery 91.52 99.96 95.13 85.74 95.59 99.80 99.80 99.56 96.58 99.90 (2)
pima 71.48 69.26 70.34 70.03 68.70 69.45 70.83 67.13 71.28 72.87 (1)
postoperative 39.48 37.20 37.87 34.24 36.84 34.75 40.21 34.02 42.49 43.66 (1)
transfusion 62.90 62.62 64.93 64.38 63.11 62.31 58.84 63.34 64.39 67.64 (1)
vehicle 94.21 94.05 93.14 93.94 92.59 95.24 95.55 95.18 93.82 95.10 (4)
yeast 79.83 72.76 70.46 73.62 68.78 64.55 46.95 75.92 72.38 84.95 (1)

average rank 3.9 5.225 6.05 6.475 6.75 6.575 7.425 5.275 5.6 1.725

Friedman test Friedman’s chi-squared = 53.725, df = 9, p-value = 2.13 · 10−8

APV Finner 0.02310 0.00029 0.00001 < 10−5 < 10−6 < 10−5 < 10−7 0.00027 0.00008 control
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5.3.2 Comparison of algorithms for F-measure

This subsection is analogous to Subsection 5.3.1 using F-measure instead of G-mean. The readers are referred
to the previous section for details. Here, we only present a summary of the experimental setup:

• The performance measure we are interested in is F-measure.
• Thus, RIONIDA is set to optimise F-measure (RIONIDAF is used).

Analogously as in Subsection 5.3.1, we present the results of comparative experiments for three strategies
with F-measure as the performance measure: defF, optF, maxF.

5.3.2.1 Def strategy for F-measure (defF)

In this step, we again compare algorithms using their default AF-learners (as described in Subsection 5.2.6
for the def strategy), but this time with F-measure as the performance measure. Specifically, we compare
the same AF-learners pointed out in the defG strategy in the previous section with one exception, namely
⟨RIONIDAF , Null-filter⟩ instead of ⟨RIONIDAG , Null-filter⟩.

In Table 5.12, for each learning algorithm, the representative scores of F-measure (for defF) for all used
data sets are given.

One can see from this table that for half of the 20 data sets, RIONIDA wins with all other algorithms. In
situations when it loses with an algorithm, the difference between the best score and the score of RIONIDA
is: twice between 8%-10%, once about 4%, twice about 1%, and six times below 1% (including 4 times
below 0.5%). For these cases, RIONIDA has the following ranks: 7 (for abalone, glass), 5 (for ionosphere),
and 2 (for breast-w, car, haberman, hepatitis, new-thyroid, nursery, yeast).

The mentioned results are not as excellent as for the defG strategy, but still are very good in comparison
to the other algorithms. In particular, RIONIDA again achieved the best average rank (2.15). It is smaller by
2.05 from the second-lowest average rank (4.2 for BRACID).

The Friedman statistical test returns again a very small p-value, i.e. (much) less than 0.05. This means that
there exist statistical differences among compared algorithms; hence, one could perform the post-hoc Finner
test for comparisons with the control algorithm RIONIDA.

All the adjusted p-values of the Finner procedure are less than 0.05. Thus, we can claim that RIONIDA is
significantly better than any other algorithm used in the comparison. However, the highest p-value (around
0.03 for RIONIDA) is close to the threshold of 0.05. It shows that RIONIDA outperforms BRACID not
as evidently as in the case for G-mean. Probably this is because BRACID was implemented to optimise
F-measure. The second-highest p-value is for the RIONA algorithm (with its optimal AF-learner) and is
smaller than 10−2. All other p-values (related to other algorithms) are smaller than 10−3.

5.3.2.2 Opt strategy for F-measure (optF)

In Table 5.11, the optimal (i.e. with the lowest average rank) AF-learners for the optF strategy are presented.
If we compare these selected optimal AF-learners with the default AF-learners (used in the defF strategy
presented above) the differences in settings (options or filters) can be observed for the following algorithms:
kNN, PART, J48, RIPPER, MODLEM, MODLEM-C. For the others, the used AF-learners are the same in
both strategies (defF and optF). Let us also note that some of the selected AF-learners are the same for both
optF and optG strategies (for kNN, PART, RISE, MODLEM, RIONA, and naturally BRACID).

In Table 5.13, for each learning algorithm, the representative scores (for the optF strategy) for all used data
sets are given. One can see from this table that for half of 20 data sets, RIONIDA wins with all algorithms
(as in the defF strategy). In situations when it loses with an algorithm, the difference between the best score
and the score of RIONIDA is: once above 17%, once above 8%, once about 5%, once above 2%, once above
1%, and five times below 1% (including 3 times below 0.5%). For these cases, RIONIDA has the following
ranks: 8 (for glass), 7 (for abalone), 5 (for ionosphere), 3 (for car, nursery), and 2 (for breast-w, hepatitis,
new-thyroid, vehicle, yeast). Thus, these results are a little bit worse than for the defF strategy presented
above. In particular, ranks for 4 data sets are worse, and for 1 – better.
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Table 5.11: The three best AF-learners (with the lowest average ranks shown in parentheses) selected by
the optF strategy (for each algorithm). The best AF-learners are shown in bold and are used in the final
comparison (for the optF strategy).

algorithm three best AF-learners in each group
kNN ⟨kNN -K 100 -X, SMOTE+ENN⟩ (35.8),

⟨kNN -K 9, SMOTE⟩ (37.1), ⟨kNN -K 3, SMOTE+ENN⟩ (38.2)
PART ⟨PART -U, SMOTE+ENN⟩ (40),

⟨PART -U, SMOTE⟩ (41.275), ⟨PART -C 0.5, SMOTE+ENN⟩ (41.6)
J48 ⟨J48 -C 0.1, SMOTE⟩ (39.525),

⟨J48 -A, SMOTE⟩ (41.275), ⟨J48 -C 0.25, SMOTE⟩ (41.275)
RIPPER ⟨RIPPER -E -P, SMOTE+ENN⟩ (41.95),

⟨RIPPER -P, SMOTE+ENN⟩ (41.95), ⟨RIPPER , SMOTE+ENN⟩ (44.15)
RISE ⟨RISE , SMOTE+ENN⟩ (38.475),

⟨RISE , SMOTE⟩ (42.2), ⟨RISE , Null-filter⟩ (60.325)
MODLEM ⟨MODLEM , SMOTE⟩ (37.8),

⟨MODLEM , SMOTE+ENN⟩ (41.225),
⟨MODLEM , Null-filter⟩ (67.65)

MODLEM-C ⟨MODLEM -M 6, Null-filter⟩ (52.575),
⟨MODLEM -M 7, Null-filter⟩ (52.675),
⟨MODLEM -M 10, Null-filter⟩ (52.925)

RIONA ⟨RIONA , SMOTE+ENN⟩ (36.15),
⟨RIONA , SMOTE⟩ (40.5), ⟨RIONA , Null-filter⟩ (60.75)

BRACID ⟨BRACID , Null-filter⟩ (26.8)
RIONIDA ⟨RIONIDAF , Null-filter⟩ (12.225)



Table 5.12: The values of F-measure (in %) for different algorithms and different data sets, for defF. The RIONIDA algorithm was set to optimise F-measure (i.e.
RIONIDAF was used). For each data set, the best-obtained score is shown in bold. Also, for illustration, for five algorithms on the right (including RIONIDAF), ranks
for these algorithms and different data sets are shown (in parentheses). At the bottom are shown: (i) average rank for each algorithm, (ii) important outcomes of the
Friedman statistical test (Friedman statistic, degrees of freedom, and p-value), and (iii) adjusted p-values (APV) with the Finner post-hoc test using RIONIDA as the
control algorithm.

The vectors of representative scores for different learning algorithms generated with the defF strategy
Data set kNN PART J48 RIPPER RISE MODLEM MODLEM-C RIONA BRACID RIONIDAF

abalone 25.74 38.05 39.75 42.35 30.02 41.16 (2) 37.66 (5) 26.58 (9) 37.37 (6) 32.35 (7)
balance-scale 19.10 14.86 4.04 3.78 13.82 2.77 (9) 0.49 (10) 9.17 (6) 18.35 (3) 34.30 (1)
breast-cancer 44.78 39.80 40.78 39.41 44.31 42.90 (7) 44.79 (3) 43.05 (6) 45.52 (2) 52.17 (1)
breast-w 95.45 94.23 93.63 94.01 94.85 93.65 (8) 92.65 (10) 96.39 (1) 94.84 (5) 96.02 (2)
car 43.65 61.77 59.60 53.39 52.59 59.34 (6) 85.88 (1) 52.06 (9) 73.19 (3) 81.60 (2)
cleveland 33.33 34.55 36.04 37.75 31.55 35.35 (4) 16.80 (10) 35.01 (5) 33.36 (7) 44.31 (1)
credit-g 54.98 54.27 54.35 53.36 53.48 54.61 (5) 54.62 (3.5) 54.62 (3.5) 53.45 (9) 58.27 (1)
ecoli 59.63 57.66 56.93 60.05 59.52 59.28 (6) 53.05 (10) 58.40 (7) 59.87 (3) 68.36 (1)
glass 29.97 34.72 37.82 27.26 27.91 38.28 (1) 31.70 (5) 32.72 (4) 19.72 (10) 29.69 (7)
haberman 46.28 48.61 48.91 48.35 47.84 50.06 (1) 40.52 (10) 46.42 (7) 45.61 (9) 49.70 (2)
hepatitis 60.64 50.05 48.99 48.98 55.36 52.62 (6) 46.27 (10) 57.31 (4) 59.38 (3) 60.31 (2)
ionosphere 87.85 82.39 80.86 79.17 88.71 80.99 (8) 86.04 (6) 88.68 (2) 87.52 (4) 87.38 (5)
mammography 10.43 10.17 9.97 10.39 10.39 9.77 (9) 9.25 (10) 10.63 (3) 64.57 (2) 67.33 (1)
new-thyroid 94.82 90.77 91.49 90.94 92.44 89.85 (9) 88.12 (10) 95.36 (3) 96.91 (1) 96.40 (2)
nursery 53.08 91.54 74.03 68.46 75.36 95.40 (3) 99.73 (1) 75.74 (6) 95.10 (4) 98.92 (2)
pima 63.03 63.43 63.28 64.26 63.69 63.01 (8) 62.24 (10) 62.39 (9) 65.82 (2) 66.04 (1)
postoperative 24.13 19.73 20.99 17.49 20.10 18.59 (8) 23.55 (4) 17.65 (9) 31.93 (2) 33.61 (1)
transfusion 45.78 45.39 45.92 46.84 46.15 45.33 (9) 39.12 (10) 46.06 (5) 47.08 (2) 50.02 (1)
vehicle 84.44 86.08 85.14 85.96 83.55 84.44 (8.5) 89.74 (2) 86.10 (3) 85.81 (6) 89.79 (1)
yeast 37.77 33.98 35.40 37.37 40.03 37.32 (7) 29.00 (10) 38.14 (4) 41.62 (1) 41.24 (2)

average rank 5.475 6.1 6.3 6.425 5.825 6.225 7.025 5.275 4.2 2.15

Friedman test Friedman’s chi-squared = 38.785, df = 9, p-value = 1.26 · 10−5

APV Finner 0.00066 0.00007 0.00004 0.00004 0.00019 0.00005 < 10−5 0.00124 0.03226 control
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Table 5.13: The values of F-measure (in %) for different algorithms and different data sets, for the optF strategy (additionally for RIONIDA ranks are shown in
parentheses). The RIONIDA algorithm was set to optimise F-measure (i.e. RIONIDAF was used). It should be noted that for both RIONIDAF and BRACID, one
default AF-learner was used. For the other learning algorithms, the optimal AF-learner was selected using the optF strategy (and then it was used the same for all
data sets). For each data set, the best-obtained score is shown in bold. At the bottom are shown: (i) average rank for each algorithm, (ii) important outcomes of the
Friedman statistical test (Friedman statistic, degrees of freedom, and p-value), and (iii) adjusted p-values (APV) with the Finner post-hoc test using RIONIDA as the
control algorithm.

The vectors of representative scores for different learning algorithms generated with the optF strategy
(for RIONIDAF and BRACID, one default AF-learner was used – their scores are the same as in the defF strategy)

Data set kNN PART J48 RIPPER RISE MODLEM MODLEM-C RIONA BRACID RIONIDAF

abalone 25.74 37.82 38.90 40.79 30.02 39.34 37.51 26.58 37.37 32.35 (7)
balance-scale 11.25 19.72 2.17 0.28 13.82 0.00 0.50 9.17 18.35 34.30 (1)
breast-cancer 44.78 41.30 41.57 43.44 44.31 45.24 43.74 43.05 45.52 52.17 (1)
breast-w 95.45 94.32 93.35 94.18 94.85 93.80 92.53 96.39 94.84 96.02 (2)
car 49.61 60.24 68.10 53.34 52.59 84.07 86.66 52.06 73.19 81.60 (3)
cleveland 33.44 38.57 26.09 38.13 31.55 23.20 15.71 35.01 33.36 44.31 (1)
credit-g 54.98 54.72 53.01 53.67 53.48 53.52 54.64 54.62 53.45 58.27 (1)
ecoli 59.22 58.01 62.76 60.65 59.52 61.64 53.05 58.40 59.87 68.36 (1)
glass 31.98 31.74 42.30 29.70 27.91 47.21 31.65 32.72 19.72 29.69 (8)
haberman 46.40 48.49 48.52 48.81 47.84 40.93 39.58 46.42 45.61 49.70 (1)
hepatitis 61.58 52.45 46.48 49.99 55.36 53.27 46.82 57.31 59.38 60.31 (2)
ionosphere 90.03 82.64 80.66 77.16 88.71 80.57 86.24 88.68 87.52 87.38 (5)
mammography 10.42 10.27 63.21 10.00 10.39 67.30 7.84 10.63 64.57 67.33 (1)
new-thyroid 94.97 91.20 90.82 90.05 92.44 92.30 89.57 95.36 96.91 96.40 (2)
nursery 55.94 92.56 72.88 72.76 75.36 99.42 99.73 75.74 95.10 98.92 (3)
pima 63.03 63.16 62.97 63.97 63.69 63.34 62.36 62.39 65.82 66.04 (1)
postoperative 24.13 16.65 19.96 18.02 20.10 17.43 20.67 17.65 31.93 33.61 (1)
transfusion 45.78 45.36 47.07 45.89 46.15 40.37 39.55 46.06 47.08 50.02 (1)
vehicle 84.44 86.72 86.42 86.85 83.55 89.57 90.07 86.10 85.81 89.79 (2)
yeast 38.72 34.62 37.15 39.87 40.03 34.21 28.59 38.14 41.62 41.24 (2)

average rank 5.5 6.1 6.3 6.1 5.8 5.7 7.05 5.75 4.4 2.3

Friedman test Friedman’s chi-squared = 33.611, df = 9, p-value = 0.0001045

APV Finner 0.00093 0.00022 0.00013 0.00022 0.00046 0.00049 0.00001 0.00047 0.02828 control
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Regardless of this fact, RIONIDA again achieved the best average rank (2.3). It is smaller by 2.1 from the
second-lowest average rank (4.4 for BRACID).

The Friedman statistical test again shows that there exist statistical differences among compared algorithms
(with p-value much less than 0.05). This enables us to perform the post-hoc Finner test for comparisons with
RIONIDA as the control algorithm.

Again, all the adjusted p-values of the Finner procedure are less than 0.05. Thus, we can again claim that
RIONIDA is significantly better than any other algorithm used in the comparison (for the optF strategy).
Again, the highest p-value (around 0.03 for BRACID) is relatively close to the threshold of 0.05. The
second-highest p-value is for the kNN algorithm (with its optimal AF-learner), and it is smaller than 10−3.

To sum up, for the optF strategy, RIONIDA achieves a little bit worse scores (in relation to other algorithms)
and ranks than for the defF strategy. However, the statistical conclusion remains unchanged: RIONIDA is
significantly better than any other compared algorithm (for the optF strategy).

5.3.2.3 Max strategy for F-measure (maxF)

In Table 5.14, for each learning algorithm, the representative scores (for the maxF strategy) for all used
data sets are given. One can see from this table that for this strategy, the RIONIDA algorithm wins with
other algorithms 6 times. This is not as good result as for the previous strategies (defF and optF, for which
RIONIDA wins 10 times). However, one can observe that no other algorithm achieves such a result. The
second best algorithms in this respect are kNN and MODLEM, which win with all other algorithms 3 times.
Let us also discuss, as earlier, the situations when RIONIDA loses with an algorithm. In these cases, the
difference between the best score and the score of RIONIDA is: once above 17%, once above 11%, once
above 10%, 3 times between 3%-5%, and 8 times below 1% (including 5 times below or equal to 0.5%). For
these cases, RIONIDA has the following ranks: 9 (for glass), 8 (for abalone), 5 (for ionosphere and nursery),
4 (for car), 3 (for vehicle and yeast), 2 (for breast-w, ecoli, haberman, hepatitis, mammography, new-thyroid,
and postoperative). Thus, these results are undoubtedly worse than those for the optF strategy (and naturally
worse than for defF). In particular, ranks for 10 data sets are worse (in one of these cases, the difference in
comparison to optF is 2, and in the other cases, the difference is 1).

Regardless of this fact, RIONIDA again achieved the best average rank (2.85). It is smaller by 1.6 from
the second-lowest average rank (4.45 for kNN).

The Friedman statistical test again shows the statistical differences among compared algorithms (with
p-value much less than 0.05). This enables us to perform the post-hoc Finner test for comparisons with
RIONIDA as the control algorithm.

However, the results related to all the previous cases (defG, optG, maxG, defF, and optF) concerning the
p-values of the post-hoc Finner test are not repeated here. In one case, namely for kNN, the p-value is higher
than 0.09. Thus, we cannot claim that RIONIDA is significantly better than kNN (for maxF strategy). On
the other hand, let us also recall the previous discussion in the two last subsubsections of Subsection 5.2.6
(page 153). Thus, it is reasonable to expect that a potential meta-learning algorithm for kNN (selecting for
each data set the optimal AF-learner), would achieve worse results than presented in Table 5.14. For the
other compared algorithms the p-values are less than 0.05 (for PART slightly above 0.01, and for all other
algorithms below 0.01).

To sum up, for the maxF strategy, RIONIDA achieves noticeably worse scores (in relation to other
algorithms) and ranks than for the optF strategy. However, the statistical conclusion concerning comparisons
with other algorithms remains nearly unchanged: RIONIDA is significantly better than each of compared
algorithms, excluding kNN (for the maxF strategy).



Table 5.14: The values of F-measure (in %) for different algorithms and different data sets, for the maxF strategy (additionally for RIONIDA ranks are shown in
parentheses). The RIONIDA algorithm was set to optimise F-measure (i.e. RIONIDAF was used). It should be noted that for both RIONIDAF and BRACID, one
default AF-learner was used (i.e. no filter and default parameters of the algorithm were used). For the other learning algorithms, the vector of representative scores
was generated using the maxF strategy. For each data set, the best-obtained score is shown in bold. At the bottom are shown: (i) average rank for each algorithm, (ii)
important outcomes of the Friedman statistical test (Friedman statistic, degrees of freedom, and p-value), and (iii) adjusted p-values (APV) with the Finner post-hoc
test using RIONIDA as the control algorithm.

The vectors of representative scores for different learning algorithms generated with the maxF strategy
(for RIONIDAF and BRACID, one default AF-learner was used – their scores are the same as in the defF strategy)

Data set kNN PART J48 RIPPER RISE MODLEM MODLEM-C RIONA BRACID RIONIDAF

abalone 26.85 38.88 40.17 43.40 32.58 41.16 37.86 26.58 37.37 32.35 (8)
balance-scale 23.91 19.81 4.22 4.40 13.82 2.77 0.50 9.17 18.35 34.30 (1)
breast-cancer 47.95 42.10 42.00 45.32 44.81 45.24 44.79 47.49 45.52 52.17 (1)
breast-w 95.75 94.32 93.69 94.18 95.39 93.80 92.65 96.39 94.84 96.02 (2)
car 50.49 91.76 76.43 67.12 68.37 88.34 88.34 77.18 73.19 81.60 (4)
cleveland 40.21 38.57 36.10 38.94 31.55 35.35 16.80 35.01 33.36 44.31 (1)
credit-g 54.98 54.72 54.35 53.68 53.48 54.61 54.64 54.62 53.45 58.27 (1)
ecoli 69.20 60.65 62.76 64.70 61.54 61.64 53.13 62.20 59.87 68.36 (2)
glass 32.87 40.55 42.86 33.62 29.86 47.21 31.89 35.68 19.72 29.69 (9)
haberman 46.72 48.61 49.00 48.81 47.84 50.06 40.52 46.42 45.61 49.70 (2)
hepatitis 64.27 53.86 52.80 49.99 55.36 53.27 46.90 57.31 59.38 60.31 (2)
ionosphere 90.65 86.76 85.32 85.81 91.12 87.08 87.08 89.19 87.52 87.38 (5)
mammography 65.52 60.84 63.30 65.02 67.83 67.30 62.26 60.84 64.57 67.33 (2)
new-thyroid 95.33 92.92 91.61 91.87 95.56 92.30 89.57 95.85 96.91 96.40 (2)
nursery 57.43 99.62 87.59 73.34 95.28 99.73 99.73 98.98 95.10 98.92 (5)
pima 63.43 63.48 63.34 64.26 63.69 63.34 62.74 62.39 65.82 66.04 (1)
postoperative 38.19 21.70 21.67 18.02 20.10 18.59 23.55 17.65 31.93 33.61 (2)
transfusion 46.10 48.95 47.67 46.84 46.15 45.33 40.18 46.06 47.08 50.02 (1)
vehicle 88.15 89.77 87.55 88.98 86.55 89.70 90.22 90.16 85.81 89.79 (3)
yeast 41.60 34.77 37.24 39.98 40.29 37.32 29.00 39.57 41.62 41.24 (3)

average rank 4.45 5.175 6.575 6 5.85 5.45 7.325 5.675 5.65 2.85

Friedman test Friedman’s chi-squared = 28.68, df = 9, p-value = 0.0007337

APV Finner 0.09469 0.01705 0.00045 0.00300 0.00388 0.00850 0.00003 0.00570 0.00570 control

171



172 5. Experiments and results

5.3.3 Conclusions for G-mean and F-measure

To sum up, we performed experiments to compare our new proposed RIONIDA algorithm with the selected
nine state-of-the-art algorithms with possible use of two state-of-the-art filters. For each algorithm, we used
a reasonable number of AF-learners (variations of algorithms options and preprocessing filters). For two
algorithms, RIONIDA and BRACID, we used only one AF-learner (i.e. these algorithms were always used
with their default options and without filter).

We performed comparative experiments using two performance measures: G-mean and F-measure. For
each of these measures, we compared RIONIDA with other algorithms using three strategies: def, opt and max.
On the one hand, the def strategy is more appropriate for the algorithms with no variability in AF-learners,
in particular for BRACID. On the other hand, the strategies opt and max give an advantage to the algorithms
with more than one AF-learner.

For G-mean, it was shown that for any of the three strategies, RIONIDA significantly outperforms any
algorithm used in the comparison. For F-measure, it was shown the same with one exception (for the maxF
strategy and the kNN algorithm; in this case, RIONIDA achieved better average rank than kNN but we cannot
claim that the difference between RIONIDA and kNN is statistically significant).

It means that regardless of whether we use default settings of algorithms or adjusted settings or even
(potentially) learned settings by the meta-learning scheme, RIONIDA outperforms significantly any of
these algorithms (with one mentioned exception) for the chosen set of real-life data sets. These obtained
experimental results seem to be exceptionally good. Taking into account the thorough preparation of
experiments (see Subsections 5.1.1-5.1.5 and Subsections 2.6.1-2.6.5), the presented results indicate that
the newly presented RIONIDA algorithm most likely will be also competitive with these algorithms for other
real-life classification tasks with imbalanced data.

From the performed experiments, it also follows that the RIONIDA algorithm can adapt to different
performance measures (at least the two of them) very well. Thus, we may suppose that the presented results
would extend for other performance measures based on the confusion matrix. This would make the RIONIDA
algorithm very universal with a possibility e.g. to embed into it any such performance measure defined by a
user for a particular classification task.

5.4 Additional comments on experiments

In this section, we present some additional comments on the performed experiments, which can help to
understand why the RIONIDA algorithm outperforms some well-known methods dealing with imbalanced
data. At the same time, we explain some advantages of RIONIDA. The included comments are presented
to give the readers better intuition about RIONIDA performance and its quality rather than all details. This
is done to make the presentation more compact. Finally, we analyse the real running time of RIONIDA,
which was measured during the experiments presented in the previous section. In particular, we present a
comparison of it with other algorithms used in the experiments.
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5.4.1 Studying the role of RIONIDA components

The key component of RIONIDA is the estimation of its performance for each possible triple of internal
parameters (𝑘, 𝑝, 𝑠) ∈ 𝐾 ×𝑃× 𝑆 (see Section 4.4; also see Subsection 4.6.2). The analysis of the significance
of all these parameters 𝑘 , 𝑝, 𝑠 was done after performing the comparative experiments. However, this
analysis (using the whole available data sets) was presented earlier in Chapter 4 while presenting the
RIONIDA algorithm. The significance of the parameters 𝑘 , 𝑝, 𝑠 was shown in Subsections 4.3.2, 4.3.3, 4.3.5,
respectively. The estimation of the optimal values of these parameters is done very precisely in the learning
phase since the validation process is performed by the leave-one-out method on the whole training set. Thus,
in a sense, the full information for the given training set is used in the process of tuning these internal
parameters. It is worth mentioning that the time complexity of this process is relatively low due to using the
dynamic programming technique. All this means that the RIONIDA algorithm can learn the relevant values
of its internal parameters very efficiently and precisely (and so proves to be highly effective). In our opinion,
this is one of the main advantages of the RIONIDA algorithm.

5.4.2 The balance-scale data set and outliers

Out of the data sets used in the experiments, we would like to turn out the readers’ attention to the balance-scale
data set. For most of the objects from the minority class of this data set, the objects closest to them belong to
the majority class. Such objects are called outliers (see Subsection 2.4.3). In other words, in the considered
data set, most of the objects from the minority class are outliers. This is the reason why this data set is
considered as a very hard imbalanced learning problem in [20].

Also, we performed separate experiments for RIONIDA with the fixed parameter 𝑠 = 1.0 (which relates to
the pure rule-based approach). In this case, for the minority class, generally, no (consistent) rules were found.
The fact that most of the objects are outliers explains this fact. It also provides an intuition why algorithms
which use standard rules can construct classifiers with poor quality for such data sets.

However, RIONIDA in most of the cross-validation splits (in a quite stable way – see next subsubsection)
finds the optimal value 𝑠 = 0.5. This corresponds to the situation that original rules may be inconsistent,
but after changing the coverage region of the rule by half are becoming consistent. Generally, if we take
into account objects from the minority class, the rules with decreasing value of the parameter 𝑠 enable us to
increase the Sensitivity of the rule.

It is an example illustrating that the RIONIDA algorithm can deal with data sets containing many outliers.
This fact can be regarded as a powerful advantage of the RIONIDA algorithm.

5.4.3 Analysis of the optimal values of parameters obtained in the learning phase of
RIONIDA

During the experiments presented in the previous section, we saved the internally learned optimal values of
the parameters 𝑘 , 𝑝, and 𝑠 obtained during the learning phase in different runs of the performed experiments
(10 times repeated 10-fold stratified cross-validation process) for RIONIDA. Thus, we obtained 100 triples
of the optimal parameter values.
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It can be informative to check for particular data sets whether the learned optimal parameters are ‘stable’
in different runs of RIONIDA. This can be relevant for at least three reasons.

First, stability (of one or more parameter) for a fixed domain may indicate that specific values of parameters
are appropriate globally for all objects from that domain. This may mean that for future additional training
(currently unknown) objects from that domain no further learning of (one or more) parameters is needed.
Also, small fluctuations of (one or more) optimal values of parameters may indicate that for future training
objects (currently unknown) from that domain the learning could be limited to a smaller range of some (one
or more) parameters. Such limitation can influence the learning time and space allocations of the algorithm.
This can be essential for scalability of the RIONIDA algorithm. For example, this can be crucial for the
application of RIONIDA to so-called big data (see e.g. [7]). In the considered case of stability of parameters,
learning of the optimal parameters could be done for a relatively small part of the data set (see Section 6.2).

Second, the stability of (one or more) parameter can be an argument for the quality of the obtained
classifier. The more stable optimal value of the parameter is, the more reliable resulting classifier can be
regarded as.

Third, in case of stability (of one or more parameters), the values of stable parameters may be a kind
of description of a domain. For example, a domain can be described as ‘more appropriate for rule-based
methods’ or ‘more appropriate for instance-based methods’.

In Table 5.15, we present the averages and standard deviations of the optimal values of the parameters
𝑘 , 𝑝, and 𝑠 obtained in the mentioned experiments for RIONIDA (for both RIONIDAG and RIONIDAF). In
the current analysis, we focus on RIONIDAG, and therefore RIONIDA will refer to this setting. In current
considerations, the most interesting for us is the standard deviation. In this case, the small value of this
measure means that in most (or all) runs of RIONIDA the learned optimal values of parameter were similar
(or even equal).

Let us describe some conclusions for a few exemplary data sets and information from this table (and also
from direct observations of the learned optimal values of parameters).

For balance-scale data set, the learned optimal parameters seem ‘the most stable’. In all runs of RIONIDA,
the learned optimal values of the parameters 𝑘 and 𝑠were equal to 9 and 0.5, respectively. The learned optimal
value of the parameter 𝑝 was around value 0.1. It was equal to 0.08 (15 times), 0.09 (31), 0.1 (8), 0.11 (11),
0.12 (34), or 0.13 (1 time).

For hepatitis, ionosphere, transfusion, and vehicle data sets the learned optimal parameter 𝑠 in all
considered runs of RIONIDA was constant and equal to −0.1. As 𝑠 = −0.1 corresponds to the pure
instance-based method in RIONIDA (see Subsection 4.3.5), one can describe these data sets as ‘more
appropriate for instance-based methods’. For new-thyroid data set the value of the optimal parameter 𝑠 can
be considered as very stable (98 times it was equal to −0.1, once to 0.5, and once to 0.9). Also, for breast-w
data set, the value of the optimal parameter 𝑠 can be considered as very stable (99 times it was equal to −0.1,
and once to 1.0). Hence, these two data sets can also be described as ‘more appropriate for instance-based
methods’.

On the other hand, yeast data set has a very stable value of the optimal parameter 𝑠 around value 1.0.
It was equal to 1.0 in 98 cases, 0.5 in one case, and 0.7 in one case. As 𝑠 = 1.0 corresponds to the pure
rule-based method in RIONIDA (see Subsection 4.3.5), this data set can be described as ‘more appropriate
for rule-based methods’. For abalone data set the value of the optimal parameter 𝑠 can be considered as very
stable around value 0.9. It was equal to 1 (81 times), 0.9 (5), 0.8 (3), 0.7 (7), 0.6 (1), 0.5 (1), 0.4 (1), or 0.3
(1 time). Also, this data set can be described as ‘more appropriate for rule-based methods’.

As it was mentioned, for balance-scale data set, the value of the optimal parameter 𝑠 was constant for
all considered runs of RIONIDA and was equal to 0.5. It is an interesting example for the data set which
can be described as ‘data set appropriate for methods between instance- and rule-based methods’. Another
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Table 5.15: Table presenting fluctuations of optimal values of parameters 𝑘 , 𝑝, 𝑠 among different runs
(different splits in the cross-validation schemes) of RIONIDA (RIONIDAG and RIONIDAF) for each data
set used in experiments. Averages and standard deviations of optimal parameters 𝑘 , 𝑝, and 𝑠 are rounded to
integers, two decimals, and one decimal, respectively.

RIONIDAG RIONIDAF

Averages and standard deviations of optimal parameters

Data set k p s k p s

abalone 76± 23 0.08± 0.01 0.9± 0.1 53± 21 0.15± 0.02 1.0± 0.1
balance-scale 9± 0 0.10± 0.02 0.5± 0.0 9± 1 0.13± 0.02 0.5± 0.0
breast-cancer 67± 22 0.28± 0.03 0.2± 0.3 67± 21 0.28± 0.03 0.2± 0.3
breast-w 16± 22 0.12± 0.09 -0.1± 0.1 17± 23 0.13± 0.09 -0.1± 0.1
car 33± 29 0.18± 0.14 0.4± 0.4 59± 37 0.24± 0.12 0.8± 0.4
cleveland 62± 22 0.12± 0.02 0.4± 0.6 81± 14 0.16± 0.02 0.8± 0.4
credit-g 62± 19 0.30± 0.02 0.6± 0.4 60± 19 0.30± 0.02 0.6± 0.4
ecoli 81± 28 0.26± 0.03 0.7± 0.3 27± 11 0.37± 0.03 0.7± 0.4
glass 12± 8 0.08± 0.05 0.2± 0.4 4± 5 0.07± 0.11 0.0± 0.2
haberman 81± 18 0.19± 0.03 0.6± 0.2 80± 16 0.18± 0.03 0.6± 0.2
hepatitis 35± 14 0.14± 0.03 -0.1± 0.0 31± 17 0.18± 0.06 -0.1± 0.1
ionosphere 7± 3 0.02± 0.03 -0.1± 0.0 7± 3 0.06± 0.06 -0.1± 0.0
mammography 73± 31 0.03± 0.01 0.8± 0.3 8± 3 0.26± 0.04 0.1± 0.4
new-thyroid 67± 22 0.11± 0.03 -0.1± 0.1 66± 22 0.11± 0.03 -0.1± 0.1
nursery 33± 33 0.23± 0.13 0.8± 0.5 27± 35 0.17± 0.17 0.5± 0.6
pima 44± 21 0.32± 0.03 0.8± 0.4 60± 20 0.29± 0.03 0.8± 0.4
postoperative 13± 12 0.19± 0.09 0.3± 0.5 17± 12 0.16± 0.08 0.0± 0.3
transfusion 28± 15 0.24± 0.02 -0.1± 0.0 31± 14 0.28± 0.04 -0.1± 0.0
vehicle 6± 3 0.21± 0.13 -0.1± 0.0 4± 3 0.28± 0.19 -0.1± 0.0
yeast 54± 19 0.03± 0.01 1.0± 0.1 37± 21 0.21± 0.03 0.6± 0.5

example of such a case is haberman data set. Its optimal value of the parameter 𝑠 was around value 0.6. It
was equal to 0.6 (28 times), 0.5 (20), 0.7 (2), 0.4 (5), 0.8 (4), 0.3 (9), 0.9 (28), and 0.2 (4 times). See also
Subsection 4.3.5 for considerations on haberman data set (and Figures 4.12, 4.13, 4.14) taking into account
the whole available data and dependence of G-mean on the parameter 𝑠.

Now, let us take into account the fluctuations of the optimal values of the parameter 𝑝. As can be seen in
Table 5.15, for most of the considered data sets, this value has a relatively small standard deviation (for yeast,
abalone, mammography, balance-scale, credit-g, cleveland, transfusion, breast-cancer, hepatitis, haberman,
new-thyroid, ionosphere, pima, and ecoli data sets). In these cases, the learned optimal value of the parameter
𝑝 can be considered as stable.

What about the cases when the optimal values of parameters are unstable? These could be investigated in
two directions.

First, one could check how fluctuations of the optimal values of parameter change the value of considered
performance measure. This issue was somehow investigated globally (for the whole data sets) in Subsections
4.3.2, 4.3.3, 4.3.5. However, further investigation could be done (see Section 6.2).

Second, such fluctuations may suggest that searching not globally but locally for the optimal values of
parameters (separately for different regions of a considered domain) could potentially increase the quality of
RIONIDA performance (see Section 6.2).
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Let us now concentrate on the average value of the optimal parameter 𝑝 from Table 5.15. It should be noted
that for many considered data sets (11 out of 20) this value is very close to the percentage of the minority
class in the data set (see Table 5.1). (Moreover, for these 11 data sets except breast-cancer these differences
are less than the standard deviation of the value of the optimal parameter 𝑝.) The distance between these two
values is:

• less than 1% for glass, yeast, credit-g, mammography, transfusion, abalone, and cleveland data sets;
• less than 3% for breast-cancer, balance-scale, pima, and vehicle data sets.

The presented observations are consistent with Theorem 4.1, formulated and proved in the book. This fact
could be used in future research for using the default candidate for the optimal value of the parameter 𝑝.
This fact could also be used to search for the optimal value of this parameter around the default value (see
Section 6.2). Such an approach could be especially useful for big data sets.

On the other hand, it should be noted that there exist a few data sets for which the difference between the
average optimal value of the parameter 𝑝 and the percentage of the minority class in data set is relatively high:
ionosphere (approximately 34% of difference), breast-w (22%), nursery (20%), ecoli (15%). This fact proves
the usefulness of learning of the optimal value of the parameter 𝑝 in general (see also Subsection 4.3.3).

5.4.4 Analysis of running time of RIONIDA

In Subsection 4.5.2, we calculated the time complexity of the learning phase of RIONIDA. Here, we check
whether the time of learning phase in practice reaches the (pessimistic) theoretical time complexity. In the
performed experiments, the number of conditional attributes was relatively small (from 4 to 34). Also, the
sets 𝑃 and 𝑆 (i.e. sets of admissible values of the parameters 𝑝, 𝑠) are constant in our comparative experiment.
Thus we omit these three factors in the analysis of the time of learning phase. In the performed experiments,
the number of objects in data sets was varying from 90 to 12960 examples in total. We make the running
time analysis only for this factor.

Figure 5.8 presents the relationship between the size of the data set and the learning phase duration of
RIONIDA. Each data set is represented on this figure by point (𝑥, 𝑦), where 𝑥 = number of examples in data
set, 𝑦 = time of learning phase.

First, let us exclude from our considerations the mammography data set (we discuss this case below). In
this context, it is visible, that the points roughly lay on the straight line. At first glance, it is a surprising
observation since the (pessimistic) theoretical time complexity is a quadratic function of the number of
training examples. Below we explain it and add further comments.

Let us recall that the time complexity of the learning phase is 𝑂 (𝑚𝑛2 + 𝑛|𝑆 | · 𝑘𝑚𝑎𝑥 · (𝑚𝑘𝑚𝑎𝑥 + |𝑃 |)),
where 𝑛 = |𝑡𝑟𝑛𝑆𝑒𝑡 |, 𝑚 = |𝐴|, 𝑘𝑚𝑎𝑥 is the parameter used to define the maximal size of the neighbourhood
to be analysed (𝑘𝑚𝑎𝑥 = |𝐾 |), 𝑃, 𝑆 are sets of admissible values of the parameters 𝑝, 𝑠, respectively (see
Theorem 4.3 in Subsection 4.5.2). In our primary experiments |𝑃 | ≤ 𝑚𝑘𝑚𝑎𝑥 holds, and as a consequence,
the time complexity is 𝑂 (𝑚(𝑛2 + 𝑛|𝑆 | · 𝑘2

𝑚𝑎𝑥)). For the data sets used in our experiments 𝑛 < 13000. Since
in our primary experiments |𝑆 | = 12, 𝑘𝑚𝑎𝑥 = 100, then 𝑛2 < 𝑛|𝑆 | · 𝑘2

𝑚𝑎𝑥 . In other words, for the used data
sets and settings, the factor 𝑛|𝑆 | · 𝑘2

𝑚𝑎𝑥 is dominant over the factor 𝑛2. This fact explains the observed in the
performed experiments the ‘linearity’ of the time of learning phase relative to 𝑛. The quadratic factor will
become dominant for 𝑛 > 120000.

On the other hand, the quadratic time complexity relates to the searching for 𝑘𝑚𝑎𝑥 nearest objects to the
considered training example (or more objects in the specific situation described in Definition 2.14) among
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Fig. 5.8: Dependence of the learning phase duration of RIONIDA (in seconds) on the size of data set (i.e.
the number of objects in data set). The figure presents the average time of learning phase of RIONIDA for a
single split in the 10-fold stratified cross-validation. In any split, the training set contains roughly 90% of the
data set.

𝑛 objects (see Subsection 4.5.2). We assumed that this operation could be done in the linear time relative
to 𝑛 (see Subsections 4.5.2, 3.4.1). However, in our implementation, we use indexing trees for speeding up
this operation (see Subsection 3.6.1). It was experimentally shown in [28, pp.77-78] that by using indexing
trees: (1) this operation is faster than linear, (2) the acceleration (of this operation) significantly grows with
growing 𝑛. Also, it was (experimentally) shown that the time of constructing indexing trees is significantly
shorter than the time of (multiple) searching of nearest neighbours in a data set. All these facts were not
analysed theoretically; thus, we can only say that in our implementation, instead of factor 𝑛2, occurs a factor
with time complexity between linear and quadratic. This fact appears promising in the context of a potential
need for scalability of RIONIDA.

Let us return to the case of the mammography data set. It is visible in the presented figure that for this
data set the learning phase is a few times higher than for the nursery data set with a larger size of data set.
This is due to two reasons. First, the neighbourhood 𝑁 may contain more objects than 𝑘 (for the specific
situation described in Definition 2.14). Second, mammography data set contains a large number of objects
described with the same values of attributes (precisely 3329 objects described by zeros for all conditional
attributes; most of them belong to the majority class and 7 of them to the minority class); consequently, the
neighbourhood 𝑁 contains much more objects than 𝑘 (around 30% of neighbourhoods contain around 0.3 · 𝑛
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objects). It seems that these objects are kind of artefacts and should be removed from the data set before
analysis. However, we use this data set analogously as it was done in [4] and subsequent papers9.

Only for the sake of this subsection, we performed an additional experiment for RIONIDA and
mammography data set with all objects described by zeros in conditional attributes removed (it is also
presented and described on the figure). The performed experiment shows that for such modified data set the
time of learning phase significantly decreases and confirms the roughly linear time of learning phase relative
to the size of the training set (at least for the considered data sets).

We also analysed the testing time of a single object for each data set. The average time of testing of a
single object for different data sets was between 0.03ms and 0.35ms (parts of milliseconds) and 15.16 ms for
mammography data set.

First, let us again exclude from our considerations the mammography data set (we discuss this case below).
We observed that the average time of testing of a single object for the larger data sets used in our experiments
(abalone and nursery) is comparable to the case for the smaller data sets. Thus, we repeated the experiments
without using indexing trees to check whether significant acceleration is achieved by using this specialised
data structure.

Figure 5.9 shows10 the average time of testing of a single object for (1) standard version of RIONIDA
with use of indexing trees, and (2) version of RIONIDA without using indexing trees. In the case without
using indexing trees, one can observe the roughly linear dependence of the average time of testing of a
single object on the size of data sets. This observation is consistent with the theoretical time complexity
of testing operation for RIONIDA (see Subsection 4.5.1). On the other hand, for the version with the use
of indexing trees, one can observe variability between two constant values. The plot in this figure suggests
dependence close to a constant value. However, we must admit that we used rather small data sets to draw
any far-reaching conclusions about the (experimental) dependence of the average time of testing of a single
object (for RIONIDA) on the size of data sets. Regardless, this shows that even for data sets used in our
experiments, which are relatively small, the significant acceleration of the testing phase for RIONIDA by
using indexing trees is achieved. This is a promising fact for attempting to analyse big data sets.

Taking into account the above considerations, let us come back shortly to the case of the time of learning
phase. It should be noted that for the testing phase, the operation of searching for nearest objects is dominant.
As it was mentioned, this (repeated) operation will become dominant for larger data sets also in the learning
phase. If this operation for larger data sets would also take time close to constant, it would strongly affect
the time complexity of the learning phase. Thus, the observations for the considered data sets justify the
mentioned supposition that, for the learning phase, the practical time complexity can be close to linear. To
be more precise, this issue needs further investigation in the future (see Section 6.2).

Let us return to the case of the mammography data set. For example, the testing phase for this data set
takes around 210 times more than for the nursery data set with the larger size of data set. The reason for
this fact is analogous to the one discussed above for the learning phase. Here, we see that the effect of large
neighbourhoods can slow down the testing phase of RIONIDA far more.

As it was mentioned in Subsection 3.3.2, one could consider dedicated data structures for grouping
objects with identical attribute values for speeding up searching for the neighbourhood 𝑁 in such situations
as described above for the mammography data set (see Section 6.2).

Finally, we compare the time of computations for different learning algorithms. As an example, we use
AF-learners (combinations of algorithms and filters) presented in Table 5.8 (the optimal AF-learners for the

9 Also, prof. Nitesh Chawla, one of the co-authors of [4] suggested us using this data set as is.
10 This experiment was performed on another computer than the other experiments presented in the book. Thus the absolute
values of times can differ with other presented data or experiments using time factor. However, our desire is to recognise the
relative difference between the times for considered two cases.
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Fig. 5.9: Dependence of the average time of testing of a single object (in milliseconds) on the size of data
set (number of objects in data set) for: (1) standard version of RIONIDA with use of indexing trees, and (2)
version of RIONIDA without using indexing trees.

optG strategy) on page 160. Thus, in particular, MODLEM, BRACID, RIONIDA are used without filtering;
MODLEM-C – with the SMOTE filter; and the remaining learning algorithms – with SMOTE+ENN.

First, we present the time of learning phase (generally the most time-consuming phase). We computed the
average training time for a single split in the 10-fold stratified cross-validation for each learning algorithm
used in the comparative experiments. We summed these values for all data sets used in the experiments
excluding mammography data set (due to described above repetitions of objects in it). During computations
separately were computed: (1) time of preprocessing of data sets (using filters) and (2) pure learning time of
the learning algorithm.

In Figure 5.10, we present the time of learning phase for each learning algorithm computed in above
mentioned way. In this figure, we distinguish the mentioned preprocessing time and pure learning time.
Learning algorithms which do not use filtering (MODLEM-C, BRACID, RIONIDA) have no visible time
of filtering part of the learning phase. However, also the MODLEM algorithm has insignificant (in time)
filtering part. This is due to the use of SMOTE filter, much faster than SMOTE+ENN. From this figure, we can
conclude that on average training time of RIONIDA is comparable to other algorithms. Here, RIONIDA is
in the second place, after MODLEM-C (which performs a few times faster)11. Moreover, it is worth recalling

11 In the case without excluding mammography data set, RIONIDA would be on the one before last place. However, as it was
mentioned above it is possible to accelerate RIONIDA for such data sets.
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Fig. 5.10: Summed (for all data sets used in experiments excluding mammography) average times of the
training phase for single split in 10-fold stratified cross-validation (in seconds) for each learning algorithm
used in experiments. In any split, the training set contains roughly 90% of the data set. Two times are
distinguished: filtering (as the first part of the training phase), training by learning algorithm (as the second
part of the training phase).

that the learning phase of the used in experiments implementation of RIONIDA can be accelerated a few
times (see Subsection 4.5.3).

In Figure 5.11, we present time of testing phase for each learning algorithm (computed analogously as for
training phase). RIONIDA is on the seventh place by means of testing time. It is around 50 times slower than
PART, J48, and RIPPER algorithms; around 4 times slower than MODLEM, MODLEM-C, and RIONA. On
the other hand, it is more than 150 times faster than kNN, and a few times faster than RISE and BRACID.

Taking into account that usually training phase is dominant, the RIONIDA algorithm on average has a
comparable time of computations to the other AF-learners used in the experiments.

5.5 Additional experiments and their analysis

In this section, we present the results of some additional experiments. First, we analyse the use of RIONIDA,
with filters dedicated to imbalanced data, in order to check whether RIONIDA realises the power of filters.
Second, we present a more deep comparison of RIONIDA and RIONA (with different filters). Third, we
present a more deep comparison of RIONIDA and BRACID. In the last three subsections, we present



5.5 Additional experiments and their analysis 181

Fig. 5.11: Summed (for all data sets used in experiments excluding mammography) average times of the
testing phase for single split in 10-fold stratified cross-validation (in logarithmic scale, in milliseconds) for
each learning algorithm used in experiments. In any split, the testing set contains roughly the one-tenth part
of data set.

many additional experiments performed which possibly could lead to the improvement of RIONIDA
quality. We used both the settings that are specific to RIONIDA (Subsection 5.5.4) and adopted from
RIONA (Subsection 5.5.5). Moreover, we used (additionally implemented) modified versions of RIONIDA
(Subsection 5.5.6).

In order to bound the length of the dissertation, we only present here the results in a compact way, without
detailed analysis, e.g. statistical analysis. The aim is, in particular, to give the readers some intuition, whether
some extensions or modifications in RIONIDA can improve its performance.

5.5.1 RIONIDA with filters

In the presented experiments, we applied learning algorithms dedicated to balanced data to the results of
sampling methods (filters) dedicated to imbalanced data. We used two types of well-known filters. Let us
recall that while designing comparative experiments, we assumed that such filters can not improve the quality
of algorithms dedicated to imbalanced data (hence, such filters were not used in the mentioned context).

Here, we report the results of additional experiments checking whether this assumption actually holds
in case of RIONIDA and BRACID. As an example, we present details of such a comparison for G-mean
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Table 5.16: The values of G-mean (in parenthesis Sensitivity, and Specificity) for RIONIDAG and the
difference of these factors between RIONIDAG with different filters and RIONIDAG (without filter) for each
data set used in experiments. These values are given in % and rounded to one decimal point. The changes
above 1% are shown in bold. The changes below -1% are shown in bold and red. At the bottom, the averages
of differences for all used data sets are also given.

G-mean (Sensitivity, Specificity)

Values for Differences between

RIONIDA RIONIDA with a filter and RIONIDA
Data set (with no filter) SMOTE+ENN SMOTE

abalone 67.9 (67.8, 68.1) -8.0 (-25.3, 16.5) -7.6 (-23.7, 14.3)
balance-scale 77.0 (82.7, 71.8) -42.3 (-68.4, 12.9) -64.7 (-79.4, 16.2)
breast-cancer 65.0 (59.9, 70.5) -8.0 ( -9.5, -6.0) -4.1 ( -8.6, 1.8)
breast-w 97.5 (98.6, 96.5) 0.2 ( 0.5, -0.1) -0.5 ( -1.3, 0.2)
car 96.7 (97.1, 96.4) -15.7 (-28.7, -0.2) -2.6 ( -4.8, -0.4)
cleveland 76.4 (78.6, 74.3) -10.3 (-23.7, 5.6) -19.3 (-39.7, 10.0)
credit-g 69.9 (71.6, 68.3) -3.6 ( -1.7, -5.4) -5.3 (-15.5, 6.2)
ecoli 88.8 (89.7, 87.9) -2.2 ( -3.7, -0.8) -7.1 (-16.3, 3.2)
glass 69.3 (68.2, 70.5) -2.0 (-15.3, 15.2) -3.2 (-18.2, 17.0)
haberman 65.4 (68.9, 62.1) -5.3 ( 1.6, -10.8) -9.8 (-19.6, 0.7)
hepatitis 79.0 (78.1, 79.9) -5.0 (-13.1, 4.5) -4.8 (-13.8, 5.8)
ionosphere 90.9 (89.3, 92.5) -0.5 ( -4.5, 3.7) -0.4 ( -5.1, 4.7)
mammography 89.7 (85.1, 94.5) -14.8 ( -2.4, -26.8) -0.2 ( -2.2, 2.0)
new-thyroid 98.9 (99.1, 98.7) 0.0 ( 0.6, -0.6) -0.5 ( -0.9, -0.2)
nursery 99.9 (99.9, 99.9) -8.7 (-15.9, -0.9) -1.9 ( -3.0, -0.8)
pima 72.9 (76.0, 69.9) -6.3 ( 10.8, -18.9) -5.7 ( -6.3, -5.3)
postoperative 43.7 (39.2, 49.5) -10.0 (-17.9, 6.4) -10.6 (-20.0, 8.6)
transfusion 67.6 (66.1, 69.2) -4.4 ( 6.6, -14.1) -8.3 (-11.2, -5.1)
vehicle 95.1 (97.4, 92.9) -0.6 ( 1.0, -2.1) 0.1 ( -2.1, 2.2)
yeast 85.0 (87.3, 82.7) -8.9 (-25.9, 11.5) -7.0 (-22.2, 10.8)

Averages of differences: -7.8 (-11.8, -0.5) -8.2 (-15.7, 4.6)

as the performance measure. We present detailed results of the combination of RIONIDA with all filters
used in comparative experiments. Additionally to G-mean, we present Sensitivity and Specificity (i.e. the
components of G-mean measure) obtained by RIONIDA without filters and with two filters used previously
in the comparative experiments.

All these results are presented in Table 5.16. They show that for both filters, for all but one data set, the
performance of RIONIDA worsens (corresponding to negative values in the table); in most cases by more
than 1%. The worsening is mainly because of worsening of Sensitivity (in all cases for SMOTE and most cases
for SMOTE+ENN). These results are understandable since by using filters, the algorithm is receiving as input
the balanced training set, but the testing set is imbalanced.

The conclusion which follows from this experiment is that filters do not improve the quality of RIONIDA
significantly. However, for example, such filters improved quality of BRACID for some data sets. Instead
of presenting detailed experiments with resulting tables for BRACID, we present some exemplary results
in this context. For SMOTE+ENN filter the obtained improvement (in G-mean) was greater than 1% for the
following data sets: abalone (improvement of 3.71%), cleveland (5.42%), ecoli (1.38%), glass (26.35%),
yeast (2.95%). For SMOTE filter the obtained improvement was greater than 1% for the following data sets:
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abalone (5.62%), ecoli (3.07%), glass (21.40%), mammography (4.55%), yeast (improvement of 1.07%). At
the same time, as it was expected, for most data sets, the worsening was observed (both for SMOTE+ENN and
SMOTE).

In the context of presented results, we can (roughly) conclude that RIONIDA realises the power of filters
dedicated to imbalanced data and does much more for the relevant classification of imbalanced data.

5.5.2 Additional comparison of RIONIDA with RIONA

The analysis of comparative experiments in Section 5.3 showed that RIONIDA is significantly better than
RIONA relative to G-mean as well as F-measure for all 3 considered strategies. Here, as an example, we present
a more detailed comparison of these algorithms for G-mean performance measure. In this comparison, we
present results of combining RIONA with all filters used in these experiments. Moreover, we use values of both
Sensitivity and Specificity (i.e. the components of G-mean measure) obtained in comparative experiments
by the considered algorithms. Certainly, the higher the values of Sensitivity and Specificity are, the better
quality of the classifier is. In Table 5.17, all these results are presented.



Table 5.17: The values of G-mean (in parenthesis Sensitivity, and Specificity) for RIONIDAG and the difference of these factors between RIONA with different filters
and RIONIDAG (for each data set used in experiments). These values are given in % and rounded to one decimal point. The changes above 1% are shown in bold.
The changes below -1% are shown in bold and red. At the bottom, the averages of differences for all used data sets are also given.

G-mean (Sensitivity, Specificity)

Differences between RIONA with a filter
Values for and RIONIDA (with no filter)

RIONIDA RIONA with RIONA with RIONA with
Data set (with no filter) no filter SMOTE+ENN SMOTE

abalone 67.9 (67.8, 68.1) -31.0 (-54.1, 31.4) -8.0 (-25.4, 16.5) -9.7 (-27.7, 16.3)
balance-scale 77.0 (82.7, 71.8) -77.0 (-82.7, 28.2) -43.7 (-69.6, 13.5) -75.6 (-82.4, 17.9)
breast-cancer 65.0 (59.9, 70.5) -11.6 (-28.2, 19.8) -8.1 ( -8.9, -6.9) -4.0 ( -6.7, -0.5)
breast-w 97.5 (98.6, 96.4) -1.5 ( -3.7, 0.7) 0.3 ( 0.4, 0.2) -0.1 ( -0.4, 0.2)
car 96.7 (97.1, 96.4) -11.4 (-23.8, 2.9) -16.4 (-29.9, -0.2) -12.7 (-24.6, 1.2)
cleveland 76.4 (78.6, 74.3) -76.4 (-78.6, 25.5) -11.1 (-25.4, 6.1) -20.6 (-41.7, 10.7)
credit-g 69.9 (71.6, 68.3) -16.2 (-40.5, 24.7) -3.5 ( -1.2, -5.7) -5.4 (-15.3, 5.7)
ecoli 88.8 (89.7, 87.9) -15.1 (-33.7, 9.3) -2.1 ( -3.7, -0.6) -7.5 (-17.4, 3.6)
glass 69.3 (68.2, 70.5) -63.5 (-66.5, 28.2) -2.5 (-15.9, 15.0) -1.6 (-15.9, 17.3)
haberman 65.4 (68.9, 62.1) -29.8 (-55.1, 29.7) -5.6 ( 4.1, -13.0) -4.4 ( -3.5, -5.2)
hepatitis 79.0 (78.1, 79.9) -17.6 (-38.4, 15.3) -5.5 (-14.4, 4.8) -6.9 (-17.2, 5.4)
ionosphere 90.9 (89.3, 92.5) -3.6 (-11.7, 5.6) -0.5 ( -4.7, 4.0) -0.3 ( -4.8, 4.7)
mammography 89.7 (85.1, 94.5) -17.6 (-32.8, 4.9) -15.5 ( -4.3, -26.4) -16.1 ( -5.5, -26.5)
new-thyroid 98.9 (99.1, 98.7) -1.5 ( -3.1, 0.2) 0.0 ( 0.6, -0.6) -0.2 ( -0.3, -0.2)
nursery 99.9 (99.9, 99.9) -0.3 ( -0.7, 0.0) -11.2 (-20.5, -0.7) -5.1 ( -9.5, -0.4)
pima 72.9 (76.0, 69.9) -9.0 (-31.2, 21.1) -6.3 ( 10.8, -18.9) -5.7 ( -6.3, -5.3)
postoperative 43.7 (39.2, 49.5) -15.2 (-27.9, 34.1) -9.6 (-17.5, 6.4) -10.7 (-20.4, 8.9)
transfusion 67.6 (66.1, 69.2) -18.2 (-38.3, 18.9) -4.3 ( 7.1, -14.4) -9.1 ( 1.5, -18.5)
vehicle 95.1 (97.4, 92.9) -0.8 ( -4.8, 3.1) -0.6 ( 1.0, -2.1) 0.1 ( -2.1, 2.2)
yeast 85.0 (87.3, 82.7) -56.9 (-79.2, 17.1) -9.0 (-26.1, 11.6) -10.1 (-28.2, 12.3)

Averages of differences: -23.7 (-36.7, 16.0) -8.2 (-12.2, -0.6) -10.3 (-16.4, 2.5)

184
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From the presented results, some meaningful conclusions follow.
First, for RIONIDA, the factors Sensitivity and Specificity are quite close. This shows that RIONIDA is

balancing well these two components of G-mean.
Second, for the three used filters (including the trivial one) G-mean for RIONA is worse than RIONIDA

for all or almost all of the used data sets. This explains why RIONIDA outperforms RIONA in the
above-mentioned main comparative experiment (even for the maxG strategy).

Third, for RIONA with no filter, Sensitivity is worse for all but one data set; however, Specificity is better
for all data sets (for nursery it is, in fact, around 0.05, greater than 0%). Such a performance is typical for
the algorithm dedicated to balanced data when they are used for imbalanced data, i.e. high Specificity with
relatively low Sensitivity.

Fourth, the outperforming of RIONA by RIONIDA is not only related to better balancing between
Sensitivity and Specificity by RIONIDA. For both filters SMOTE and SMOTE+ENN, for a few data sets, RIONA
is worse than RIONIDA on Sensitivity as well as Specificity (this is discussed in more detail below). Also,
for both filters SMOTE and SMOTE+ENN, for a few data sets, RIONA is worse than RIONIDA in terms of
Sensitivity with Specificity almost unchanged. For RIONA with SMOTE+ENN, the averages of differences
indicate that generally, Sensitivity is much better for RIONIDA than RIONA, but Specificity is only slightly
better for RIONIDA than for RIONA. For RIONA with SMOTE, Specificity is on average better for RIONA
than RIONIDA, but Sensitivity is on average much worse than for SMOTE+ENN filter.

Let us investigate more deeply the case of RIONA with SMOTE+ENN filter (the filter selected in the optG
strategy for RIONA). In Figure 5.12, for all data sets used in experiments, the simultaneous difference
(for these algorithms) of Sensitivity and Specificity is presented: ΔSens = RIONA Sensitivity − RIONIDA
Sensitivity, ΔSpec = RIONA Specificity − RIONIDA Specificity. The negative (positive) value of 𝑥 or 𝑦
coordinate (for any data set represented by a point with these coordinates) denotes that RIONIDA achieved
a higher (lower) value of Sensitivity or Specificity, respectively. From this figure (and Table 5.17) one can
distinguish the following groups of cases taking into account whether RIONIDA outperforms (or not) RIONA
(with SMOTE+ENN filter) by means of the considered factors:

A RIONIDA systematically outperforms RIONA: significantly or moderately on both Sensitivity and
Specificity (for mammography, breast-cancer, credit-g data sets), significantly on Sensitivity and slightly
on Specificity (for car, nursery, ecoli),

B RIONIDA significantly outperforms RIONA on Sensitivity with a significant loss on Specificity in
such a way that the gain on Sensitivity is higher than the loss on Specificity, i.e. |ΔSens| > |ΔSpec| (for
balance-scale, cleveland, postoperative, yeast, abalone, hepatitis),

C RIONIDA significantly outperforms RIONA on Specificity with a significant or moderate loss on
Sensitivity in such a way that the gain on Specificity is higher than the loss on Sensitivity, i.e. |ΔSpec| >
|ΔSens| (for pima, haberman, transfusion, vehicle),

D The values ΔSpec and −ΔSens are relatively close, i.e. RIONIDA outperforms RIONA on Sensitivity
with the gain being similar to the loss on Specificity (for glass, ionosphere), or RIONIDA outperforms
RIONA on Specificity with the gain being similar to the loss on Sensitivity (for new-thyroid),

A’ RIONA slightly outperforms RIONIDA on both Sensitivity and Specificity (for breast-w data set),

where ‘significant’ means here that the absolute value is higher than 2%, ‘moderate’ – between 1%-2%, and
‘slight’ – less than 0.8%.

Group A is represented by points on the left of the 𝑦-axis and below the 𝑥-axis (the left bottom part of the
figure). Group B is represented by points on the left of the 𝑦-axis and above the 𝑥-axis beyond points lying
close to the line 𝑦 = −𝑥. Group C is represented by points on the right of the 𝑦-axis and below the 𝑥-axis
beyond points lying close to the line 𝑦 = −𝑥. Group D is represented by points lying close to the line 𝑦 = −𝑥.
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Group A’ is, in a sense, opposite to group A. It is represented by a single point lying close to the intersections
of the 𝑥- and 𝑦-axes (slightly above and to the right).

For group A it is evident that RIONIDA outperforms RIONA on G-mean. For this group of data sets,
RIONIDA outperforms RIONA relative to two criteria (i.e. simultaneously to Sensitivity and Specificity) of
comparison. Also, for groups B and C it is relatively easy to explain (in terms of Sensitivity and Specificity)
the fact that RIONIDA wins with RIONA. The informal explanation is that the gain on the one factor recovers
the loss on the second factor. In the case of group D, the improvement for G-mean is obtained by acquiring to
balance between Sensitivity and Specificity. Even for this group, RIONIDA outperforms RIONA on G-mean
for two data sets (glass and ionosphere).

Fig. 5.12: The difference in performance of RIONA (preceded with filter SMOTE+ENN) and RIONIDA for
each data set used in experiments. Axes 𝑥 and 𝑦 represent the difference (for these algorithms) of Sensitivity
and Specificity, respectively. Also, three of discussed (in this subsection) groups of cases are indicated (A,
B, and C).

To sum up, for some data sets the improvement of RIONIDA relates to the improvement in both Sensitivity
and Specificity. This especially shows the power of RIONIDA. For most of the analysed data sets, the
improvement relates to proper balancing between Sensitivity and Specificity. In many cases worsening of
one factor can lead to the much better improvement of the second factor.

All these observations confirm once again that it was far more successful to construct the RIONIDA
algorithm than to use the RIONA algorithm with filters for imbalanced data.
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5.5.2.1 The case of RIONA with different possible settings

In Section 3.6, we briefly described some extensions of the RIONA algorithm. One can ask whether for
different than the default settings for RIONA the comparison of RIONIDA with RIONA can change. We
checked the following settings (the default settings for RIONA used in the main comparative experiments are
shown in bold):

1. voting method (Equal, Inverse Square Distance),
2. attribute weighting method (None, Distanceased, Accuracy Based),
3. distance measure (City And Simplified Value Difference pseudoMetric, Interpolated Value Difference

pseudoMetric)

In Subsection 5.5.5, some comments on these settings are given with references where the more detailed
description can be found.

We conducted preliminary experiments with all possible settings mentioned above, although not all data
sets were used (mammography was excluded). Also, 3 possible filters were used for each combination. Thus,
in total, it was 2 · 3 · 2 · 3 = 36 experiments. We do not present here the detailed results. However, the
preliminary general conclusion was that none of these combinations leads to a significant improvement of
the G-mean performance measure for RIONA. In particular, by taking maximal values of these 36 scores for
each data set (as in the max strategy), only for 5 data sets (out of 19), these maximal values are higher for
RIONA than for RIONIDA (for breast-w, glass, new-thyroid, postoperative, vehicle).

This shows that the fact of outperforming of RIONA by RIONIDA is not related to using not proper
settings for RIONA. Thus, the conclusion given in the previous subsubsection can be strengthened that it
was far more successful to construct the RIONIDA algorithm than to use the RIONA algorithm with specific
settings and with filters for imbalanced data.

5.5.3 Additional comparison of RIONIDA with BRACID

In Section 5.3, it was shown that RIONIDA is significantly better than BRACID relative to G-mean as well
as F-measure for all 3 considered strategies. We present a more detailed comparison of these algorithms for
two performance measures: G-mean and F-measure.

5.5.3.1 The case of G-mean

Here, we present more detailed comparative results for RIONIDAG and BRACID. Moreover, we present an
analysis of behaviour on the data sets of both Sensitivity and Specificity (i.e. the components of G-mean
measure) obtained in comparative experiments by the considered algorithms. In Table 5.18, all these results
are presented.

For G-mean performance measure, RIONIDAG outperforms BRACID for all but one used data sets (for 2
data sets only slightly). The outperforming of BRACID by RIONIDA is not only related to better balancing
between Sensitivity and Specificity by RIONIDA. For a few data sets, RIONIDA is better than BRACID
in terms of Sensitivity as well as Specificity (this is discussed in more detail below). Also, the averages of
differences indicate that generally, Sensitivity is much better for RIONIDA than BRACID, but Specificity is
only moderately better for RIONIDA than for BRACID.
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Table 5.18: The values of G-mean (in parenthesis Sensitivity, and Specificity) for RIONIDAG and the
difference of these factors between BRACID and RIONIDAG for each data set used in experiments. These
values are given in %. The changes above 1% are shown in bold. The changes below -1% are shown in bold
and red. At the bottom, the averages of differences for all used data sets are also given.

G-mean (Sensitivity, Specificity)

Values for Differences between

Data set RIONIDAG BRACID and RIONIDAG

abalone 67.94 (67.82, 68.10) -2.14 (-20.00, 22.46)
balance-scale 76.98 (82.65, 71.75) -18.30 (-11.83, -22.88)
breast-cancer 64.98 (59.88, 70.55) -6.81 ( -0.59, -13.38)
breast-w 97.53 (98.63, 96.44) -0.62 ( 0.41, -1.62)
car 96.74 (97.10, 96.39) -9.26 (-19.42, 2.17)
cleveland 76.38 (78.57, 74.33) -13.49 (-29.72, 6.87)
credit-g 69.90 (71.57, 68.27) -7.63 ( 9.03, -20.14)
ecoli 88.82 (89.71, 87.94) -4.40 (-10.57, 2.13)
glass 69.26 (68.24, 70.51) -29.35 (-51.18, 24.88)
haberman 65.40 (68.89, 62.13) -5.85 ( 1.11, -11.33)
hepatitis 79.00 (78.13, 79.92) -1.90 ( -4.06, 0.41)
ionosphere 90.89 (89.29, 92.53) 0.52 ( 7.70, -6.35)
mammography 89.70 (85.12, 94.54) -4.29 (-11.19, 4.15)
new-thyroid 98.93 (99.14, 98.72) -0.24 ( -0.86, 0.39)
nursery 99.90 (99.88, 99.92) -3.32 ( -6.52, 0.00)
pima 72.87 (75.97, 69.92) -1.58 ( 11.27, -11.66)
postoperative 43.66 (39.17, 49.54) -1.17 ( 14.17, -15.15)
transfusion 67.64 (66.12, 69.21) -3.24 ( 8.31, -13.49)
vehicle 95.10 (97.39, 92.88) -1.28 ( -0.96, -1.59)
yeast 84.95 (87.26, 82.74) -12.58 (-32.75, 13.43)

Averages of differences: -6.35 ( -7.38, -2.04)

Let us discuss more deeply the differences between BRACID and RIONIDA analogously as it was done for
RIONA and RIONIDA (in the previous subsection). In Figure 5.13, for each data set used in experiments, the
simultaneous difference (for these algorithms) of Sensitivity and Specificity is presented: ΔSens = BRACID
Sensitivity − RIONIDA Sensitivity; ΔSpec = BRACID Specificity − RIONIDA Specificity. The negative
(positive) value ofΔSens denotes that RIONIDA outperforms BRACID (BRACID outperforms RIONIDA) on
Sensitivity. The similar meaning of ΔSpec is for the relation between BRACID and RIONIDA on Specificity.
From this figure (and Table 5.18) one can distinguish the following groups of cases (analogously as in the
previous section) depending on whether RIONIDA outperforms (or not) BRACID by means of the considered
factors:

A RIONIDA systematically outperforms BRACID: significantly on both Sensitivity and Specificity (for
balance-scale data set), significantly on Specificity and slightly on Sensitivity (for breast-cancer),
moderately on both Sensitivity and Specificity (for vehicle), significantly on Sensitivity with no difference
on Specificity (for nursery), or significantly on Sensitivity with a slight loss on Specificity (for hepatitis),

B RIONIDA significantly outperforms BRACID on Sensitivity with a significant loss on Specificity in
such a way that the gain on Sensitivity is higher than the loss on Specificity, i.e. |ΔSens| > |ΔSpec| (for
glass, cleveland, yeast, car, ecoli, mammography),
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Fig. 5.13: The difference in performance of BRACID and RIONIDAG for each data set used in experiments.
Axes 𝑥 and 𝑦 represent the difference of Sensitivity and Specificity for these algorithms, respectively. Also,
three of the discussed (in this subsection) groups of cases are distinguished (A, B, and C).

C RIONIDA significantly outperforms BRACID on Specificity with a significant or moderate loss on
Sensitivity in such a way that the gain on Specificity is higher than the loss on Sensitivity, i.e. |ΔSpec| >
|ΔSens| (for credit-g, haberman, transfusion),

D The values ΔSpec and −ΔSens are relatively close, i.e. RIONIDA outperforms BRACID on Sensitivity
with the gain being similar to the loss on Specificity (for pima, postoperative, breast-w, ionosphere), or
RIONIDA outperforms BRACID on Specificity with the gain being similar to the loss on Sensitivity (for
abalone, new-thyroid),

where ‘significant’ means here that the absolute value is higher than 2%, ‘moderate’ – between 0.9%-2%,
‘slight’ – less than 0.6%.

Groups A-D are analogous to the considered ones in the previous subsection with a small difference
related to group A. Group A is represented by points on the left of the 𝑦-axis and below (or only slightly
above) the 𝑥-axis (the left bottom part of the figure). This group represents data sets for which (except one –
the case slightly above 𝑥-axis) RIONIDA outperforms BRACID in terms of both criteria (i.e. Sensitivity and
Specificity) of comparison simultaneously. In the case of one data set from this group, such a relation is true
only approximately.
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Analogously as in the previous section, it is easy or relatively easy to explain in terms of Sensitivity and
Specificity why RIONIDA outperforms BRACID on G-mean for data sets from groups A, B, and C.

However, even for 5 data sets from group D, RIONIDA outperforms BRACID on G-mean (moderately for
3 data sets, and slightly – for 2). This is most likely due to better balancing of Sensitivity versus Specificity
by RIONIDA than BRACID.

To sum up, the sources for which RIONIDA wins with BRACID are as follows: for a group of data sets,
RIONIDA outperforms BRACID on both components of G-mean (Sensitivity and Specificity); for another
group, RIONIDA outperforms BRACID on one of these components gaining much more than losing on the
second component; for other data sets, RIONIDA simply better balances between these components.

From all these observations, it follows that RIONIDA can reach relatively high values of primary
components (Sensitivity, Specificity) for imbalanced data as well as maximises the given performance
measure. It is worthy to note that RIONIDA and BRACID use the same CSVDM pseudometric, which
previously proved to be successful for former algorithms, in particular for RIONA. Thus, the fact that
RIONIDA outperforms BRACID is not related to the used pseudometric but has some deeper causes.

5.5.3.2 The case of F-measure

The BRACID algorithm is aiming to maximise F-measure (such an implementation is used in our
experiments). Thus, exceptionally in this section, we present also details related to comparative results
for F-measure as the performance measure. Therefore, we present comparative results for RIONIDAF and
BRACID. In Table 5.19, these results for F-measure are presented.

In Figure 5.14, for all data sets used in experiments, simultaneously the difference of values of Sensitivity12

and Precision (i.e. the components of F-measure) for these algorithms are presented: ΔSens = BRACID
Sensitivity − RIONIDA Sensitivity; ΔPrec = BRACID Precision − RIONIDA Precision. From this figure
(and Table 5.19) one can observe that for all but three data sets, RIONIDA has much better Precision than
BRACID. On the other hand, for most data sets, BRACID has better Sensitivity. From this figure (and
Table 5.19) one can distinguish the following groups of cases (analogously to the previous section) taking
into account whether RIONIDA outperforms (or not) BRACID by means of the considered factors:

A RIONIDA systematically outperforms BRACID: significantly or moderately on both Sensitivity and
Precision (for cleveland, car, nursery), significantly on Precision and slightly on Sensitivity (for
postoperative), significantly on Sensitivity with a slight loss on Precision (for glass), or significantly
on Precision with a slight loss on Sensitivity (for haberman, breast-w),

C RIONIDA significantly outperforms BRACID on Precision with a significant or moderate loss on
Sensitivity in such a way that the gain on Precision is higher than the loss on Sensitivity, i.e. |ΔPrec| >
|ΔSens| (for balance-scale, ecoli, breast-cancer, vehicle, mammography),

D The values ΔPrec and −ΔSens are relatively close, i.e. RIONIDA outperforms BRACID on Sensitivity
with the gain being similar to the loss on Precision (for new-thyroid), or RIONIDA outperforms BRACID
on Precision with the gain being similar to the loss on Sensitivity (for credit-g, hepatitis),

A’ BRACID significantly outperforms RIONIDA on both Sensitivity and Precision (for abalone),
C’ BRACID significantly outperforms RIONIDA on Sensitivity with a significant loss on Precision in

such a way that the gain on Sensitivity is higher than the loss on Precision, i.e. |ΔSens| > |ΔPrec| (for
transfusion, pima, ionosphere, yeast),

12 In such context Sensitivity is usually called Recall (see Subsection 2.6.1).



5.5 Additional experiments and their analysis 191

Table 5.19: The values of F-measure (in parenthesis Sensitivity, and Precision) for RIONIDAF and the
difference of these factors between BRACID and RIONIDAF for each data set used in experiments. These
values are given in %. The changes above 1% are shown in bold. The changes below -1% are shown in bold
and red. At the bottom, the averages of differences for all used data sets are also given.

F-measure (Sensitivity, Precision)

Values for Differences between

Data set RIONIDAF BRACID and RIONIDAF

abalone 32.35 (38.09, 28.13) 5.02 ( 9.73, 2.55)
balance-scale 34.30 (63.47, 23.59) -15.96 ( 7.35, -13.05)
breast-cancer 52.17 (58.35, 47.21) -6.65 ( 0.94, -10.22)
breast-w 96.02 (98.59, 93.58) -1.18 ( 0.46, -2.61)
car 81.60 (82.61, 80.72) -8.41 ( -4.93, -11.46)
cleveland 44.31 (70.29, 32.37) -10.95 (-21.43, -7.03)
credit-g 58.27 (72.34, 48.81) -4.83 ( 8.27, -8.82)
ecoli 68.36 (78.00, 60.94) -8.49 ( 1.14, -12.77)
glass 29.69 (41.18, 23.30) -9.97 (-24.12, 0.51)
haberman 49.70 (69.63, 38.67) -4.09 ( 0.37, -4.82)
hepatitis 60.31 (70.00, 53.07) -0.93 ( 4.06, -3.44)
ionosphere 87.38 (86.03, 88.81) 0.14 ( 10.96, -9.04)
mammography 67.33 (63.81, 71.28) -2.76 ( 10.11, -13.95)
new-thyroid 96.40 (99.14, 93.84) 0.51 ( -0.86, 1.80)
nursery 98.92 (99.30, 98.56) -3.82 ( -5.95, -1.62)
pima 66.04 (80.22, 56.15) -0.23 ( 7.01, -3.31)
postoperative 33.61 (61.67, 23.16) -1.68 ( -8.33, -0.32)
transfusion 50.02 (58.37, 43.85) -2.93 ( 16.07, -9.41)
vehicle 89.79 (92.56, 87.19) -3.98 ( 3.87, -9.89)
yeast 41.24 (40.59, 42.10) 0.38 ( 13.92, -8.39)

Averages of differences: -4.04 ( 1.43, -6.27)

where ‘significant’ means here that the absolute value is higher than 2%, ‘moderate’ – between 0.9%-2%,
and ‘slight’ – less than 0.6%.

Again, group A represents data sets for which RIONIDA wins (for 3 data sets roughly wins) with
BRACID using simultaneously two criteria of comparison on Sensitivity and Precision. Analogously as
in the previous sections, it is easy or relatively easy to explain in terms of Sensitivity and Precision why
RIONIDA outperforms BRACID on F-measure for data sets from groups A, and C.

Groups A’ and C’ are, in a sense, opposite to groups A and C, respectively. The one data set (abalone) in
group A’ is the only one data set for which RIONIDA performs worse than BRACID significantly. Probably
the fact of weak results of RIONIDA on abalone data set relates to different borderline regions with different
distributions of the minority and majority classes. We have an idea of how to improve the performance of
RIONIDA for such cases (see Section 6.2).

If we consider group C’, which consists of 4 data sets, BRACID: slightly wins with (RIONIDA) on 2 of
these data sets (yeast, ionosphere), slightly loses on 1 data set (pima), and significantly loses on 1 data set
(transfusion). It seems surprising why RIONIDA wins with BRACID in case of transfusion data set (with
such differences of Sensitivity and Precision for BRACID and RIONIDA). This occurs probably because in
this case BRACID does not balance well Sensitivity and Precision (74.44% and 34.44%), while RIONIDA
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balances it better (58.37% and 43.85%). It is an example showing that RIONIDA can adapt quite well to the
chosen performance measure.

Fig. 5.14: The difference in performance of BRACID and RIONIDAF for each data set used in experiments.
Axes 𝑥 and 𝑦 represent the difference (for these algorithms) of Sensitivity and Precision, respectively. Also,
four of the discussed (in this subsection) groups of cases are distinguished (A, C, A’, and C’).

To sum up, the sources for which RIONIDA wins with BRACID for F-measure are similar to those
mentioned in the previous subsubsection for G-mean. Additionally, it is worth underlining that even for
the group of data sets being natural candidates for RIONIDA to lose (group C’), still it achieves relatively
good results. Again this shows that RIONIDA balances components of the considered performance measure
adequately.

Thus, the conclusion given in the previous subsubsection can be strengthened that RIONIDA can reach
relatively high values of the primary components for imbalanced data (Sensitivity, Specificity, Precision) as
well as maximise the given performance measure. All this makes RIONIDA competitive with algorithms
dedicated to imbalanced data (such as BRACID).
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5.5.4 The RIONIDA quality analysis for different settings specific to RIONIDA

In this and the subsequent section, we analyse (informally) whether the RIONIDA quality can be improved
by altering the RIONIDA settings. In this section, we present the results of changing some of the settings of
parameters which are specifically associated with the design of RIONIDA. In the next section, we deal with
parameters of RIONIDA adopted to RIONIDA from RIONA.

As it was mentioned in Subsection 4.4.2, we use the following default settings for RIONIDA:

• 𝐾 = 𝐾𝑑𝑒 𝑓 , where 𝐾𝑑𝑒 𝑓 = {1, 2, . . . , 100} (which means that 𝑘𝑚𝑎𝑥 = |𝐾 | = 100);
• 𝑃 = 𝑃𝑑𝑒 𝑓 , where 𝑃𝑑𝑒 𝑓 = {0.00, 0.01, 0.02, . . . 0.5};
• 𝑆 = 𝑆𝑑𝑒 𝑓 , where 𝑆𝑑𝑒 𝑓 = {−0.1, 0.0, 0.1, . . . , 1.0}.

Three groups of additional comparative experiments were performed to check whether the changes in
these default settings of RIONIDA can improve its performance.

We performed these comparative experiments only for the performance measure G-mean. Thus, we used
RIONIDAG; and therefore, in the current analysis, RIONIDA will refer to this setting.

To save space, we use one table for presenting these experiments, i.e. Table 5.20. We show in this table:
scores of RIONIDA (presented earlier) for its default setting; and for each of the considered settings, the
difference between scores for such setting and the default setting. Thus, positive values denote improvement
of RIONIDA performance (G-mean), and negative values denote its worsening.



Table 5.20: The values of G-mean (in %) for RIONIDAG (with default settings) and the change of scores (in %) for different modifications of default settings of
RIONIDAG (for different data sets). The following parameters are examined with non-standard settings: 𝑘𝑚𝑎𝑥 (= |𝐾 |, the size of the neighbourhood to be used during
searching for the optimal neighbourhood size), 𝑃 (the set of admissible values of parameter 𝑝), 𝑆 (the set of admissible values of parameter 𝑠). The values of the
parameters used in the table can be found in Subsection 5.5.4. The changes above 1% are shown in bold. The changes below -1% are shown in bold and red. At the
bottom, the averages of differences for all used data sets are also given.

Score for Differences between scores for different RIONIDA settings and the default setting for

Data set default 𝒌𝒎𝒂𝒙 = 200 𝑷 = 𝑷1 𝑺 = 𝑺1 𝑺 = 𝑺2 𝑺 = 𝑺3 𝑺 = 𝑺4 𝑺 = 𝑺5 𝑺 = 𝑺6

abalone 67.94 0.61 0.14 -0.04 -0.03 -0.03 -0.05 -0.05 -0.05
balance-scale 76.98 0.00 0.03 -35.41 -3.65 -3.65 -3.65 -3.65 -3.65
breast-cancer 64.98 0.01 0.14 -1.56 1.15 0.13 -0.61 0.61 -0.78
breast-w 97.53 -0.07 0.01 0.02 0.03 0.00 -0.01 0.00 0.00
car 96.74 0.02 -0.08 -1.68 -0.33 0.20 -0.43 -0.90 -0.36
cleveland 76.38 0.24 -0.28 0.04 -0.08 -0.08 0.00 0.00 0.00
credit-g 69.90 0.31 0.08 0.05 0.06 0.06 -0.01 -0.01 -0.01
ecoli 88.82 -0.23 0.07 0.18 0.27 0.27 0.17 0.17 0.17
glass 69.26 0.00 0.00 0.59 0.13 -0.44 0.00 0.53 -0.03
haberman 65.40 0.51 -0.05 -0.38 -4.01 -3.98 -2.17 -1.49 -2.33
hepatitis 79.00 0.00 -0.15 -1.99 0.00 0.00 0.00 0.00 0.00
ionosphere 90.89 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
mammography 89.70 -0.10 0.16 -0.29 -0.27 -0.27 -0.42 -0.42 -0.42
new-thyroid 98.93 0.00 -0.17 -0.31 0.00 0.00 0.00 0.00 0.00
nursery 99.90 0.03 0.00 -0.02 -0.18 -0.16 0.00 -0.01 0.00
pima 72.87 -0.47 -0.17 -0.12 -0.06 -0.06 -0.16 -0.16 -0.16
postoperative 43.66 0.00 -0.08 3.26 0.84 -0.16 -1.02 1.97 -0.63
transfusion 67.64 -0.14 0.02 -4.18 -3.39 0.00 0.00 -3.52 0.00
vehicle 95.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
yeast 84.95 -0.49 -0.14 -0.08 -0.71 -0.73 -0.08 -0.08 -0.08

Averages of differences: 0.01 -0.02 -2.10 -0.51 -0.45 -0.42 -0.35 -0.42

194
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5.5.4.1 Different maximal k value

The RIONIDA algorithm uses 𝑘𝑚𝑎𝑥 = |𝐾 | = 100 as default. We tried to examine whether this value is not
too small. We experimented with 𝑘𝑚𝑎𝑥 = |𝐾 | = 200.

Results in Table 5.20 (column for 𝑘𝑚𝑎𝑥 = 200) show that differences for all data sets are below 1% (even
below 0.5% for all but 2 data sets) with very slight general improvement (average of differences) in favour
of the setting 𝑘𝑚𝑎𝑥 = 200. We can conclude that setting 𝑘𝑚𝑎𝑥 = |𝐾 | = 200 did not significantly improve the
performance of the RIONIDA and the default setting for 𝑘𝑚𝑎𝑥 is satisfactory.

Let us recall that it was experimentally checked for the RIONA algorithm that there is no need to
use the whole training set in the process of classification and classifier learning. Moreover, the bound of the
neighbourhood size can even improve the classification performance or at least not reduce it significantly. The
development of RIONIDA was based on the assumption that this (experimentally checked) hypothesis can be
extended for the RIONIDA with different performance measures than Accuracy (see Subsection 4.4.2). The
experiment, presented here, can be treated as an argument for such a hypothesis. However, more experiments
should be performed as in the case of the RIONA algorithm to check (experimentally) this pre-assumed
hypothesis more thoroughly (see Section 6.2).

5.5.4.2 Different sets of admissible values for parameter p

The RIONIDA algorithm uses by default 𝑃 = 𝑃𝑑𝑒 𝑓 . We tried to check experimentally whether a more
detailed scale can improve the performance of RIONIDA.

We experimented with 𝑃 = 𝑃1, where 𝑃1 = {0.0, 0.001, 0.002, ..., 0.499, 0.500}.
Results in Table 5.20 (column for 𝑃 = 𝑃1) show that differences for all data sets are below 1% with

very slight general worsening (negative average of differences) in comparison with the default setting. We
can conclude that there is no evidence that setting 𝑃 = 𝑃1 can improve the performance of RIONIDA in
comparison with the default setting.

5.5.4.3 Different settings of parameter s

We tried to examine whether using set 𝑆 (of admissible values for the parameter 𝑠) with different sets than
the default one (𝑆𝑑𝑒 𝑓 ) can improve the performance of RIONIDA. In each experiment, we used one of the
following settings: 𝑆 = 𝑆1, 𝑆 = 𝑆2, 𝑆 = 𝑆3, 𝑆 = 𝑆4, 𝑆 = 𝑆5, or 𝑆 = 𝑆6, where:

• 𝑆1 = {1.0},
• 𝑆2 = {0.0},
• 𝑆3 = {−0.1},
• 𝑆4 = {−0.1, 1.0},
• 𝑆5 = {0.0, 1.0},
• 𝑆6 = {−0.1, 0.0, 1.0}.

Let us recall (see Subsection 4.3.5) that the case with 𝑆 = 𝑆3 = {−0.1} corresponds to the situation
when we do not check the consistency of examples in RIONIDA (it corresponds to the kNN method with
the optimal neighbourhood and the optimal value of the parameter 𝑝). The case with 𝑆1 = {1.0} represents
the RIONIDA algorithm with pure rules. For data sets with no inconsistencies, the case with 𝑆2 = {0.0} is
equivalent to the case with 𝑆3 = {−0.1}.
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Results in Table 5.20 (columns for 𝑆 = 𝑆1, . . . , 𝑆 = 𝑆6) show that reducing the default set to one of the
used sets generally worsens the performance of RIONIDA. Only for three of these settings, one can observe
improvement of more than 1% for one data set in each case. However, in these three cases, the performance
worsens by more than 1% for (at least) three other data sets. Also, the averages of differences indicate the
negative outcome for these different settings.

Moreover, this experiment shows us a few other noteworthy things. First, when pure rules are used (case
𝑆 = 𝑆1), the performance for the (mentioned previously) balance-scale data set worsens very significantly
(and also worsens for a few other data sets). Second, using RIONIDA with no consistency checking (case
𝑆 = 𝑆3, which corresponds to the instance-based method like kNN) generally worsens the performance of
RIONIDA. Third, cases for 𝑆 = 𝑆2 and 𝑆 = 𝑆3 do not give the same results. This is due to the existing
inconsistencies in data sets. The differences in performance for these two settings show that using such
separate settings (e.g. in the process of learning of the optimal values) can be profitable. Fourth, only learning
whether to use either pure rules or instance-based (kNN like) classifier (cases 𝑆 = 𝑆4, 𝑆 = 𝑆5, 𝑆 = 𝑆6, which
represent small alterations of the required type of optimisation) can be not sufficient to find the classifier with
high performance.

Thus, the performed experiments can be treated as another argument beyond those already given in
Subsection 4.3.5 that it is reasonable to introduce the additional parameter 𝑠 and to search the space of its
admissible values at the learning step (aiming at tuning levels of rules inconsistency) in RIONIDA. The
evident example for this is the previously discussed balance-scale data set.

5.5.5 The RIONIDA quality analysis for different RIONIDA settings adopted from RIONA

In Section 3.6, we briefly described some extensions of the RIONA algorithm. Since RIONIDA was
implemented based on RIONA, all the parameters of RIONA were adopted into RIONIDA. For a few
of these parameters, it makes sense to use them also in RIONIDA together with an attempt to find different
settings than the default. These are the following (the default settings for RIONIDA are shown in bold):

1. voting method (Equal, Inverse Distance, Inverse Square Distance),
2. attribute weighting method (None, Perceptron, Distance Based, Accuracy Based),
3. distance measure (City And Hamming Metric, City And Simplified Value Difference pseudoMetric,

Density Based Value Difference Metric, Interpolated Value Difference pseudoMetric)

In Subsection 3.6.2, one can find how Equal (generally used in the book), Inverse Distance and Inverse
Square Distance voting types are used.

In Subsection 3.6.3, one can find the general idea of using different weights for attributes. Generally, in the
book, equal weights are used (None setting). How to count weights related to settings Perceptron, Distance
Based, Accuracy Based is not described in the book, but it can be found in [28].

Let us recall here that City And Simplified Value Difference pseudoMetric is the metric13 generally used
in the book (see Subsection 2.2.3). The City And Hamming Metric is a quite basic metric also described
in Subsection 2.2.3. The ideas of Density Based Value Difference Metric and Interpolated Value Difference
Metric are briefly described in Subsection 3.6.4 (for details see [28]).

We conducted preliminary experiments with all possible settings mentioned above, although not all data
sets were used (mammography, glass, and new-thyroid data sets were excluded). Thus, in total, it was

13 For simplicity we do not distinguish between metrics and pseudometrics in this subsubsection (unless indicated in the name).
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3 · 4 · 4 = 48 experiments. The preliminary general conclusion was that none of these combinations leads to
the improvement of the G-mean performance measure.

We repeated these experiments for all data sets used in previous comparative experiments, although with
the selected, limited number of settings. We present in Table 5.21 results of experiments obtained by changing
one of these settings and other setting being fixed with their default values of RIONIDA (in addition to the
default settings, three groups consisting of 2, 3, and 3 experiments).



Table 5.21: The values of G-mean (in %) for different data sets for RIONIDAG and the change of scores (in %) for different modifications of default settings of
RIONIDAG, settings adopted from RIONA. We use a single letter for denoting a parameter: V (voting method), W (attribute weighting method), or M (distance
measure). The values of the parameters are listed at the beginning of Subsection 5.5.5. As the abbreviations of these values, the capital letters from the name are used.
For example, V=ISD denotes the following setting: voting method set to Inverse Square Distance, and other default settings of RIONIDA (presented at the beginning
of Subsection 5.5.5). The changes above 1% are shown in bold. The changes below -1% are shown in bold and red. At the bottom, the averages of differences for all
used data sets are also given.

Score for Differences between scores for different settings and the default setting for

Data set default V=ID V=ISD W=P W=DB W=AB M=CAH M=DBVD M=IVD

abalone 67.94 0.05 -0.83 0.18 0.36 0.29 0.31 6.14 -0.13
balance-scale 76.98 -6.65 -6.72 -4.32 -5.91 0.00 0.00 -22.03 -3.83
breast-cancer 64.98 -1.38 -2.93 -0.36 -2.47 0.11 -0.79 0.00 0.00
breast-w 97.53 0.08 -0.03 -0.17 -0.53 0.02 -0.16 -0.22 -0.38
car 96.74 -0.91 -2.52 0.16 0.48 -0.56 -0.82 0.00 0.00
cleveland 76.38 1.81 1.18 1.23 -0.42 0.76 1.17 -0.04 -0.53
credit-g 69.90 0.41 0.06 -0.02 0.16 -1.65 -1.59 0.44 0.56
ecoli 88.82 -0.57 -0.79 -0.18 -0.68 0.07 -0.39 -1.30 -2.13
glass 69.26 2.62 4.00 1.04 2.83 -7.96 0.00 -69.26 -7.14
haberman 65.40 -2.94 -3.70 -0.29 -0.39 -0.21 0.24 -3.29 -8.39
hepatitis 79.00 0.27 -0.63 -0.44 -2.51 -0.69 0.19 -2.41 1.56
ionosphere 90.89 -0.21 -0.03 -0.69 0.00 0.06 0.00 -1.69 -2.78
mammography 89.70 0.17 0.24 0.31 -0.36 0.00 0.00 -2.23 -1.22
new-thyroid 98.93 0.09 -0.29 -0.17 -1.38 0.00 0.00 -98.93 -2.91
nursery 99.90 -0.13 -0.10 0.00 0.01 -0.12 -0.04 0.00 0.00
pima 72.87 -0.02 0.24 0.03 1.52 -3.86 -0.04 2.03 0.82
postoperative 43.66 1.80 3.53 1.19 4.00 0.06 -4.40 0.00 0.00
transfusion 67.64 -4.54 -7.14 -0.19 -4.19 -1.23 0.19 -1.13 -6.70
vehicle 95.10 0.38 0.77 0.05 1.59 0.10 0.00 -1.09 -8.19
yeast 84.95 -0.10 -0.74 0.22 -2.19 0.00 0.00 -0.85 -4.52

Averages of differences: -0.49 -0.82 -0.12 -0.50 -0.74 -0.31 -9.79 -2.29
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5.5.5.1 Different voting methods

The RIONIDA algorithm uses by default equal voting irrespective of the distance of the training object from
the considered test object.

We also experimented with two other voting methods depending on the distance of the training object to
be used for voting from the considered test object (Inverse Distance or Inverse Square Distance).

Results in Table 5.21 (column with the prefix ‘V=’) show that for both of these methods, for three data sets
one can observe improvement by more than 1%; and for 4 or 5 data sets one can observe worsening by more
than 1%. Also, the negative averages of differences indicate the negative outcome for these settings. One can
(roughly) conclude that for both additional methods of voting the performance of RIONIDA worsens.

However, it seems incomprehensible that the voting method taking into account the distance of the training
object from the test one does not lead to significant improvement here. For the RIONA algorithm, it showed
an improvement for many data sets (see [28]). Probably for using these voting methods, one should choose
the scale for the parameter 𝑝 in a different way (different setting of 𝑃). This seems worthy to check in future
experiments (see Section 6.2).

5.5.5.2 Different attribute weighting methods

The RIONIDA algorithm uses by default equal weights for all attributes (all attributes are treated as equally
important).

We also experimented with three other methods assigning relevant weights for particular attributes
(attribute weighting method as Perceptron, Distance Based, and Accuracy Based).

Results in Table 5.21 (column with the prefix ‘W=’) show that for the Perceptron method, for 3 data sets,
one can observe improvement by slightly more than 1%; and for 1 data set, one can observe worsening by more
than 4%. The average of differences is equal to -0.12%. Hence, we can (roughly) conclude that this method
does not bring significant improvement. However, it shows signs that it could be beneficial to investigate this
method in future research. Probably one can make this method more competitive by simultaneously choosing
the appropriate scale for the parameter 𝑝 (analogously as mentioned in the previous subsubsection). This
seems worthy to check in future experiments (see Section 6.2).

For the Distance Based method, for 4 data sets, one can observe improvement by more than 1%; and for 6
data sets worsening by more than 1%. The average of differences is equal to -0.5%. Hence, one can (roughly)
conclude that this method used in RIONIDA worsens its performance.

For the Accuracy Based method, one can observe significant worsening of the performance of RIONIDA:
for 4 data sets the worsening by more than 1%, and the average of differences is around -0.7%. However,
these results seem justifiable since this method directly tries to maximise Accuracy performance measure,
generally not satisfactory for the imbalanced learning problem.

5.5.5.3 Different distance measure

The RIONIDA algorithm uses by default City And Simplified Value Difference pseudoMetric.
We also experimented with three other methods for calculating distance measure (City And Hamming

Metric, Density Based Value Difference Metric, and Interpolated Value Difference Metric).
Results in Table 5.21 (column with the prefix ‘M=’) show that for the two last of these methods the general

performance of RIONIDA significantly worsens: for both methods for 10 data sets the quality worsens by
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more than 1% (a few times even far more), improves by more than 1% only for 1 or 2 data sets, and the average
differences are considerably negative. Such an outcome can seem surprising since these distance measures
are more compound than the default one. However, these results coincide with the results presented in [28].
It was shown there that these measures lead to the general worsening of the performance (of Accuracy) for
balanced data sets. One of the reasons for that can be the fact mentioned in Subsection 3.6.4 that by using
these metrics inconsistent local rules can be recognised as consistent in both RIONA and RIONIDA.

For the City And Hamming Metric method, one can observe improvement by more than 1% in case of
one data set; and worsening by more than 1% in case of two data sets (also worsening by about 1% in case
of two other data sets). The average of differences is equal to around -0.3%. It is clear that for data sets
with no nominal attributes this method gives similar or identical results to the default one (we have 11 such
data sets, i.e. breast-w, ecoli, glass, haberman, ionosphere, mammography, new-thyroid, pima, transfusion,
vehicle, yeast). It is understandable that for the remaining data sets the general improvement is observed since
the default method makes more informative use of relations between values of symbolic attributes than the
considered one here.

5.5.6 The RIONIDA quality analysis for different extended versions of RIONIDA

Based on RIONIDA (presented in Chapter 4), some extended ideas of this algorithm were developed. We
temporarily implemented these extended versions of RIONIDA to check whether it can be beneficial to invest
these directions in future. We also implemented a version of RIONIDA to check whether a greater portion
of data can lead to finding significantly better optimal values of internal parameters.

In this section, results of three groups of experiments related to three implemented extensions of RIONIDA
are presented.

In Table 5.22, the summary of experiments for these three groups of experiments is presented. We show
in this table: scores of RIONIDA for its standard implementation with default settings (presented earlier),
and the difference between scores of the new implementation with considered settings and the standard
implementation with default settings. Thus, positive values denote improvement of RIONIDA performance
(G-mean), and negative values denote its worsening.



Table 5.22: The values of G-mean (in %) for different data sets for the standard implementation with default settings of RIONIDA with the optimisation measure set to
G-mean (hence, RIONIDAG is used) and the change of scores (in %) for different extensions of RIONIDA. The 3 groups of scores for 3 extended implementations of
RIONIDA are presented: optimisation by the stratified cross-validation (CV opt.), optimisation in 4-dimensional parameter space (4D), and optimisation of parameters
with larger training data sets (Optimal). In the case of 4D implementation, 5 different settings were checked in experiments. In the case of Optimal implementation,
this is, in fact, a specific usage of RIONIDA (not typical for learning algorithm). The changes above 1% are shown in bold. The changes below -1% are shown in bold
and red. At the bottom, the averages of differences for all used data sets are also given.

Score for Differences between scores for different implementations and the standard implementation for

Implementation: standard CV opt. 4D 4D 4D 4D 4D Optimal

Data set
Setting: default default

𝑺𝒎𝒊𝒏 = 𝑺𝒅𝒆 𝒇 , 𝑺𝒎𝒊𝒏 = 𝑺3 , 𝑺𝒎𝒊𝒏 = 𝑺𝒅𝒆 𝒇 , 𝑺𝒎𝒊𝒏 = 𝑺1 , 𝑺𝒎𝒊𝒏 = 𝑺3 , default𝑺𝒎𝒂 𝒋 = 𝑺𝒅𝒆 𝒇 𝑺𝒎𝒂 𝒋 = 𝑺𝒅𝒆 𝒇 𝑺𝒎𝒂 𝒋 = 𝑺3 𝑺𝒎𝒂 𝒋 = 𝑺3 𝑺𝒎𝒂 𝒋 = 𝑺1

abalone 67.94 0.55 -0.03 -0.07 -0.02 -0.05 -0.05 0.78
balance-scale 76.98 -1.01 1.19 -3.65 1.19 -34.27 -8.85 0.38
breast-cancer 64.98 -0.18 -0.13 -0.29 0.02 -1.19 -4.95 0.55
breast-w 97.53 -0.09 0.02 0.01 -0.01 0.03 0.01 0.09
car 96.74 -0.13 -0.48 0.20 0.36 -1.85 0.26 -10.29
cleveland 76.38 1.37 0.11 0.08 -0.05 -0.01 0.19 3.79
credit-g 69.90 -0.12 0.20 0.07 -0.05 -0.18 0.03 0.67
ecoli 88.82 0.89 0.64 -0.26 0.57 0.44 -0.07 1.24
glass 69.26 0.54 0.00 -0.44 0.00 0.56 -0.44 4.89
haberman 65.40 0.18 0.72 -3.58 2.20 -0.25 -3.00 0.70
hepatitis 79.00 0.82 -0.20 -0.20 0.00 -2.20 0.40 0.58
ionosphere 90.89 -0.18 0.00 0.00 0.00 0.00 0.00 0.59
mammography 89.70 -0.49 -0.39 -0.77 -0.35 -0.30 -14.99 0.38
new-thyroid 98.93 -0.44 0.00 0.00 0.00 -0.03 0.00 -0.33
nursery 99.90 -0.14 -0.06 -0.18 -0.01 -0.02 -0.18 -0.19
pima 72.87 -0.16 -0.03 -0.12 0.05 -0.03 -0.25 0.59
postoperative 43.66 -2.11 -0.69 -2.81 0.08 2.35 -3.72 0.68
transfusion 67.64 -0.70 -1.33 -1.33 0.00 -9.94 -5.78 1.01
vehicle 95.10 -0.21 0.00 0.00 0.00 0.00 0.00 0.38
yeast 84.95 -0.38 0.00 -0.64 -0.08 -0.08 -0.64 1.98

Averages of differences: -0.10 -0.02 -0.70 0.20 -2.35 -2.10 0.42
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5.5.6.1 Optimisation by the stratified cross-validation

Leave-one-out method of optimisation has some disadvantages (see e.g. [14] and the literature cited there).
Thus, we tried to examine whether a change of the optimisation method in RIONIDA may lead to a
difference in results. We have used the cross-validation method (more specifically, the 10-fold stratified
cross-validation14) instead of leave-one-out in the optimisation during learning. Results in Table 5.22 (column
with ‘CV opt.’ implementation) show that for the implementation using considered cross-validation for
optimisation, for 1 data set, one can observe improvement by more than 1%, and for 2 data sets (one of them
is postoperative, the smallest data set out of the used ones), one can observe worsening by more than 1%.
The average of differences is equal to -0.1%. Hence, we can (roughly) conclude that this method does not
help to obtain significant improvement.

5.5.6.2 Optimisation in 4-dimensional parameter space

It has been (experimentally) proved that the idea of the scaled generalised local decision rule (see Section 4.2)
is beneficial for the RIONIDA algorithm. It is an extension of rules used in the RIONA algorithm.

We investigated the following further extension of this idea. Instead of using one scaling parameter
𝑠 ∈ {−0.1} ∪ [0, 1], two scaling parameters of the rule are used, i.e. 𝑠𝑚𝑖𝑛 ∈ {−0.1} ∪ [0, 1] and 𝑠𝑚𝑎 𝑗 ∈
{−0.1}∪ [0, 1]. The difference to the standard sg-rule is that we use either parameter 𝑠𝑚𝑖𝑛 or 𝑠𝑚𝑎 𝑗 depending
on the decision of the training example constituting the rule: 𝑠𝑚𝑖𝑛 for the minority class and 𝑠𝑚𝑎 𝑗 for the
majority class. Also, instead of using one set 𝑆 of admissible values of the parameter 𝑠, we use two separate
sets 𝑆𝑚𝑖𝑛, 𝑆𝑚𝑎 𝑗 of admissible values of the parameters 𝑠𝑚𝑖𝑛, 𝑠𝑚𝑎 𝑗 , respectively.

In the learning phase, instead of searching for the optimal values of three parameters, we search for the
optimal values of four parameters, including 𝑠𝑚𝑖𝑛 and 𝑠𝑚𝑎 𝑗 . In this way, we search for the optimal values of
parameters in a 4-dimensional space.

We implemented all these ideas and experimented with a few different settings for sets 𝑆𝑚𝑖𝑛, 𝑆𝑚𝑎 𝑗 . By
default, we use 𝑆𝑚𝑖𝑛 = 𝑆𝑑𝑒 𝑓 , 𝑆𝑚𝑎 𝑗 = 𝑆𝑑𝑒 𝑓 (see e.g. Subsection 5.5.4). Also, we used in the settings the sets
𝑆3 = {−0.1}, 𝑆1 = {1.0} used previously in Subsection 5.5.4.

The considered extension of RIONIDA allows us to use different scaling factors for the minority and
majority classes. Therefore, we expected that such extended implementation could lead to the improvement
of RIONIDA performance. Results in Table 5.22 (fourth column with ‘4D’ implementation, and default
settings) show that for the implementation using 4-dimensional optimisation and default settings, for 1 data
set, one can observe improvement by more than 1%; and for 1 data sets – worsening by more than 1%. The
average of differences is equal to -0.02%. Hence, contrary to our expectations, we can (roughly) conclude
that this method (with default settings) does not bring significant improvement.

We also experimented with 4 other settings for this implementation. The case with 𝑆𝑚𝑖𝑛 = 𝑆3, 𝑆𝑚𝑎 𝑗 = 𝑆𝑑𝑒 𝑓
corresponds to the situation when for all training examples belonging to the minority class we do not check
the consistency of formed rules (kNN like method of voting). For setting, 𝑆𝑚𝑖𝑛 = 𝑆𝑑𝑒 𝑓 , 𝑆𝑚𝑎 𝑗 = 𝑆3, vice
versa, i.e. for all training examples belonging to the majority class we do not check the consistency of formed
rules. For setting 𝑆𝑚𝑖𝑛 = 𝑆1, 𝑆𝑚𝑎 𝑗 = 𝑆3, for training examples belonging to the minority class pure rules are
used while for those belonging to the majority class kNN like method of voting is used. For setting 𝑆𝑚𝑖𝑛 = 𝑆3,
𝑆𝑚𝑎 𝑗 = 𝑆1, vice versa, i.e. for the majority class pure rules are used while for the minority class kNN like
method of voting is used.

14 This should not be confused with the 10-fold stratified cross-validation used for algorithm evaluation (see Subsection 5.1.2).
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For two last of these cases (see results in columns 7 and 8 in Table 5.22), one can observe significant
worsening of the performance of RIONIDA. For both of these settings, for 5 or 6 data sets, one can observe
worsening by more than 1% (sometimes even much more) and the average of differences below -2%. It
shows that using different approaches (by means of either rule-based or instance-based) for the minority and
majority classes is not beneficial.

For the case with 𝑆𝑚𝑖𝑛 = 𝑆3, 𝑆𝑚𝑎 𝑗 = 𝑆𝑑𝑒 𝑓 , one can observe significant worsening: for 4 data sets,
worsening by more than 1% and the average of differences is equal to -0.7%. Hence, we can (roughly)
conclude that this method does not bring significant improvement. It seems incomprehensible since such
setting, in a sense, allows for more frequent voting for the minority class. However, on the other hand, it
shows that the balance between voting for the minority and majority classes should be acquired.

For the case with 𝑆𝑚𝑖𝑛 = 𝑆𝑑𝑒 𝑓 , 𝑆𝑚𝑎 𝑗 = 𝑆3, the ‘opposite’ case to the previously discussed, one can observe
small improvement. For two data sets, one can observe an improvement by more than 1%. The average of
differences is equal to 0.2%. It is also worth mentioning that for all but 3 data sets absolute change is less
than 0.5% (for 15 data sets less than 0.1%; a few times even equal to 0%). It should be noted that the two data
sets for which a significant improvement was observed are: balance-scale, haberman; these are data sets for
which using the full scale of admissible values (𝑆 = 𝑆𝑑𝑒 𝑓 ) was beneficial (see e.g. comparison to the case
𝑆 = 𝑆3 in Table 5.20 with significantly reduced the scale; see also the considerations about haberman data
set in Subsection 4.3.5). The considered setting and the obtained results show that it could be beneficial for
some data sets to take into account the considered 4-dimensional extension of RIONIDA.

5.5.6.3 Optimisation of parameters with larger training data sets

Here, we consider the specific usage of RIONIDA, which is not typical for learning algorithm. This is due
to the fact that we also make use of the information from the test data. This approach is somehow analogous
(but not the same) to the methodology for the max strategy used for other algorithms than RIONIDA in the
previous section.

Generally, the RIONIDA algorithm uses the given training set in two aspects: (1) for the optimisation
of the values of internal parameters, and (2) as the base of examples for searching the closest cases to the
considered test case. Here, we try to answer the question: Can we significantly improve the performance of
RIONIDA by providing more examples to the first-mentioned aspect of RIONIDA?

We try to answer this question by presenting the specific usage of RIONIDA, which learns the optimal
values of parameters on the whole data set. Then it uses these learned values of parameters (𝑘 , 𝑝, 𝑠) as fixed in
all runs of RIONIDA. During performance estimation of such classifier, it uses as usually the given training
data, but with fixed values (as described above) of internal parameters.

Intuitively, one could expect that by using fixed values of parameters learned on the whole available data,
all the changes in performance would be positive or at least very small in case of negative changes.

However, results in Table 5.22 (column with Optimal implementation) show that it is not valid in one case:
for car data set, the worsening is greater than 10%. This case shows that using information about the optimal
values of parameters for larger training data without using the data as the base of cases may be useless.

On the other hand, as expected, for all but 3 data sets the improvement can be observed (however only
for 5 data sets higher than 1%); in other (2) cases (besides of car data set) the worsening is very slight (by
less than 0.5%). If we examine these 5 data sets with improvement greater than 1%, it turns out that these
are small data sets: 4 of them less than 1000 examples, and one less than 1500 examples. Moreover, the
highest improvement (around 5% and 4%) was achieved for fairly small data sets (glass with 214 examples
and cleveland with 303 examples).
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Generally, we can (roughly) conclude that it is not necessary to possess a large number of examples in
order to learn the internal parameters properly. It was recognised that increasing the number of training
examples is especially important for small data sets. This observation is a promising fact for attempting to
analyse big data sets (see Section 6.2, and also Subsection 5.4.3).

5.6 General summary of the described experiments

The most important experiments were presented in Section 5.3. These experiments were thoroughly designed
in many aspects, taking into account that we deal with imbalanced learning problem (see Sections 5.1 and
5.2). In particular, we employed important steps in the process of evaluation of algorithms (see Sections 2.6
and 5.1); we selected for comparison two different performance measures, diverse imbalanced data sets, and
various state-of-the-art algorithms; moreover, we also took into account that these algorithms can be used with
different settings and preceded by different preprocessing filters. The final general conclusion is that for both
used performance measures, regardless of whether we use default settings of algorithms or adjusted settings
or even (potentially) learned settings by the meta-learning scheme, RIONIDA significantly outperforms any
of the algorithms used in experiments (with the single exception pointed out in Subsection 5.3.3).

To understand more deeply the mentioned above exceptional results, we analysed the performance of
RIONIDA during the performed experiments from the point of view of some additional aspects (see
Section 5.4). It was shown that any of the internal parameters of RIONIDA (i.e. 𝑘 , 𝑝, 𝑠) can boost its
performance (see Subsection 5.4.1 and Chapter 4). The RIONIDA algorithm can learn the relevant values
of these parameters precisely (and so proves to be highly effective). In Subsection 5.4.2, we presented an
example, illustrating that RIONIDA can deal with data sets containing many outliers. Moreover, we showed
that using the scaled generalised local decision rules (and related to them learning the internal parameter 𝑠 of
RIONIDA) is crucial for such performance. Then, Subsection 5.4.3 showed that in many cases, the learned
internal parameters are stable. This additionally proves their importance for RIONIDA. Moreover, it was
experimentally shown for G-mean that for many data sets the learned optimal parameter 𝑝 is close to the
percentage of the minority class, what is consistent with the formulated and proved in the book Theorem 4.1.
In Subsection 5.4.4, we also analysed the real-time of running of RIONIDA (training and testing). We found
that it is comparable to other algorithms. Moreover, the presented observations suggest that the real-time
of training and testing for RIONIDA is significantly less than given by the theoretical bounds (due to using
indexing trees).

Section 5.5 presented the results from some additional experiments, which enabled us to investigate the
RIONIDA algorithm in two aspects.

The first aspect was to understand even better the mentioned above exceptional results of RIONIDA. In
Subsection 5.5.1, we (roughly) showed that RIONIDA realises the power of filters dedicated to imbalanced
data and does much more for the relevant classification of imbalanced data. Then, in Subsection 5.5.2, we
more deeply compared RIONIDA with its predecessor, RIONA (for G-mean as an example). We made a
few observations, the most important of which are: (1) RIONIDA much better balances components of the
considered measure (Sensitivity and Specificity in case of G-mean) than RIONA, (2) RIONIDA outperforms
RIONA regardless of the used filter for RIONA, (3) for some data sets RIONIDA outperforms RIONA not
only on G-mean but also on its both components, i.e. Sensitivity and Specificity, (4) using other settings for
RIONA does not change the general comparison of these algorithms. All these observations confirm that
the performance of RIONIDA cannot be obtained by using RIONA with proper filters, settings or even by
better balancing Sensitivity and Specificity. RIONIDA is a more compound algorithm, and its results cannot
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be obtained by simple modifications of RIONA use. In Subsection 5.5.3, we also compared RIONIDA
with an exemplary algorithm dedicated to imbalanced data, namely BRACID (the second best algorithm
used in comparisons for the defG and defF strategies). RIONIDA outperforms BRACID (on both G-mean
and F-measure) due to three general reasons: (1) RIONIDA better balances the primary components of the
performance measure, (2) sometimes it outperforms BRACID on both primary components (Sensitivity and
Specificity; or Sensitivity and Precision), (3) in case RIONIDA outperforms BRACID only on one of the
components, the gain on this component is higher than the loss on the second one.

The second aspect was related to answering the question of whether RIONIDA performance can be
further improved (for G-mean as an example). In Subsection 5.5.4, we used settings specific to RIONIDA. In
Subsection 5.5.5, we used settings adopted from RIONA. The general conclusion is that none of these different
settings leads to the improvement of the G-mean performance measure (in the context of the used data sets).
However, considering the second part of the mentioned experiments, it should be noted that many of the
methods designed with RIONA are oriented on optimisation of the Accuracy measure. They would have to be
redesigned and reimplemented for measures specific to imbalanced data. In particular, the attribute weighting
method called Perceptron seems worthy to check in future experiments. Moreover, in Subsection 5.5.6, we
used (additionally implemented) modified versions of RIONIDA. Using stratified cross-validation instead
of the leave-one-out during optimisation does not lead to the improvement of the RIONIDA performance.
However, the idea of two separate parameters for the scaled generalised local decision rules for the majority
and minority classes (and in consequence, 4-dimensional optimisation) can lead to the improvement of
RIONIDA performance. We have also shown that a relatively small number of examples is usually sufficient
to learn the values of internal parameters of high quality.

To sum up, RIONIDA achieves impressively good results in comparison to the quality of the other
state-of-the-art algorithms analysed in the book. All aspects of RIONIDA, i.e. using neighbours as in RIONA,
using weights for two classes, and using the idea of scaled generalised local decision rule are essential for
its performance. At the same time, RIONIDA running time is comparable to the used algorithms. It was
far more successful to construct the RIONIDA algorithm than to use the RIONA algorithm with filters for
imbalanced data or with different settings. Also, RIONIDA outperforms algorithms dedicated to imbalanced
data not only on the chosen performance measures but also on the primary components of such measures
(i.e. Sensitivity, Specificity, Precision). It is hard to improve the performance of RIONIDA with a simple
change of settings. However, we proposed an extension of RIONIDA, which seems to be promising for future
investigation.
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Chapter 6
Final conclusions

The main goal of this book based on [1] was to develop: (i) new methods based on combination of instance-
and rule-based approaches, and (ii) systems based on these methods with a high quality of classification
for different types of data sets. The realisation of this aim was divided into two steps: for balanced and
imbalanced data.

6.1 Summary

In Chapter 2, we presented, known from the literature, the equivalence of specific lazy rule learning, for
symbolic attributes only with the simple rule-based approach. This result was generalised in the next chapter
(related to the RIONA algorithm) for more general rules commonly used in the book.

RIONA brings together some ideas of instance-based learning and rule induction into a single algorithm.
It uses rules that group values for both numerical and symbolic attributes. RIONA is a lazy learning approach
using only the rules on the basis of a neighbourhood of the test case. We (empirically) found that for correct
classification of a test example generally, it is enough to consider only its small neighbourhood instead of
the whole training set. This allowed us to develop an efficient algorithm without loss in Accuracy compared
to the pure rule-based classifier. Also, we found that the appropriate selection of the neighbourhood size is
a crucial factor for obtaining high Accuracy. We designed a method for efficient learning of the optimal size
of the neighbourhood.

RIONA obtained the Accuracy comparable to the well-known systems. Theoretical results explain the
relationships of the RIONA algorithm with both instance- and rule-based classifiers. On the basis of these
results, we proposed a user-friendly explanation method of the decisions returned by the classifiers obtained
from RIONA.

RIONIDA is an extension of RIONA combining the instance- and rule-based approaches for imbalanced
data. Additionally, RIONIDA combines these approaches in another aspect, namely by using special rules,
that are more general than the ones used in RIONA. This algorithm optimises the explicitly given performance
measure. All main ideas embedded in RIONIDA are essential for obtaining the high quality of its performance
including: optimisation of the fixed performance measure as well as three proposed internal parameters. This
algorithm is relatively fast (both in the training and testing phase). Moreover, the theoretical results concerning
the parameter responsible for assigning relevant weights for the minority and majority classes can be used
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for acceleration of the training phase. The RIONIDA algorithm (as RIONA) has the desired property of
explainability.

RIONIDA achieves impressively good results in comparison to the quality of the other state-of-the-art
algorithms analysed in the book. RIONIDA significantly outperforms these algorithms on the chosen
performance measures and systematically on their primary components (such as Sensitivity, Specificity,
Precision) for selected algorithms. Moreover, running time of RIONIDA is comparable with those of the
used algorithms. It was far more successful to construct the RIONIDA algorithm than to use the RIONA
algorithm with filters for imbalanced data or different settings. It is hard to improve the performance of
RIONIDA with a simple change of settings. However, we proposed an extension of RIONIDA, which seems
to be worthy of future research.

In summarising, the claim about the realisation of the aim of the book mentioned above is justified.

6.2 Future works

There are several possible directions for future research related to: (1) extensions of RIONIDA, (2)
continuation of presented experiments, (3) applying RIONIDA for more complex tasks. We present these
issues in the order roughly from the easiest to the most challenging ones.

6.2.0.1 Technical things to do

In the future, the following useful implementations could be done:

• accelerated version of the learning phase of RIONIDA (see Subsection 4.5.3);
• special data structures in RIONIDA for identical objects to avoid slowing down computations in specific

situations (see Subsection 5.4.4);
• optimisation with other performance measures not based on confusion matrix, in particular, AUC measure;
• inclusion of RIONIDA into WEKA.

6.2.0.2 Further experimental things to do

Further experiments with more in-depth analysis could be performed.

• Some of the additional experiments were performed only for G-mean performance measure (see
Subsections 5.5.4 and 5.5.5). These experiments could be repeated using F-measure.

• More extensive experiments could be performed for RIONIDA (and different performance measures for
imbalanced data) to more thoroughly (experimentally) check the pre-assumed hypothesis stating that (1)
there is no need to use the whole training set in the process of classification, and (2) the bound of the
neighbourhood size can even improve the classification performance or at least not reduce it significantly
(see Subsection 4.4.2 and also Subsubsection ‘Different maximal k value’ on page 195).
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6.2.0.3 Further investigation on RIONIDA and its extensions

Although we investigated in a few directions whether RIONIDA can be further improved, much extensive
investigation remains to be done. Also, the theoretical and practical properties of RIONIDA can be further
explored. In particular, the following directions can be continued.

• We suppose that by using different voting methods jointly with appropriate set 𝑃 (for admissible values
of the parameter 𝑝) one could obtain improvement in the performance of RIONIDA (see ‘Different
voting methods’ in Subsection 5.5.5). The relevant investigation with accompanying experiments could
be performed to verify this hypothesis. This also applies to weighting method especially for Perceptron
(see ‘Different attribute weighting methods’ in Subsection 5.5.5).

• The preliminary experiments show that using different parameter 𝑠 for the majority and minority classes
(and in consequence, 4-dimensional optimisation) can improve the performance of RIONIDA. More
comprehensive investigation of this RIONIDA extension could be done.

• For different borderline regions, different optimal values of the parameter 𝑝 (and possibly also for two
other parameters) could be searched (see Subsection 4.3.3).

• Further effort can be made in the direction of Explainability of classifiers generated by RIONIDA.
• Theoretical results indicating the optimal value for the importance of the minority class can be extended

(mathematically calculated) to more general circumstances occurring in practice. Current and future
theoretical results could be used for faster searching for the actual optimal value of the parameter 𝑝.

6.2.0.4 Using RIONIDA for balanced data

Although RIONIDA was developed for imbalanced data, it can be easily used for balanced data with Accuracy
as the performance measure. We have performed preliminary experiments in this aspect and noticed that for
some data sets the obtained optimal parameter 𝑝 was not equal to 0.5. Such setting can potentially help to
construct a classifier with higher Accuracy than with the default value 0.5 for balanced data (as it is used
for RIONA). Also, the parameter 𝑠 can be used to find its optimal value for balanced data. This shows the
possibility to use RIONIDA for balanced data with potentially better performance than RIONA. However,
this issue should be further investigated.

6.2.0.5 Using RIONIDA for big data

In Section 5.4, we showed that for many data sets, some internal parameters of RIONIDA are stable. Also,
we noticed in the same section that if for any internal parameter of RIONIDA its optimal values are stable
in a part of the data set, then it can be an argument to use the same optimal values of the parameter for the
larger part of the data set. We believe that these observations can be used to incrementally learn the optimal
values of internal parameters, even on big training sets. Also, preliminary experiments showed that it is
sufficient to use a relatively small amount of training objects to learn the internal parameters of RIONIDA
with high quality (see Subsubsection ‘Optimisation of parameters with larger training data sets’ on page
203). These facts suggest that the use of RIONIDA for imbalanced big data can also be achievable and
successful. However, extensive experiments for practical application of RIONIDA in such case should be
done. In particular, investigation on the time complexity of original RIONIDA (using indexing trees) and its
possible modifications for imbalanced big data sets should be done.
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6.2.0.6 Other extensions of RIONIDA

Analysis of imbalanced data encompasses many issues which are covered in the book only marginally or
not covered at all (see Section 1.3). All these issues open a wide field of investigations related to adjusting
the model used currently for RIONIDA to be used successfully for real-life problems. These issues can be
investigated in future works.
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Appendix A
Counter example for specific form of general rules

Let us try to redefine 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 from Definition 2.8 (on page 31) to make the admissible conditions
independent from the test example. Let us redefine the set 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 in such a way that for symbolic
attributes 𝑎 ∈ 𝐴 the only admissible conditions are: 𝑎 ∈ 𝐵(𝑣, 𝜚𝑎 (𝑣, 𝑤)), where 𝑣, 𝑤 ∈ 𝑉𝑎. We call such
redefined set as 𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑅𝑢𝑙𝑒𝑠. Note that in the above mentioned definition 𝑣 is independent from the test
example in contrast to definition of 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠 given in the Definition 2.8. We construct from it the set
of all maximally general rules 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) (see Definition 2.11). Analogously to
Theorems 2.2, 3.1, 3.2 one could formulate the following hypothetical theorem:

Theorem A.1 The rule 𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
for the test object 𝑡𝑠𝑡 and any training object 𝑡𝑟𝑛 ∈

𝑡𝑟𝑛𝑆𝑒𝑡 is consistent with the training set 𝑡𝑟𝑛𝑆𝑒𝑡 if and only if there exists rule 𝑟 ∈ 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡)
covering examples 𝑡𝑠𝑡 and 𝑡𝑟𝑛.

However this theorem is not true. To show it, we construct the relevant counterexample.
Suppose that we have the traning set, 𝑡𝑟𝑛𝑆𝑒𝑡 and the test example, 𝑡𝑠𝑡 as given in Table A.1. It should be

noted that the values of the conditional attribute BloodGroup and the decision attribute Diagnosis are the
same in Table 2.1. Thus, the distances between values of the attribute BloodGroup are the same as calculated
in Subsection 2.2.2 and graphically shown in Figure 2.1.

Object Gender BloodGroup (BG) Diagnosis
𝑡𝑟𝑛1 M A Sick
𝑡𝑟𝑛2 M AB Sick
𝑡𝑟𝑛3 F AB Healthy
𝑡𝑟𝑛4 F AB Healthy
𝑡𝑟𝑛5 F B Sick
𝑡𝑟𝑛6 M B Healthy
𝑡𝑟𝑛7 F 0 Healthy
𝑡𝑠𝑡 F AB ?

Table A.1: Artificial data set with 2 conditional attributes (Gender and BloodGroup, in short, BG; both
symbolic) and decision attribute Diagnosis. Seven objects derive from training set and the last object is a test
object (its decision is unknown).

215



216 A. Counter example for specific form of general rules

First, let us construct for the test object 𝑡𝑠𝑡 and the training object 𝑡𝑟𝑛7, the 𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛7) which is
equal to

if 𝐺𝑒𝑛𝑑𝑒𝑟 = 𝐹 ∧ 𝐵𝐺 ∈ 𝐵(𝐴𝐵, 𝜚𝐵𝐺 (𝐴𝐵, 0)) then 𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝐻𝑒𝑎𝑙𝑡ℎ𝑦.

Taking into account the distances calculated in Subsection 2.2.2 this is equivalent to

if 𝐺𝑒𝑛𝑑𝑒𝑟 = 𝐹 ∧ 𝐵𝐺 ∈ {𝐴𝐵, 𝐵, 0} then 𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝐻𝑒𝑎𝑙𝑡ℎ𝑦.

This rule is inconsistent with 𝑡𝑟𝑛𝑆𝑒𝑡 because example 𝑡𝑟𝑛5 satisfies it and has different decision than the
considered rule.

Let us take in the above definition of GeneralRules the admissible condition for attribute BG with 𝑣 = 0
and 𝑤 = 𝐴𝐵. This condition is as follows:

𝐵𝐺 ∈ 𝐵(0, 𝜚𝐵𝐺 (0, 𝐴𝐵)).

Taking into account the distances calculated in Subsection 2.2.2 this condition is equivalent to the following
one:

𝐵𝐺 ∈ {0, 𝐴𝐵}.

Then, the rule

if 𝐺𝑒𝑛𝑑𝑒𝑟 = 𝐹 ∧ 𝐵𝐺 ∈ {0, 𝐴𝐵} then 𝐷𝑖𝑎𝑔𝑛𝑜𝑠𝑖𝑠 = 𝐻𝑒𝑎𝑙𝑡ℎ𝑦

belongs to the set 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡), because: it belongs to the set 𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑅𝑢𝑙𝑒𝑠; it is
consistent and maximal (e.g. for attribute BG the more general condition than 𝐵𝐺 ∈ {0, 𝐴𝐵} is the trivial
condition, which would produce an inconsistent rule). Moreover, this rule covers both examples 𝑡𝑠𝑡 and 𝑡𝑟𝑛7.
Hence, for such definition of the set 𝐺𝑒𝑛𝑒𝑟𝑎𝑙𝑅𝑢𝑙𝑒𝑠 Theorem A.1 does not hold.



Appendix B
An example of the macro- or micro-averaging of results of
cross-validation

It was experimentally shown in [1] that the simple averaging of partial results of cross-validation, i.e. the
macro-average style can give a biased estimation. We wanted also to check whether using the macro- or
micro-average (see Subsection 2.6.2) can give a different final result of comparison of a learning algorithm
(with another one) in terms of better or worse. The latter means a sign of the differences of averaged (macro
or micro) partial results (of two algorithms) of a given performance measure. Below, we show that the answer
is positive and we give a clear example for it. To show it we chose G-mean as the performance measure.

Even using 10 times repeated 10-fold cross-validation (more precisely stratified cross-validation) we found
such data set1 and such pair of algorithms (let us call them A and B) for which such differences occur. It
means that if we use the macro-average, then algorithm A turns out to be better than B, and if we use the
micro-average, then vice versa, i.e. B turns out to be better than A. To show the effect of different choices of
averaging we selected one group of results out of ten cross-validations which shows this effect the most.

In one of the 10-fold cross-validation, the differences between algorithms A and B were 2.52% and
−1.13%, respectively. From this real example, we have chosen three partial results (from three splits) and in
this way we constructed a possible result for the 3-fold cross-validation for two learning algorithms. We tried
to make the example as simple as possible.

In Table B.1 we show such an example of potential results of running learning algorithms A and B
for 3-fold cross-validation (in fact stratified cross-validation). This table for each fold of cross-validation
presents: number of a fold (cv), numbers from confusion matrix i.e. TP, FN, FP, TN (see Subsection 2.6.1),
and G-mean calculated for the given fold. After results for three folds, average numbers of these three G-mean
values are given for both algorithms (for the algorithm A it is 34.82% and for the algorithm B it is 28.93%).
This is the effect of the macro-average computing for G-mean.

Below the third horizontal line are given sums of coefficients of the joint confusion matrix (with coefficients
equal to the sum of coefficients from each fold). For such joint matrix, G-mean measures are given for both
algorithms (for the algorithm A it is 36.27% and for the algorithm B it is 42.15%). This is the effect of the
micro-average computing for G-mean.

In the last column, differences between algorithms are given depending on whether the macro- or
micro-average is used. It means that the algorithm A is better than the algorithm B by around 6% if the
macro-average is used. On the other hand, the algorithm A is worse than the algorithm B by around 6%
if the micro-average is used. It means that depending on the selection of the macro- or micro-averaging
completely different conclusions can be drawn (and these differences are similar and relatively high). This

1 In fact, we found two such data sets.
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218 B. An example of the macro- or micro-averaging of results of cross-validation

artificial example (yet constructed on the base of real experiments) shows that one has to be very careful with
the way of averaging of the partial results of cross-validation.

According to [1] the micro-average style should be used for F-measure since it gives less bias. We expect
that analogously for G-mean the micro-average gives less bias. Thus, we expect that for G-mean also the
micro-average style should be used.

Thus, in the experiments shown in the book, the micro-average style of computation was used for all
performance measures, i.e. F-measure and G-mean.

Table B.1: An example of the macro- or micro-averaging of results of cross-validation. Line 6 of the table
presents the results of the macro-averaging and the last line presents results of the micro-averaging.

results for learning alg. A results for learning alg. B diff-
cv TP FN FP TN G-mean TP FN FP TN G-mean errence

1 2 1 2 4 66.67% 0 3 1 5 0.00%
2 0 3 6 0 0.00% 1 2 4 2 33.33%
3 2 0 6 1 37.80% 2 0 5 2 53.45%

macro-average G-mean 34.82% 28.93% 5.89%∑
𝑇𝑃 𝐹𝑁 𝐹𝑃 𝑇𝑁 G-mean 𝑇𝑃 𝐹𝑁 𝐹𝑃 𝑇𝑁 G-mean

4 4 14 5 36.27% 3 5 10 9 42.15% -5.87%
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Appendix C
Remark on the localisation of the optimal parameter p

Fact C.1. Under the assumptions of Theorem 4.1 we have

inf
𝑝𝑜𝑝𝑡

|𝑝𝑜𝑝𝑡 − 𝑞 | ≤
1
𝑘
· max


sup

𝑘′ ,𝑞:𝜇<𝑀,𝐹 (𝑀 )+𝐹 (𝑀−1)<1
(𝑀 − 𝜇)

sup
𝑘′ ,𝑞:𝜇>𝑀,𝐹 (𝑀 )+𝐹 (𝑀−1)>1

(𝜇 − 𝑀) ,

where 𝐹 = 𝐹𝐵(𝑘′ ,𝑞) , 𝑀 = 𝑀 (𝑘 ′, 𝑞) and 𝜇 = 𝜇(𝑘 ′, 𝑞) = 𝑘 ′𝑞 are respectively the median and the mean of
𝐵(𝑘 ′, 𝑞).

Proof. We use the proof of the previous theorem.
We consider three cases. First, if 𝐹 (𝑀) − 1

2 = 1
2 − 𝐹 (𝑀 − 1), then the interval of the optimal values 𝑝𝑜𝑝𝑡

is equal to [𝑝𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 + 2
𝑘
). Then 𝑞 is within this interval.

Second, if 𝐹 (𝑀) − 1
2 <

1
2 − 𝐹 (𝑀 − 1), then 𝑝𝑜𝑝𝑡 is such that 𝑀 = 𝑝𝑜𝑝𝑡 𝑘 and the interval of the optimal

values 𝑝𝑜𝑝𝑡 is equal to [𝑝𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 + 1
𝑘
). If 𝑞 > 𝑝𝑜𝑝𝑡 , then from first part of Equation 4.8 we have that 𝑞 is

within this interval (and the distance is zero). Thus, in this case we have

inf
𝑝𝑜𝑝𝑡

|𝑝𝑜𝑝𝑡 − 𝑞 | ≤ sup
𝑞<𝑝̃𝑜𝑝𝑡

(
𝑝𝑜𝑝𝑡 − 𝑞

)
=

1
𝑘
· sup
𝑘𝑞<𝑘 𝑝̃𝑜𝑝𝑡

(
𝑘 𝑝𝑜𝑝𝑡 − 𝑘𝑞

)
=

1
𝑘
· sup
𝜇<𝑀

(𝑀 − 𝜇) ,

where sup
𝜇<𝑀

(𝑀 − 𝜇) is sup
𝑘′ ,𝑞:𝜇 (𝑘′ ,𝑞)<𝑀 (𝑘′ ,𝑞)

(𝑀 (𝑘 ′, 𝑞) − 𝜇(𝑘 ′, 𝑞)) and analogously in similar places.

Third, if 𝐹 (𝑀) − 1
2 >

1
2 − 𝐹 (𝑀 − 1), then 𝑝𝑜𝑝𝑡 is such that 𝑀 = 𝑝𝑜𝑝𝑡 𝑘 + 1 and the interval of the optimal

values 𝑝𝑜𝑝𝑡 is equal to [𝑝𝑜𝑝𝑡 , 𝑝𝑜𝑝𝑡 + 1
𝑘
). If 𝑞 < 𝑝𝑜𝑝𝑡 + 1

𝑘
, then from the second part of Equation 4.8, we

have that 𝑞 is within this interval (and the distance is zero). Thus, in this case we have

inf
𝑝𝑜𝑝𝑡

|𝑝𝑜𝑝𝑡 − 𝑞 | ≤ sup
𝑞>𝑝̃𝑜𝑝𝑡+ 1

𝑘

(
𝑞 −

(
𝑝𝑜𝑝𝑡 +

1
𝑘

))
=

1
𝑘
· sup
𝑘𝑞>𝑘 𝑝̃𝑜𝑝𝑡+1

(
𝑘𝑞 −

(
𝑘 𝑝𝑜𝑝𝑡 + 1

) )
=

1
𝑘
· sup
𝜇>𝑀

(𝜇 − 𝑀)) .

Hence,
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220 C. Remark on the localisation of the optimal parameter p

inf
𝑝𝑜𝑝𝑡

|𝑝𝑜𝑝𝑡 − 𝑞 | ≤
1
𝑘
· max


sup
𝜇<𝑀

(𝑀 − 𝜇) when F(M) + F(M-1) < 1

sup
𝜇>𝑀

(𝜇 − 𝑀) when F(M) + F(M-1) > 1.

⊓⊔

It seems1 that assuming that 𝜇 < 1
2 , one can find a much better bound for the max value from the above

fact than ln 2 (independently of 𝑞 and 𝑘). In particular, we expect that the first sup from the above fact is
equal to 0.

1 This was verified for some selected values of 𝑛. Taking into account the performed experiments (see Chapter 5), the more
general intuition for 𝑛 = 1, 2, . . . , 100 would be more relevant. This, not very complicated task, was left for the future work.
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types of examples, 40–41

borderline, 40, 41
outlier, 40, 41
rare, 40, 41
safe, 40
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lazy learning, 33
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learning algorithm, 23
J48, 140
MODLEM, 140
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BRACID, 44, 140
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ONIDA, 101
ONN, 84
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internal parameter 𝑝, 98, 101–116, 119–123
internal parameter 𝑠, 96–98, 116–117,
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performance measure, 38, 47
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positive class, 22, see minority class
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aggregated pseudometric, 27
Simplified Value Difference pseudoMetric

(SVDM), 25

rank, 52
rare example, 40
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safe example, 40
safe region, 108, see also safe example
score, 147
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of description of elementary set, 29
of elementary condition, 29
of the premise of the rule, 30

Sensitivity, 48
similarity, 23, see also metric, pseudometric
singleton set, 29
small disjuncts, 37–39
Specificity, 48
statistical test, 52–53, 137



Finner, 53, 137
Friedman, 52, 137
Nemenyi, 53, 137
p-value, 52
rank, 52

strategy, 147
def, 147–150, 155–159, 166

defF, 147, 166
defG, 147, 156–159

max, 147, 153–155, 164, 170–171
maxF, 147, 166, 170–171
maxG, 147, 156, 164

opt, 147, 150–153, 155, 160–164, 166–170
optF, 147, 166–170
optG, 147, 156, 160–164

types of examples, 40–41

value set, 29

Abbreviations

𝐴 – set of (conditional) attributes, 21
𝑎 – attribute (usually conditional attribute), 21
𝐴𝑔𝑟 ({𝜚𝑎}𝑎∈𝐴) – aggregated pseudometric, 27
𝐴𝑛𝑢𝑚 – set of numerical attributes, 21
𝐴𝑠𝑦𝑚 – set of symbolic attributes, 21
AUC- Area Under the ROC Curve, 50

BRACID – Bottom-up induction of Rules And
Cases for Imbalanced Data, 44, 140

CHM– City And Hamming Metric, 28
𝐶𝑜𝑚𝑏𝑅𝑢𝑙𝑒𝑠 – combined rules, 31
𝑐-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) – combined local decision rule,

67
c-rule – combined local decision rule, 67
CSVDM – City And Simplified Value Difference

pseudoMetric, 28

𝑑 – decision attribute, 22
𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑘𝑁𝑁 (𝑡𝑠𝑡) – kNN classifier, 36
𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝐿𝑜𝑐𝑎𝑙𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡, 𝑘, 𝜚) – classifier

based on maximally general rules with the
support counted locally, 73

𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠 (𝑡𝑠𝑡) – classifier based on
maximally general rules, 33

defF – def strategy using F-measure, 147, 166
defG – def strategy using G-mean measure, 147,

156
𝑑𝑚𝑎 𝑗 – majority class, 22
𝑑𝑚𝑖𝑛 – minority class, 22

ENN – filter, Edited Nearest Neighbour, 142

𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠, 𝐺𝑒𝑛𝑅𝑢𝑙𝑒𝑠

(
{(𝜚𝑎, 𝑐𝑎)}𝑎∈𝐴𝑠𝑦𝑚

)
–

general rules, 31
𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛), 𝑔-𝑟𝑢𝑙𝑒

(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚

)
–

generalised local decision rule, 69
g-rule – generalised local decision rule, 69

J48 – learning algorithm, 140

𝐾𝑑𝑒 𝑓 – default set for 𝐾 in RIONIDA, 122
𝑘𝑚𝑎𝑥 – maximal possible value of parameter 𝑘 ,

82, 119
kNN – k-nearest neighbours, 35, 36, 140

𝑙𝑎 – lower bound of values from 𝑉𝑎 for numerical
attribute 𝑎, 21

LAZY – simple lazy rule induction algorithm for
symbolic attributes, 34

𝐿𝑜𝑐𝑎𝑙𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣, 𝑘, 𝜚) – local measure for
conflict resolution, 73

maxF – max strategy using F-measure, 147, 166
maxG – max strategy using G-mean measure,

147, 156
𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠, 𝑀𝑎𝑥𝑅𝑢𝑙𝑒𝑠(𝑅𝑢𝑙𝑒𝑠, 𝑡𝑟𝑛𝑆𝑒𝑡) – set of

maximally general rules, 31
ML – Machine Learning, 1
MODLEM – learning algorithm, 140
MODLEM-C – learning algorithm for

imbalanced data, 140
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𝑁 – neighbourhood of an example, 36
𝑁 (𝑡𝑠𝑡, 𝑡𝑟𝑛𝑆𝑒𝑡, 𝑘, 𝜚), 𝑁 (𝑡𝑠𝑡, 𝑘) – neighbourhood

of the example 𝑡𝑠𝑡, 36
Null-filter – trivial configuration of filters

(no filter), 145

ONIDA – Optimal Neighbourhood for
Imbalanced Data Algorithm, 101

ONN – Optimal Nearest Neighbour algorithm, 84
optF – opt strategy using F-measure, 147, 166
optG – opt strategy using G-mean measure, 147,

156

PART – learning algorithm, 140
𝑃𝑑𝑒 𝑓 – default set for 𝑃 in RIONIDA, 123

RIA – lazy Rule Induction Algorithm, 71
RIONA – Rule Induction with Optimal

Neighbourhood Algorithm, 65
RIONIDA – Rule Induction with Optimal

Neighbourhood for Imbalanced Data
Algorithm, 95

RIONIDAF – RIONIDA with optimisation
measure set to F-measure, 143

RIONIDAG – RIONIDA with optimisation
measure set to G-mean, 143

RIPPER – Repeated Incremental Pruning to
Produce Error Reduction, 140

RISE – Rule Induction from a Set of Exemplars,
140

ROC – Receiver Operating Characteristics, 50

𝑆𝑑𝑒 𝑓 – default set for 𝑆 in RIONIDA, 123
𝑠𝑔-𝑟𝑢𝑙𝑒 (𝑡𝑠𝑡, 𝑡𝑟𝑛, 𝑠),

𝑠𝑔-𝑟𝑢𝑙𝑒
(
𝑡𝑠𝑡, 𝑡𝑟𝑛, {𝜚𝑎}𝑎∈𝐴𝑠𝑦𝑚 , 𝑠

)
– scaled

generalised local decision rule, 96
sg-rule– scaled generalised local decision rule, 96
𝑆𝑖𝑚𝑅𝑢𝑙𝑒𝑠 – simple rules, 31
SMOTE – configuration of filters using simply

filter SMOTE, 145
SMOTE – filter, Synthetic Minority Over-sampling

Technique, 142
SMOTE+ENN – configuration of filters using filters

SMOTE and ENN, 145
𝑠-𝑟𝑢𝑙𝑒(𝑡𝑠𝑡, 𝑡𝑟𝑛) – simple local decision rule, 33
s-rule – simple local decision rule, 33
𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ(𝑡𝑠𝑡, 𝑣) – measure for conflict

resolution, 32
SVDM – Simplified Value Difference

pseudoMetric, 25

𝑡𝑟𝑛 – training object (training example), 23
𝑡𝑟𝑛𝑆𝑒𝑡 – training set, 22
𝑡𝑠𝑡 – test object (test example), 23

𝑢𝑎 – upper bound of values from 𝑉𝑎 for
numerical attribute 𝑎, 21

𝑉𝑎 – the set of values of attribute 𝑎, 21
𝑉𝑑 – finite set of decisions, 22
VDM – Value Difference pseudoMetric, 25
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[[. . .]]D semantics of elementary condition or premise of rule; denotes a subset of X
[[. . .]]𝑡𝑟𝑛𝑆𝑒𝑡 semantics of elementary condition or premise of rule restricted to training set 𝑡𝑟𝑛𝑆𝑒𝑡
[𝑏, 𝑒] or (𝑏, 𝑒] or [𝑏, 𝑒) or (𝑏, 𝑒) description of elementary set for numerical attributes representing interval

between points 𝑏 and 𝑒
[𝑏, 𝑒] or (𝑏, 𝑒] or [𝑏, 𝑒) or (𝑏, 𝑒) interval between points 𝑏 and 𝑒
𝛼 significance level (for statistical tests)⋃

union of family of sets
e𝑅 expected value of random variable 𝑅
e𝑧∼D𝑅(𝑧) expected value of random variable 𝑅, where sampling of 𝑧 is according to the probability

distribution D
∅ (description of) the empty set
|. . .| cardinality (size) of a set
| |. . .| |D semantics of description of elementary set; for attribute 𝑎 it is a subset of 𝑉𝑎
⌊𝑣⌋ the ‘floor’ under 𝑣, i.e. the greatest integer less than or equal to 𝑣
D (pseudometric) decision system
N set of Natural Numbers
R set of Real Numbers
Pr𝑧∼D (· | ·) conditional probability
Pr𝑧∼D (𝐸𝑣𝑒𝑛𝑡 (𝑧)) probability of the event 𝐸𝑣𝑒𝑛𝑡, where sampling of 𝑧 is according to the probability

distribution D∏
Carthesian product of family of sets∑
sum of multiple real numbers

inf
𝑝∈𝑃

𝑓 (𝑝) infimum of 𝑓 (𝑝) over 𝑝 ∈ 𝑃
sup
𝑝∈𝑃

𝑓 (𝑝) supremum of 𝑓 (𝑝) over 𝑝 ∈ 𝑃

arg max
𝑢∈𝑈

𝑓 (𝑢) the point of the given (finite) domain 𝑈 at which the value of function 𝑓 is maximised (we

assume that one such point exists; in the other case tie-breaking procedure is or should be specified)
arg min
𝑢∈𝑈

𝑓 (𝑢) set of all points of the given domain𝑈 at which the values of function 𝑓 are minimised (in the

case when the set is a singleton set we don’t distinguish between this set and its element)
𝜚 pseudometric function, 𝜚 : 𝑋 × 𝑋 → R
𝜚𝑎 pseudometric function for attribute 𝑎, 𝜚𝑎 : 𝑉𝑎 ×𝑉𝑎 → R
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X space of objects (examples, cases), domain of learning
{. . . }𝑎∈𝑋 set contatining elements indexed by elements of another set, e.g. {𝜚𝑎}𝑎∈𝐴 – set of indexed

pseudometrics
{𝑣} (description of) singleton set
𝐴 set of (conditional) attributes
𝑎 attribute (usually conditional attribute)
𝑎(𝑥) value of 𝑎 on object 𝑥 ∈ X
𝑎 = ∗ trivial condition, i.e. condition equivalent to 𝑎 ∈ 𝑉𝑎
𝐴𝑛𝑢𝑚 set of numerical attributes
𝐴𝑠𝑦𝑚 set of symbolic attributes
𝐵(𝑛, 𝑝) binomial distribution with parameters 𝑛 and 𝑝 (number of trials and success probability for each

trial, respectively)
𝐵(𝑥, 𝑟) (description of) closed ball of radius 𝑟 centred at 𝑥 relative to a given pseudometric
𝐶𝑙𝑎𝑠𝑠(𝑑) objects with decision 𝑑
𝑑 decision attribute
𝑑 value of decision on example (only in Subsection 4.3.4)
𝑑 (𝑥) decision value on object 𝑥 ∈ X
𝑑𝑚𝑎 𝑗 majority class
𝑑𝑚𝑖𝑛 minority class
𝐹𝐵(𝑛,𝑝) (·) cumulative distribution function of binomial distribution 𝐵(𝑛, 𝑝)
𝐻 (·, ·) harmonic mean of its arguments
𝐼 (·) indicator function
𝑖 𝑓 𝑡1 ∧ 𝑡2 ∧ . . . ∧ 𝑡𝑚 𝑡ℎ𝑒𝑛 𝑑 = 𝑣 decision rule
𝐾 set of admissible values of the parameter 𝑘 in RIONIDA
𝑘 neighbourhood size; parameter 𝑘 (in particular, in RIONA and RIONIDA)
𝐾𝑑𝑒 𝑓 default set for 𝐾 in RIONIDA
𝑘𝑚𝑎𝑥 maximal possible value of 𝑘 (used for learning phase)
𝑙𝑎 lower bound of values from 𝑉𝑎 for numerical attribute 𝑎
𝑚 number of attributes in the training set
𝑚𝑎𝑥(𝑎, 𝑏) maximum value from the two given numbers
𝑚𝑖𝑛(𝑎, 𝑏) minimum value from the two given numbers
𝑁 neighbourhood of test example
𝑛 number of objects in the training set
𝑂 (·) order of time or space complexity
𝑃 set of admissible values of the parameter 𝑝 in RIONIDA
𝑝 parameter 𝑝 in RIONIDA, i.e. relative importance of minority class and majority class
𝑃(𝑑 = 𝑑 𝑗 | 𝑎 = 𝑣) conditional decision probability given a value 𝑣 of an attribute 𝑎
𝑃𝑑𝑒 𝑓 default set for 𝑃 in RIONIDA
𝑟1 ⇒ 𝑟2 rule 𝑟2 is more general than (or is implied by) a rule 𝑟1 (see Definition 2.10)
𝑆 set of admissible values of the parameter 𝑠 in RIONIDA
𝑠 parameter 𝑠 in RIONIDA
𝑆𝑑𝑒 𝑓 default set for 𝑆 in RIONIDA
𝑇 [𝑖] 𝑖-th entry in table T
𝑡𝑎 (𝑟) condition 𝑡𝑖 from Definition 2.6 of rule 𝑟 corresponding to attribute 𝑎
𝑡𝑖 ⇒ 𝑡 condition 𝑡 is more general than (or is implied by) a condition 𝑡𝑖 (see Definition 2.10)
𝑡𝑖 (𝑟) 𝑖-th condition 𝑡𝑖 from Definition 2.6 of rule 𝑟
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𝑡𝑟𝑛 training example
𝑡𝑟𝑛𝑆𝑒𝑡 training set
𝑡𝑠𝑡 test example
𝑢𝑎 upper bound of values from 𝑉𝑎 for numerical attribute 𝑎
𝑉𝑎 (description of) set of values of attribute 𝑎
𝑉𝑑 finite set of decisions
𝑋 × 𝑌 × . . . Carthesian product of two (or more) sets
𝑧 ∼ D random sampling of 𝑧 according to probability distribution D
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