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## Preface

We present a systematic and self-contained exposition of some aspects of regularity theory for elliptic equations of second order in divergence form. More specifically, our principal aim is to describe some fundamental techniques, which have been developed over the last decades, in order to tackle the problem of the optimal regularity of weak solutions. In doing so we will explain the dichotomy between the situation of one single equation with a weak solution with values in $\mathbb{R}$ (the "scalar case"), for which full regularity results may be established, and the situation of a system of several coupled equations with weak solutions with values in $\mathbb{R}^{N}$ (the "vectorial case"), in which discontinuities may actually arise.

These lecture notes are intended for graduate students who have a solid foundation in functional analysis and some familiarity of partial differential equations, although not necessarily with a specific background in the study of the regularity of weak solutions. For this reason, the main objective is not to present the most general results, as the extra technical details needed to obtain them often obscure the key underlying ideas. Instead, we prefer to introduce the different concepts and approaches to regularity in a way that is more suitable to nonexperts. In the scalar case, we cover the techniques of De Giorgi [15] and Moser [67] dating back to the late 1950s, which allow us to establish everywhere continuity of weak solutions under relatively mild assumptions on the equation. These techniques lay the foundation of what is nowadays referred to as regularity theory. However, in general, they cannot be extended to the vectorial case. This is not a technical issue but, rather, a structural one, for the vectorial situation is indeed fundamentally different to the scalar one. For instance, even if the system depends analytically on all variables, in the vectorial case there may exist weak solutions with discontinuities. However, all is not lost and one may still hope for partial regularity of weak solutions, that is, regularity outside of a set of measure zero, which, in general, is nonempty. The focus of these lecture notes is precisely this topic of partial regularity in the vectorial case. We give a survey of some more recent techniques, which have been
developed since 1968 and which lead to proofs of partial regularity of weak solutions under reasonable assumptions. Specifically, we describe in detail the blow-up technique employed by Giusti and Miranda [41], the direct approach implemented by Giaquinta and Giusti [31] and by Ivert [48], and the method of $\mathcal{A}$-harmonic approximation used by Duzaar and Grotowski [21]. Furthermore, we address the possibility of finding an upper bound on the size of the singular set ("dimension reduction"), the set on which discontinuities of the weak solution may occur. Initially, the partial regularity proofs yield only that the singular set is of Lebesgue measure zero. Hence, it is a nontrivial issue to derive bounds on the Hausdorff dimension of the singular set strictly below the space dimension $n$. In this regard, we discuss some recent developments of Mingione [62,63], which reflect the current state of the art in this field of research. Therefore, these lecture notes might also be of interest for researchers working on related topics.

In order to avoid a number of technicalities, we usually concentrate on (optimal) regularity results for equations or systems of equations for which weak solutions naturally belong to the Sobolev space $W^{1,2}$. However, the theory we present is general, in the sense that most of the results readily extend to the corresponding setting with weak solutions in the Sobolev space $W^{1, p}$ for an arbitrary $p \in(1, \infty)$. To the author's knowledge, such a treatise of the most recent regularity theory is not available in the classical monographs on the theory of partial differential equations, such as $[30,35,39,53,57]$, and therefore, the lecture notes should serve as a complement for these textbooks. Finally, let us note that we restrict ourselves mainly to the theory for elliptic systems, even though the theory for convex variational problems is to a large extent very similar. Only for the sake of illustration of this similarity, we discuss briefly the essential steps of proof for two related regularity results for minimizers of (quadratic-growth) variational integrals, following the line of arguments for elliptic systems. We recommend, for instance, Giusti's monograph [40] for a in-depth presentation of some general techniques and results in this variational context, while for a review on the more recent progress, we refer to Mingione's survey papers [64, 65].

We now give a more detailed account of the content of these lecture notes, providing also a short description of the regularity results presented and some comments on their historical context. A deeper discussion of the features of the theory is postponed to the respective chapters.

Chapter 1 contains the prerequisites for the topic of elliptic regularity theory. We state the main properties of the relevant function spaces, namely, the Hölder, Morrey, Campanato, and (classical as well as fractional) Sobolev spaces. In particular, this chapter includes the continuous and compact embedding theorems of Sobolev, Morrey, and Rellich-Kondrachov, Poincarétype inequalities, and several tools that are tailored to the application in the context of partial differential equations. Moreover, we here provide the measure theoretic arguments that allow to bound the Hausdorff dimension of the set of non-Lebesgue points of a Sobolev function (which is later on used
in the dimension reduction for the set of singular points of a weak solution). These preliminaries are complemented by Appendix A, which contains some basic facts from functional analysis without proofs, and by Appendix B, which provides several technical iteration lemmata which are used throughout the regularity proofs.

Chapter 2 provides a short introduction to the concept of weak solutions for quasilinear elliptic equations (or systems of equations) in divergence form and motivates some elementary assumptions used throughout the lecture notes. Moreover, we comment on the connection to minimization problems of variational functionals via the Euler-Lagrange formalism.

Chapter 3 treats elliptic quasilinear equations under relatively general assumptions, that is, the scalar case. In the first part, De Giorgi's levelset technique from [15] is discussed. This technique allows us to prove that weak solutions to linear equations in divergence form with bounded, measurable coefficients are actually continuous. This solved the 19th of Hilbert's celebrated open problems presented at the International Congress of Mathematicians in 1900 in Paris and is considered an important milestone in elliptic regularity theory. We explain De Giorgi's technique in the general setting of $Q$-minimizers of variational functionals, which is a unified approach for obtaining the optimal regularity for minimizers of convex variational functionals and for weak solutions of elliptic equations simultaneously. By a careful analysis of the (super- and sub)level sets of $Q$-minimizers and associated Caccioppoli-type inequalities, first boundedness and then everywhere continuity of $Q$-minimizers is proved. The second part of the chapter outlines an alternative strategy of proof of this everywhere regularity result, which was developed by Moser [67] shortly after the original proof was published. It relies on a delicate iteration technique, using suitable test functions, Sobolev's embedding theorem, and a version of the John-Nirenberg lemma. This leads in a first step to boundedness and a Harnack inequality, whereby the supremum of a positive weak solution is bounded by its infimum. In a second step, the optimal regularity result is obtained, with the degree of regularity linked directly to the regularity of the equation.

Chapter 4 begins the discussion of the vectorial case, with an emphasis on the special case of elliptic systems that are linear in the gradient variable and, therefore, simpler to study. That the situation changes dramatically compared to the scalar one discussed in Chap. 3 was already observed by De Giorgi [16]. He constructed an example of such a system that admits a discontinuous weak solution, bringing to an end the efforts to find an extension of the everywhere regularity result to the vectorial case. We review his construction and a modification due to Giusti and Miranda [42], for which even an unbounded weak solution exists. However, in specific situations, one can still show that every weak solution is in a space of higher regularity (or even everywhere regular as in the scalar case), and we here give a brief summary of Morreyand Campanato-type decay estimates and of the Schauder theory for linear systems. These are also the starting point for the investigation of partial
regularity of weak solutions, which aims to show regularity of weak solutions outside of a set of singular points, together with a bound on the size of this exceptional set. In this regard, we illustrate, for the special type of system considered in this chapter, three different techniques, namely, the blow-up technique of Giusti and Miranda [41], the direct approach of Giaquinta and Giusti [31] and Ivert [48], and the method of $\mathcal{A}$-harmonic approximation of Duzaar and Grotowski [21]. The (common) relevant quantity is the excess, that is, the averaged mean-square deviation from the mean of the weak solution, for which decay estimates need to be established. This is achieved (at regular points) via comparison with a linearized system. It is precisely in the detail of how the linearization is implemented that the three approaches differ. However, they all lead to the same partial regularity result, namely, that weak solutions are continuous outside of a negligible set. Moreover, this regularity result comes along with a characterization of the set of points in which the weak solution is discontinuous, and this allows to deduce that its Hausdorff dimension does not exceed $n-2$. Finally, we give a corresponding partial regularity result also for minimizers for quadratic variational integrals, via a modified version of the direct approach.

Chapter 5 continues to investigate the vectorial case, now for general quasilinear elliptic systems. The chapter begins with a proof that weak solutions are continuously differentiable outside of a negligible set and gives the characterization of this exceptional set. We follow the proof of Duzaar and Grotowski [21] via the method of $\mathcal{A}$-harmonic approximation, which appears to be more flexible than the other techniques. Moreover, we sketch the related partial regularity result for minimizers to convex variational integrals. In contrast to Chap. 4 , where the regularity of the weak solution (or minimizer) and not of its gradient is considered, a nontrivial bound on the Hausdorff dimension of the singular set does not follow directly from its characterization, but requires further work. The first step toward the dimension reduction of the singular set was achieved by Mingione [62, 63]. The crucial idea is to show that weak solutions actually belong to a higher (fractional) Sobolev space, by taking advantage of the regularity of the system and in some instances possibly also of the weak solution itself. Furthermore, we include some refinements of the fractional differentiability estimates, which are based on a higher integrability result involving Gehring's lemma. Once the fractional differentiability is established, a bound on the Hausdorff dimension of the singular set follows in turn from measure theoretic arguments (similar to those in Chap. 4). In conclusion, we obtain also for quasilinear systems that, as basic intuition suggests, the more regular the system is, the more regular the weak solution is and the more the bound on the Hausdorff dimension of the singular set can be reduced. However, this result contains a slight drawback, namely, that we need to suppose that either the weak solution is a priori (Hölder) continuous or that the system does not depend explicitly on the weak solution, but only on its gradient. Therefore, we devote the last section of this chapter to a special partial regularity result for weak
solutions, which was first given by Campanato [11] and which requires the assumption of low dimensions $n \leq 4$. This restriction enables us to apply a version of the direct approach, which deals with Morrey estimates, is based on a nonlinear comparison principle, and ends up with partial Hölder continuity of the weak solution, outside of a set of Hausdorff dimension not greater than $n-2$.

I wish to conclude the preface with an acknowledgment. These lecture notes grew out of a course given at the University of Bonn in winter $2011 / 2012$, where I was granted the opportunity to explain parts of my field of research to master and PhD students, and they were completed during a course for master students given at the University of Augsburg in summer 2015. I would like to thank the participants for their interest and comments, but I also express my sincere gratitude to my colleagues behind the scenes for encouragement and support. In particular, I would like to thank Julian Braun, Judith Campos Cordero, and Joseph Grotowski for valuable suggestions for improvements of parts of the manuscript.

Lisa Beck
October 2015
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## Chapter 1 Preliminaries

In this chapter we first recall several function spaces that will be relevant in order to tackle the questions of existence and regularity for (weak) solutions to elliptic problems. We further fix the notation and give some important properties, inequalities, and embedding theorems. Even though this theory would deserve to be developed in more detail and wider generality, we have decided to present the material in this chapter rather as a collection of the mathematical background. In particular, the proofs will be given only for some selected statements, which are of central interest in the course of these lecture notes or which are instructional and might serve as an illustration in order to understand the underlying concepts. For the other results and further information (also on functional analytic aspects) we refer to the literature, such as $[1,3,24,84,85]$ and the references therein.

### 1.1 Function Spaces

In this section we give the definitions of several function classes, including the spaces of continuous and Hölder continuous functions, Lebesgue spaces, Morrey and Campanato spaces, and finally the classical as well as the fractional Sobolev spaces. Since the Morrey, Campanato and Sobolev spaces are defined in terms of weak differentiability, integrability and decay properties, they are perfectly adapted for the derivation of regularity criteria for functions obeying certain integral identities (such as weak solutions to systems of partial differential equations) or integral inequalities (such as minimizers of variational integrals), due to the embedding theorems for these spaces into more regular ones, which are given later on.

### 1.1.1 Spaces of Continuous and Hölder Continuous Functions

We start by recalling the spaces of continuous functions and the spaces of continuous functions with compact support.

Definition 1.1 For a set $\Omega$ in $\mathbb{R}^{n}$ we define
(i) $C^{0}\left(\Omega, \mathbb{R}^{N}\right)=C\left(\Omega, \mathbb{R}^{N}\right)$ as the set of all continuous functions $f: \Omega \rightarrow$ $\mathbb{R}^{N}$;
(ii) $C^{0}\left(\bar{\Omega}, \mathbb{R}^{N}\right)=C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ as the set of all functions in $C\left(\Omega, \mathbb{R}^{N}\right)$ which can be continuously extended to the closure $\bar{\Omega}$ of $\Omega$;
(iii) $C_{0}\left(\Omega, \mathbb{R}^{N}\right)$ as the set of all functions $f \in C\left(\Omega, \mathbb{R}^{N}\right)$ with support $\operatorname{spt} f:=\overline{\{x \in \Omega: f(x) \neq 0\}}$ compactly contained in $\Omega$.

A function $f \in C\left(\Omega, \mathbb{R}^{N}\right)$ is not necessarily bounded on $\Omega$. However, if $f$ is bounded and uniformly continuous, then it can be uniquely extended up to the boundary, hence, it can actually be considered as a function in $C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$.

Accordingly, one can define the spaces $C^{k}$ as the set of all functions with continuous derivatives up to order $k \in \mathbb{N}_{0}$ (including also the function itself as derivative of order 0 ). For (partial) derivatives of higher order of a function $f$ we shall use the notation $D^{\beta} f:=D_{1}^{\beta_{1}} \ldots D_{n}^{\beta_{n}} f$, where $\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{N}_{0}^{n}$ denotes a multiindex of length $|\beta|:=\beta_{1}+\ldots+\beta_{n}$. Furthermore, we shall write $D^{k} f$ in order to denote the vector $\left\{D^{\beta} f\right\}_{|\beta|=k}$ of the collection of all derivatives of order $k$.

Definition 1.2 Let $\Omega$ be an open set in $\mathbb{R}^{n}$ and $k \in \mathbb{N}$.
(i) $C^{k}\left(\Omega, \mathbb{R}^{N}\right)$ is the set of all functions $f: \Omega \rightarrow \mathbb{R}^{N}$ such that the partial derivatives $D^{\beta} f$ for all multiindices $\beta \in \mathbb{N}_{0}^{n}$ with $0 \leq|\beta| \leq k$ are continuous in $\Omega$;
(ii) $C^{k}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is the set of all functions in $C^{k}\left(\Omega, \mathbb{R}^{N}\right)$ whose derivatives up to order $k$ are uniformly bounded in $\Omega$ and can be continuously extended to $\bar{\Omega}$;
(iii) $C^{\infty}\left(\Omega, \mathbb{R}^{N}\right):=\bigcap_{k \in \mathbb{N}} C^{k}\left(\Omega, \mathbb{R}^{N}\right)$ is the set of all functions $f: \Omega \rightarrow \mathbb{R}^{N}$ which are infinitely differentiable (smooth);
(iv) $C_{0}^{k}\left(\Omega, \mathbb{R}^{N}\right):=C^{k}\left(\Omega, \mathbb{R}^{N}\right) \cap C_{0}\left(\Omega, \mathbb{R}^{N}\right)$ and $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right):=$ $C^{\infty}\left(\Omega, \mathbb{R}^{N}\right) \cap C_{0}\left(\Omega, \mathbb{R}^{N}\right)$ are the sets of all functions in $C^{k}\left(\Omega, \mathbb{R}^{N}\right)$ and $C^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$, respectively, with compact support in $\Omega$.

We next recall the Hölder spaces, which are subspaces of the space of continuous functions $C^{k}$, for which slightly better regularity properties hold. These Hölder spaces roughly consist either of the well-known Hölder continuous functions in the case $k=0$ or, in the case $k>0$, of those functions whose $k$-th order partial derivatives are all Hölder continuous, respectively. In order to give the precise definition, we start by defining the Hölder semi-norm. Consider a number $\alpha$ in $(0,1]$, a subset $S$ of $\mathbb{R}^{n}$, and a function $f: S \rightarrow \mathbb{R}^{N}$.

The $\alpha$-Hölder semi-norm of $f$ in $S$ is given by

$$
[f]_{C^{0, \alpha}\left(S, \mathbb{R}^{N}\right)}:=\sup _{x \neq y \in S}\left\{\frac{|f(x)-f(y)|}{|x-y|^{\alpha}}\right\}
$$

Definition 1.3 Let $\Omega$ be an open set in $\mathbb{R}^{n}, k \in \mathbb{N}$, and $\alpha \in(0,1]$.
(i) $C^{0, \alpha}\left(\Omega, \mathbb{R}^{N}\right)$ is the set of all functions $f \in C\left(\Omega, \mathbb{R}^{N}\right)$ such that, for every compact set $K \subset \Omega,[f]_{C^{0, \alpha}\left(K, \mathbb{R}^{N}\right)}$ is finite;
(ii) $C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is the set of all bounded functions $f \in C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ such that $[f]_{C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)}$ is finite;
(iii) $C^{k, \alpha}\left(\Omega, \mathbb{R}^{N}\right)$ is the set of all functions $f \in C^{k}\left(\Omega, \mathbb{R}^{N}\right)$ such that $\left[D^{\beta} f\right]_{C^{0, \alpha}\left(K, \mathbb{R}^{N}\right)}$ is finite for every compact set $K \subset \Omega$ and every multiindex $\beta \in \mathbb{N}_{0}^{n}$ of length $|\beta|=k$;
(iv) $C^{k, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is the set of all functions $f \in C^{k}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ such that $\left[D^{\beta} f\right]_{C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)}$ is finite for every multiindex $\beta \in \mathbb{N}_{0}^{n}$ of length $|\beta|=k$.
Both the spaces of continuous and of Hölder continuous functions have good functional analytic properties, in the sense that they are complete normed spaces.

Theorem 1.4 Let $\Omega$ be an open set in $\mathbb{R}^{n}, k \in \mathbb{N}_{0}$, and $\alpha \in(0,1]$. The spaces $C^{k}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ and $C^{k, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ are Banach spaces, equipped with the norms

$$
\begin{aligned}
\|f\|_{C^{k}\left(\bar{\Omega}, \mathbb{R}^{N}\right)} & :=\sum_{0 \leq|\beta| \leq k} \sup _{x \in \bar{\Omega}}\left|D^{\beta} f(x)\right|, \\
\|f\|_{C^{k, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)} & :=\|f\|_{C^{k}\left(\bar{\Omega}, \mathbb{R}^{N}\right)}+\sum_{|\beta|=k}\left[D^{\beta} f\right]_{C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)} .
\end{aligned}
$$

## Remarks 1.5

(i) To avoid confusion let us note that there are different conventions for the definition of the Hölder spaces, and sometimes the spaces $C^{0, \alpha}\left(\Omega, \mathbb{R}^{N}\right)$ are introduced as the spaces of bounded functions which are uniformly $\alpha$-Hölder continuous in $\Omega$.
(ii) For $\alpha=1$, the space $C^{0,1}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is the set of all Lipschitz continuous functions, that is, of all bounded functions $f: \bar{\Omega} \rightarrow \mathbb{R}^{N}$ which satisfy the Lipschitz condition

$$
|f(x)-f(y)| \leq L|x-y| \quad \text { for all } x, y \in \bar{\Omega}
$$

with some constant $L \geq 0$. The best such (Lipschitz) constant $L$ is given by the semi-norm $[f]_{C^{0,1}\left(\bar{\Omega}, \mathbb{R}^{N}\right)}$.
(iii) The Hölder spaces are not separable (for example, the family of functions $f_{x_{0}}(x):=\left|x-x_{0}\right|^{\alpha}$ for $x_{0} \in[0,1]$ is uncountable and every pair
of functions $f_{x_{0}}, f_{x_{1}}$ with $x_{0} \neq x_{1}$ has distance greater than 1 in $\left.C^{0, \alpha}([0,1])\right)$. Note also that smooth functions are not dense in the Hölder spaces, and for $\alpha \in(0,1)$ the closure of $C^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ in $C^{0, \alpha}\left(\Omega, \mathbb{R}^{N}\right)$ is known as the little Hölder space $c^{0, \alpha}\left(\Omega, \mathbb{R}^{N}\right)$, while for $\alpha=1$ this closure is the space $C^{1}\left(\Omega, \mathbb{R}^{N}\right)$.
(iv) If $0<\alpha_{1} \leq \alpha_{2} \leq 1$ and $k \in \mathbb{N}_{0}$, then we obviously have the continuous embeddings

$$
C^{k, 1}\left(\bar{\Omega}, \mathbb{R}^{N}\right) \subset C^{k, \alpha_{2}}\left(\bar{\Omega}, \mathbb{R}^{N}\right) \subset C^{k, \alpha_{1}}\left(\bar{\Omega}, \mathbb{R}^{N}\right) \subset C^{k}\left(\bar{\Omega}, \mathbb{R}^{N}\right)
$$

(whereas the validity of the inclusions $C^{k+1}\left(\bar{\Omega}, \mathbb{R}^{N}\right) \subset C^{k, 1}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ depends on the choice of $\Omega$, see [39, p. 53] for an example of a domain, for which this embedding fails).

In relation with the last remark, we also recall the Arzelà-Ascoli compactness theorem, which provides a sufficient condition that, for a given sequence of continuous functions on a compact set, there exists of a uniformly convergent subsequence.

Theorem 1.6 (Arzelà-Ascoli) Let $\Omega$ be a bounded set in $\mathbb{R}^{n}$. A sequence $\left(f_{j}\right)_{j \in \mathbb{N}}$ of functions in $C(\bar{\Omega})$ has a uniformly convergent subsequence if they are uniformly bounded and equicontinuous, that is if $\sup _{j \in \mathbb{N}} \sup _{x \in \Omega}\left|f_{j}(x)\right|<$ $\infty$ and if for every $\varepsilon>0$ there exists a $\delta>0$ such that for all $j \in \mathbb{N}$ there holds

$$
\left|f_{j}(x)-f_{j}(y)\right|<\varepsilon \quad \text { for all } x, y \in \bar{\Omega} \text { with }|x-y|<\delta .
$$

### 1.1.2 Lebesgue Spaces

We next recall the Lebesgue spaces $L^{p}(\Omega)$, which consist of all measurable functions that are integrable to some power $p \in[1, \infty]$ over a given measurable set $\Omega$.

Definition 1.7 Let $\Omega$ be a measurable set in $\mathbb{R}^{n}$ and let $p \in[1, \infty]$. We denote by $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ the Lebesgue space of (equivalence classes of) measurable functions $f: \Omega \rightarrow \mathbb{R}^{N}$ such that

$$
\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}:=\left\{\begin{array}{cl}
\left(\int_{\Omega}|f|^{p} d x\right)^{\frac{1}{p}} & \text { if } 1 \leq p<\infty  \tag{1.1}\\
\operatorname{ess} \sup _{\Omega}|f| & \text { if } p=\infty
\end{array}\right.
$$

is finite. We further denote by $L_{\mathrm{loc}}^{p}\left(\Omega, \mathbb{R}^{N}\right)$ the set of all functions belonging to $L^{p}\left(O, \mathbb{R}^{N}\right)$ for every open set $O \Subset \Omega$. For scalar-valued functions (i.e. for the case $N=1$ ), we write $L^{p}(\Omega)$ instead of $L^{p}(\Omega, \mathbb{R})$ and $L_{\text {loc }}^{p}(\Omega)$ instead of $L_{\mathrm{loc}}^{p}(\Omega, \mathbb{R})$.

Let us explain briefly how and why equivalence classes of measurable functions enter into the previous definition. One could define a space $\mathcal{L}^{p}\left(\Omega, \mathbb{R}^{N}\right)$ as the set of all measurable function such that (1.1) is finite. This is a vector-space, but it does not satisfy the Hausdorff separation axioms since functions that differ only on a Lebesgue null set are not distinguishable by (1.1). This obstruction is easily resolved by first taking the subspace of all functions in $\mathcal{L}^{p}\left(\Omega, \mathbb{R}^{N}\right)$ for which (1.1) is equal to 0 , and by then building the space $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ as the quotient space of $\mathcal{L}^{p}\left(\Omega, \mathbb{R}^{N}\right)$ by this subspace. Consequently, the elements of $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ are equivalence classes of measurable functions that differ only on a set of Lebesgue measure zero. In a sloppy way, we will usually speak of functions (and mean the corresponding equivalence classes). The choice of good representatives will be of importance later when properties not only outside of a negligible set but on the full domain are required (such as continuity).

Remark 1.8 If $f$ belongs to $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$, for some $p \in[1, \infty)$, then the superlevel sets of $|f|$ at height $\ell>0$ are estimated in measure by

$$
\begin{equation*}
\mathcal{L}^{n}(\{x \in \Omega:|f(x)|>\ell\}) \leq \ell^{-p}\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}^{p} . \tag{1.2}
\end{equation*}
$$

This property can be used to define the weak Lebesgue space $L_{w}^{p}\left(\Omega, \mathbb{R}^{N}\right)$ as the space of all (equivalence classes of) measurable functions $f: \Omega \rightarrow \mathbb{R}^{N}$ such that

$$
\|f\|_{L_{w}^{p}\left(\Omega, \mathbb{R}^{N}\right)}^{p}:=\sup _{\ell>0} \ell^{p} \mathcal{L}^{n}(\{x \in \Omega:|f(x)|>\ell\}) \quad \text { is finite. }
$$

Before addressing some important features of the $L^{p}$-spaces, we remind the reader of some important convergence theorems from general measure theory, see e.g. [25, Chapter 1.3].

Theorem 1.9 (Fatou) If $\left(f_{j}\right)_{j \in \mathbb{N}}$ is a sequence of non-negative, measurable functions on $\mathbb{R}^{n}$, then there holds

$$
\int_{\mathbb{R}^{n}} \liminf _{j \rightarrow \infty} f_{j} d x \leq \liminf _{j \rightarrow \infty} \int_{\mathbb{R}^{n}} f_{j} d x
$$

Theorem 1.10 (Monotone convergence) If $\left(f_{j}\right)_{j \in \mathbb{N}}$ is a sequence of non-negative, measurable functions on $\mathbb{R}^{n}$, which are monotonically nondecreasing in $j$ (that is, we have $f_{j} \leq f_{j+1}$ for every $j \in \mathbb{N}$ ), then there holds

$$
\int_{\mathbb{R}^{n}} \lim _{j \rightarrow \infty} f_{j} d x=\lim _{j \rightarrow \infty} \int_{\mathbb{R}^{n}} f_{j} d x
$$

Theorem 1.11 (Variant of the dominated convergence) Let $\left(g_{j}\right)_{j \in \mathbb{N}}$ be a sequence of non-negative functions which converges strongly to a function $g$ in $L^{1}\left(\mathbb{R}^{n}\right)$. If $\left(f_{j}\right)_{j \in \mathbb{N}}$ is a sequence of functions in $L^{1}\left(\mathbb{R}^{n}\right)$, which satisfies

$$
\left|f_{j}\right| \leq g_{j} \quad \text { for all } j \in \mathbb{N} \quad \text { and } \quad f_{j}(x) \rightarrow f(x) \quad \mathcal{L}^{n} \text {-almost everywhere }
$$

for a function $f \in L^{1}\left(\mathbb{R}^{n}\right)$, then $f_{j} \rightarrow f$ strongly in $L^{1}\left(\mathbb{R}^{n}\right)$.
Returning to the discussion of $L^{p}$-spaces, we start by noting that the space $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ of smooth and compactly supported functions is dense in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ for $p \in[1, \infty)$ (while for $p=\infty$ this is obviously false), as a consequence of Lusin's theorem and the absolute continuity of the integral. Concerning the pointwise behavior of functions, we know for example that every smooth function coincides at every point with the function that is obtained by taking the limit of infinitesimal averages about that point. This fact continues to be true also for functions in the Lebesgue spaces, but, due to the previous discussion that modifications on sets of measure zero do not change the equivalence class of the function and that there are equivalence classes which do not contain a continuous function as its representative, we have to accept the limitation that this coincidence holds only outside of a set of Lebesgue measure zero. Before stating this result, known as the classical Lebesgue differentiation theorem, let us introduce a notation for the mean values of a Lebesgue function. For a given measurable set $S \subset \mathbb{R}^{n}$ we denote by $\mathcal{L}^{n}(S)=|S|$ its $n$-dimensional Lebesgue measure. Furthermore, if $f \in L^{1}\left(S, \mathbb{R}^{N}\right)$ and $0<|S|<\infty$, we denote the average of $f$ in $S$ by

$$
(f)_{S}:=f_{S} f d x:=\frac{1}{|S|} \int_{S} f d x
$$

With this notation the aforementioned differentiation theorem reads as follows.

Theorem 1.12 (Lebesgue differentiation theorem) Let $f \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$. Then, for almost every $x_{0} \in \mathbb{R}^{n}$, we have

$$
\lim _{\varrho \searrow 0} f_{B_{\varrho}\left(x_{0}\right)}\left|f(x)-f\left(x_{0}\right)\right| d x=0
$$

(such a point is called a Lebesgue point of $f$ ), and in particular there holds

$$
\lim _{\varrho \searrow 0} f_{B_{\varrho}\left(x_{0}\right)} f(x)=f\left(x_{0}\right) .
$$

As a further benefit, this limit of infinitesimal averages over balls can be employed to choose a canonical representative in each Lebesgue class. It
further allows to deduce, as a direct corollary, a version for $L^{p}$-spaces, cp. [25, Chapter 1.7, Corollary 1].
Corollary 1.13 Let $p \in[1, \infty)$ and $f \in L_{\mathrm{loc}}^{p}\left(\mathbb{R}^{n}\right)$. Then, for almost every $x_{0} \in \mathbb{R}^{n}$, we have

$$
\lim _{\varrho \searrow 0} f_{B_{\varrho}\left(x_{0}\right)}\left|f(x)-f\left(x_{0}\right)\right|^{p} d x=0
$$

(such a point is called a p-Lebesgue point of $f$ ).
We continue by recalling some fundamental inequalites.
Theorem 1.14 (Jensen's inequality) Let $g \in C(\mathbb{R})$ be a convex function and $f \in L^{1}(\Omega)$ for some measurable set $\Omega \subset \mathbb{R}^{n}$ with $0<|\Omega|<\infty$. Then we have

$$
g\left(f_{\Omega} f d x\right) \leq f_{\Omega} g \circ f d x
$$

For $p \in[1, \infty]$ we introduce the conjugate exponent $p^{\prime} \in[1, \infty]$ defined via the equation $1 / p+1 / p^{\prime}=1$ (with the convention $1 / \infty=0$ ). For $p \in(1, \infty)$, we first recall Young's inequality

$$
\begin{equation*}
a b \leq \frac{a^{p}}{p}+\frac{b^{p^{\prime}}}{p^{\prime}} \tag{1.3}
\end{equation*}
$$

for all $a, b \in \mathbb{R}_{0}^{+}$(which is a direct consequence of the convexity of the exponential function). In the course of these lectures notes, we will frequently apply Young's inequality, in an $\varepsilon$-version, to the product $a b=\left(a \varepsilon^{1 / p}\right)\left(b \varepsilon^{-1 / p}\right)$ for some positive number $\varepsilon$. This allows, on the one hand, to make the contribution of $a^{p}$ arbitrarily small or, on the other hand, to have a balancing effect. The latter benefit is used for instance in the proof of the following important inequality (which is known as Cauchy-Schwarz inequality for $p=p^{\prime}=2$ ).
Proposition 1.15 (Hölder's inequality) Let $p \in[1, \infty], f \in L^{p}(\Omega)$, and $g \in L^{p^{\prime}}(\Omega)$. Then the product $f g$ belongs to the space $L^{1}(\Omega)$ with

$$
\int_{\Omega}|f g| d x \leq\|f\|_{L^{p}(\Omega)}\|g\|_{L^{p^{\prime}}(\Omega)}
$$

Proof We first note that this inequality is obvious whenever $\|f\|_{L^{p}(\Omega)}=0$ or $\|g\|_{L^{p^{\prime}}(\Omega)}=0$. Since the inequality is also trivial for $p \in\{1, \infty\}$, we may further assume $p \in(1, \infty)$. For an arbitrary $\varepsilon>0$, Young's inequality (1.3) implies

$$
\int_{\Omega}|f g| d x \leq \frac{\varepsilon}{p} \int_{\Omega}|f|^{p} d x+\frac{\varepsilon^{-p^{\prime} / p}}{p^{\prime}} \int_{\Omega}|g|^{p^{\prime}} d x
$$

which gives the claim for the specific choice $\varepsilon=\|f\|_{L^{p}(\Omega)}^{1-p}\|g\|_{L^{p^{\prime}}(\Omega)}$, via the identity $1 / p+1 / p^{\prime}=1$.

Remarks 1.16
(i) Inserting piecewise constant functions on an interval in $\mathbb{R}$ we recover the discrete version of Hölder's inequality for vectors $a, b \in \mathbb{R}^{k}$ and $p \in(1, \infty)$

$$
\sum_{\ell=1}^{k}\left|a_{\ell} b_{\ell}\right| \leq\left(\sum_{\ell=1}^{k} a_{\ell}^{p}\right)^{\frac{1}{p}}\left(\sum_{\ell=1}^{k} b_{\ell}^{p^{\prime}}\right)^{\frac{1}{p^{\prime}}}
$$

(ii) Hölder's inequality implies the following interpolation inequality: for $f \in L^{p_{1}}(\Omega) \cap L^{p_{2}}(\Omega)$ with $1 \leq p_{1}<p_{2} \leq \infty$, we have $f \in L^{q}(\Omega)$ for all $q \in\left(p_{1}, p_{2}\right)$ with

$$
\|f\|_{L^{q}(\Omega)} \leq\|f\|_{L^{p_{1}}(\Omega)}^{\theta}\|f\|_{L^{p_{2}}(\Omega)}^{1-\theta}
$$

where $\theta \in(0,1)$ is determined via the equation $1 / q=\theta / p_{1}+(1-\theta) / p_{2}$ (with the convention $\theta=p_{1} / q$ for $p_{2}=\infty$ ).
(iii) We get the inclusions $L^{q}(\Omega) \subset L^{p}(\Omega)$ for all $p, q \in[1, \infty]$ with $q \geq p$ provided that $\Omega$ is of finite $\mathcal{L}^{n}$-measure. In particular, for every ball $B_{r}\left(x_{0}\right) \subset \mathbb{R}^{n}$ and $f \in L^{q}\left(B_{r}\left(x_{0}\right)\right)$, we have the inequality

$$
\|f\|_{L^{p}\left(B_{r}\left(x_{0}\right)\right)} \leq c(n) r^{n\left(\frac{1}{p}-\frac{1}{q}\right)}\|f\|_{L^{q}\left(B_{r}\left(x_{0}\right)\right)}
$$

By an inductive argument we find the generalized Hölder inequality for more than two functions:

Corollary 1.17 Let $m \in \mathbb{N}$ and let $f_{j} \in L^{p_{j}}(\Omega)$ with $p_{j} \in[1, \infty]$ for $j \in\{1, \ldots, m\}$. If $\sum_{1 \leq j \leq m} p_{j}^{-1}=1$, then the product $\prod_{1 \leq j \leq m} f_{j}$ belongs to $L^{1}(\Omega)$ with

$$
\int_{\Omega}\left|f_{1} \ldots f_{m}\right| d x \leq \prod_{1 \leq j \leq m}\left\|f_{j}\right\|_{L^{p_{j}}(\Omega)}
$$

We conclude this section with some statements on the spaces $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ as function spaces, giving in particular a sketch of proof for their completeness and stating a simple criterion for compactness in the weak topology (derived from the duality relations).

Theorem 1.18 Endowed with the norm $\|\cdot\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}$ defined in (1.1), the Lebesgue spaces $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ are Banach spaces for all $p \in[1, \infty]$.

Proof
Step 1: (1.1) defines a norm. We obviously have point separation (i.e. $\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}=0$ implies $f=0$ ) and absolute homogeneity (i.e. $\|\lambda f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}=|\lambda|\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}$ for all $\left.\lambda \in \mathbb{R}\right)$, hence only the triangle inequality

$$
\|f+g\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)} \leq\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}+\|g\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}
$$

for $f, g \in L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ and $p \in[1, \infty]$ remains to be checked. This inequality is usually referred to as Minkowski's inequality and is proved as follows: for $p \in\{1, \infty\}$ it is a direct consequence of the pointwise triangle inequality for the absolute value. For $p \in(1, \infty)$ this standard triangle inequality implies in a first step that the function $f+g$ belongs to $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ (more precisely, it proves the desired inequality up to a multiplicative factor). This justifies the application of Hölder's inequality from Proposition 1.15 with exponents $p /(p-1)$ and $p$, which yields

$$
\begin{aligned}
\|f+g\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}^{p} & \leq \int_{\Omega}|f+g|^{p-1}(|f|+|g|) d x \\
& \leq\|f+g\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}^{p-1}\left(\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}+\|g\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}\right)
\end{aligned}
$$

and the desired inequality follows immediately.
Step 2: Completeness of $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ (known as Riesz-Fischer theorem). We need to show that every Cauchy sequence $\left(f_{j}\right)_{j \in \mathbb{N}}$ in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ converges to a limit in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$. Since Cauchy sequences cannot have more than one cluster point, it is sufficient to prove that an arbitrary subsequence of $\left(f_{j}\right)_{j \in \mathbb{N}}$ converges in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$. After possibly passing to a subsequence, we may suppose that $\left\|f_{j}-f_{\ell}\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)} \leq 2^{-i}$ holds for all $j, \ell \geq i$ and therefore, we may also work under the assumption $\sum_{j=1}^{\infty}\left\|f_{j}-f_{j+1}\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}<\infty$. We then define a sequence of auxiliary functions

$$
h_{\ell}(x):=\sum_{j=1}^{\ell}\left|f_{j}(x)-f_{j+1}(x)\right|
$$

for $\ell \in \mathbb{N}$, and we set $h(x):=\lim _{\ell \rightarrow \infty} h_{\ell}(x)$, when the limit is well-defined. It is easy to check that this is the case for all $x \in \Omega \backslash S$, where $S$ is a set of Lebesgue measure zero (for $p \in[1, \infty$ ) this is a consequence of Theorem 1.9 of Fatou and Minkowski's inequality, while for $p=\infty$ the function $h$ is even uniformly bounded in those points). Thus, also the sequences $\left(f_{j}(x)\right)_{j \in \mathbb{N}}$ are Cauchy sequences in $\mathbb{R}^{N}$ for all $x \in \Omega \backslash S$ and hence, they converge to a limit $f(x)$. Obviously, the set $S$ does depend on the choice of representatives, but for our purposes it is sufficiently to know that the pointwise limits exist outside of some set of Lebesgue measure zero. Now we extend $f$ by 0 in
this exceptional set $S$, and we observe that the resulting function $f$ is again measurable, as the limit of measurable functions. We finally need to verify that $f$ is indeed the desired $L^{p}$-limit function of the sequence $\left(f_{j}\right)_{j \in \mathbb{N}}$. For $p=$ $\infty$, this is true, since the inequality $\left|f(x)-f_{\ell}(x)\right|=\lim _{j \rightarrow \infty}\left|f_{j}(x)-f_{\ell}(x)\right| \leq$ $2^{-\ell}$ outside of a negligible set already implies $\left\|f-f_{\ell}\right\|_{L^{\infty}\left(\Omega, \mathbb{R}^{N}\right)} \rightarrow 0$ as $\ell \rightarrow \infty$. For $p \in[1, \infty)$, the convergence $\left\|f-f_{\ell}\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)} \rightarrow 0$ is again a consequence of Fatou's Lemma, since we have

$$
\begin{aligned}
\int_{\Omega}\left|f-f_{\ell}\right|^{p} d x & \leq \liminf _{j \rightarrow \infty} \int_{\Omega}\left|f_{j}-f_{\ell}\right|^{p} d x \\
& =\liminf _{j \rightarrow \infty}\left\|f_{j}-f_{\ell}\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}^{p} \rightarrow 0 \quad \text { as } \ell \rightarrow \infty
\end{aligned}
$$

Remark 1.19 Similarly as in Remark 1.16 (i) there is a discrete version of Minkowski's inequality for vectors $a, b \in \mathbb{R}^{k}$ and $p \in[1, \infty)$ :

$$
\left(\sum_{\ell=1}^{k}\left(a_{\ell}+b_{\ell}\right)^{p}\right)^{\frac{1}{p}} \leq\left(\sum_{\ell=1}^{k} a_{\ell}^{p}\right)^{\frac{1}{p}}+\left(\sum_{\ell=1}^{k} b_{\ell}^{p}\right)^{\frac{1}{p}}
$$

Remark 1.20 The space $L^{2}\left(\Omega, \mathbb{R}^{N}\right)$ is a Hilbert space, where the inner product is given by

$$
\langle f, g\rangle_{L^{2}\left(\Omega, \mathbb{R}^{N}\right)}:=\int_{\Omega} f \cdot g d x
$$

for all functions $f, g \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$.
From Hölder's inequality it is further obvious that, for every function $g \in L^{p^{\prime}}\left(\Omega, \mathbb{R}^{N}\right)$, one can define a linear functional $L_{g}$ on $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ via integration against $g$, that is

$$
L_{g}(f):=\int_{\Omega} f g d x \quad \text { for all } f \in L^{p}\left(\Omega, \mathbb{R}^{N}\right)
$$

It is easy to verify that the operator $L$ (which maps $g$ to the functional $L_{g}$ ) is an isometric isomorphism of $L^{p^{\prime}}\left(\Omega, \mathbb{R}^{N}\right)$ into a subspace of the dual space of $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$, which is denoted by $\left(L^{p}\left(\Omega, \mathbb{R}^{N}\right)\right)^{*}$. It turns out that the range of $L$ is all of $\left(L^{p}\left(\Omega, \mathbb{R}^{N}\right)\right)^{*}$ for $p \in[1, \infty)$, while for $p=\infty$ the dual space $\left(L^{\infty}\left(\Omega, \mathbb{R}^{N}\right)\right)^{*}$ is in general strictly larger than $L^{1}\left(\Omega, \mathbb{R}^{N}\right)$. This relation between the spaces $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ and $L^{p^{\prime}}\left(\Omega, \mathbb{R}^{N}\right)$ also justifies to call the conjugate exponent $p^{\prime}$ of $p$ the dual exponent.

Theorem 1.21 Let $p \in[1, \infty)$. Then the space $\left(L^{p}\left(\Omega, \mathbb{R}^{N}\right)\right)^{*}$ is isomorphic to $L^{p^{\prime}}\left(\Omega, \mathbb{R}^{N}\right)$. In particular, $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ is reflexive for $p \in(1, \infty)$.

The reflexivity of the $L^{p}$-spaces, for $p \in(1, \infty)$, immediately implies a very useful compactness property with respect to the weak topology in $L^{p}$, due to Theorem A.10, which states the equivalence between reflexivity of a general Banach space and weak precompactness of bounded sets in this space.

Finally, we state Gehring's lemma, which is based on Gehring's paper [29] on higher integrability of quasiconformal mappings and was later generalized by Giaquinta and Modica, see [37, Proposition 5.1], to the following statement, which allows to establish higher integrability of an integrable function.

Theorem 1.22 (Gehring; Giaquinta and Modica) Let $f \in$ $L^{1}\left(B_{R}\left(x_{0}\right)\right), \sigma \in(0,1)$, and $m \in(0,1)$. Suppose that there exist a constant $A$ and a function $g \in L^{q}\left(B_{R}\left(x_{0}\right)\right)$ for some $q>1$ such that for all balls $B_{\varrho}(y) \Subset B_{R}\left(x_{0}\right)$ there holds

$$
f_{B_{\sigma_{\varrho}}(y)}|f| d x \leq A\left(f_{B_{\varrho}(y)}|f|^{m} d x\right)^{\frac{1}{m}}+f_{B_{\varrho}(y)}|g| d x .
$$

Then there exists an exponent $p \in(1, q]$ depending only on $A, m$ and $n$ such that $f \in L_{\mathrm{loc}}^{p}\left(B_{R}\left(x_{0}\right)\right)$. Moreover, for every $\tau \in(0,1)$ we have

$$
\left(f_{B_{\tau R}\left(x_{0}\right)}|f|^{p} d x\right)^{\frac{1}{p}} \leq K(A, m, n, \tau)\left[f_{B_{R}\left(x_{0}\right)}|f| d x+\left(f_{B_{R}\left(x_{0}\right)}|g|^{p} d x\right)^{\frac{1}{p}}\right]
$$

For $g=0$ this can be viewed as a self-improvement property of (uniform) reverse-Hölder inequalities. The heuristic reason, why the higher integrability and the corresponding estimate is true, lies essentially in the fact that, with the hypothesis being valid uniformly on all interior balls, the function under consideration cannot develop too big concentrations of the norm on small sets. However, the proof of Theorem 1.22 is quite technical and involved, and for details we refer to the proof of [40, Theorem 6.6] (relying essentially on Calderón-Zygmund decompositions, covering arguments and estimates for super-level sets).

### 1.1.3 Morrey and Campanato Spaces

We next introduce the Morrey and Campanato spaces which are subspaces of the $L^{p}$-spaces with a finer structure, in the sense that they allow for an upper bound on the scaling of the $L^{p}$-norm in small balls in terms of powers of the radii of these balls.

Definition 1.23 Let $\Omega$ be an open set in $\mathbb{R}^{n}, p \in[1, \infty)$ and $\lambda \geq 0$.
(i) We denote by $L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ the Morrey space of all functions $f \in$ $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
\|f\|_{L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}^{p}:=\sup _{x_{0} \in \bar{\Omega}, \varrho>0} \min \{\varrho, 1\}^{-\lambda} \int_{\Omega\left(x_{0}, \varrho\right)}|f|^{p} d x \tag{1.4}
\end{equation*}
$$

is finite. Here we have employed the notation $\Omega\left(x_{0}, \varrho\right):=B_{\varrho}\left(x_{0}\right) \cap \Omega$.
(ii) We denote by $\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ the Campanato space of all functions $f \in$ $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ such that

$$
[f]_{\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}^{p}:=\sup _{x_{0} \in \bar{\Omega}, \varrho>0} \varrho^{-\lambda} \int_{\Omega\left(x_{0}, \varrho\right)}\left|f-(f)_{\Omega\left(x_{0}, \varrho\right)}\right|^{p} d x
$$

is finite.
As a direct consequence of the completeness of the Lebesgue spaces, stated in Theorem 1.18, we observe that for all $p \in[1, \infty)$ and $\lambda \geq 0$ the Morrey spaces $L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ are Banach spaces, endowed with the norm $\|\cdot\|_{L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}$ defined in (1.4). Similarly, the Campanato spaces $\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ are Banach spaces, endowed with the norm $\|\cdot\|_{\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}:=[\cdot]_{\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}+\|\cdot\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}$.
Remarks 1.24
(i) For bounded domains one usually uses the (equivalent) definition of Morrey spaces, where the factor $\varrho^{-\lambda}$ instead of $\min \{\varrho, 1\}^{-\lambda}$ is used (whereas for unbounded domains such a condition would in general not be sufficient to guarantee global $L^{p}$-integrability).
(ii) From the definition it is clear that, in order to verify that an $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ function belongs to $L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ or to $\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$, one needs to check the two conditions only for small radii $\varrho<\varrho_{0}$ for some fixed, positive number $\varrho_{0}$ (such as $\operatorname{diam} \Omega$ for a bounded set $\Omega$ ).
(iii) In view of Remark 1.16 (iii) we have for a bounded set $\Omega$ the inclusions

$$
L^{q, \mu}\left(\Omega, \mathbb{R}^{N}\right) \subset L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right) \quad \text { and } \quad \mathcal{L}^{q, \mu}\left(\Omega, \mathbb{R}^{N}\right) \subset \mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)
$$

whenever the inequalities $q \geq p$ and $(n-\lambda) / p \geq(n-\mu) / q$ are satisfied.
(iv) If $f$ belongs to $L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$, then the super-level sets of $|f|$ at height $\ell>0$ in any $\Omega\left(x_{0}, \varrho\right)$ are estimated by

$$
\mathcal{L}^{n}\left(\left\{x \in \Omega\left(x_{0}, \varrho\right):|f(x)|>\ell\right\}\right) \leq \ell^{-p} \min \{\varrho, 1\}^{\lambda}\|f\|_{L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}^{p}
$$

Similarly as for the weak Lebesgue spaces introduced in Remark 1.8, one can define the weak Morrey space $L_{w}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ as the set of all functions $f \in L_{w}^{p}\left(\Omega, \mathbb{R}^{N}\right)$ such that

$$
\sup _{\ell>0, x_{0} \in \bar{\Omega}, \varrho>0} \ell^{p} \min \{\varrho, 1\}^{-\lambda} \mathcal{L}^{n}\left(\left\{x \in \Omega\left(x_{0}, \varrho\right):|f(x)|>\ell\right\}\right) \quad \text { is finite. }
$$

Moreover, we want to comment on several equivalence relations for Morrey and Campanato spaces, for the particular case that $\Omega$ is bounded and sufficiently regular, in the sense that Ahlfor's regularity condition on $\Omega$ holds true. This condition requires

$$
\begin{equation*}
\left|\Omega\left(x_{0}, \varrho\right)\right| \geq A \varrho^{n} \quad \text { for all } x_{0} \in \bar{\Omega} \text { and every } \varrho \leq \operatorname{diam}(\Omega), \tag{1.5}
\end{equation*}
$$

for some constant $A>0$. Geometrically, this means that the domain has no exterior cusps and that the measure of $\Omega\left(x_{0}, \varrho\right)$ can be estimated from below in terms of the factor $\varrho^{n}$. This condition hence guarantees that the factor $\varrho^{-\lambda}$ in the definition of Morrey and Campanato spaces can be replaced by $\left|\Omega\left(x_{0}, \varrho\right)\right|^{-\lambda / n}$. We further emphasize that this condition is for example satisfied if $\Omega$ has a Lipschitz boundary, which can be thought of as locally being the graph of a Lipschitz continuous function. More precisely, we say that a bounded, open subset $\Omega$ in $\mathbb{R}^{n}$ has a Lipschitz boundary if for every boundary point $y \in \partial \Omega$ there exist a radius $r(y)>0$ and a bijection $b_{y}: B_{r(y)}(y) \rightarrow B_{1}$ such that both functions $b_{y}$ and $b_{y}^{-1}$ are Lipschitz continuous and such that the identities $b_{y}\left(\partial \Omega \cap B_{r(y)}(y)\right)=B_{1} \cap\left(\mathbb{R}^{n-1} \times\{0\}\right)$ and $b_{y}\left(\Omega \cap B_{r(y)}(y)\right)=B_{1} \cap\left(\mathbb{R}^{n-1} \times \mathbb{R}^{+}\right)$hold (in particular, $\Omega$ and $\mathbb{R}^{n} \backslash \Omega$ are situated locally exactly at one side of the boundary $\partial \Omega$ ).

Remarks 1.25 Let $\Omega$ be a bounded, open set in $\mathbb{R}^{n}$ for which the Ahlfor's regularity condition (1.5) is fulfilled for some $A>0$, and let $p \in[1, \infty)$. Then we have the following equivalences:
(i) For $\lambda \in[0, n)$ we have $\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)=L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$, and for $\lambda=0$ they coincide with the standard Lebesgue space $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$, see [35, Proposition 5.4].
(ii) For $\lambda=n$ the Morrey spaces $L^{p, n}\left(\Omega, \mathbb{R}^{N}\right)$ are all equivalent and coincide with the space $L^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$, while the Campanato spaces $\mathcal{L}^{p, n}\left(\Omega, \mathbb{R}^{N}\right)$ coincide with the space $B M O\left(\Omega, \mathbb{R}^{N}\right)$, that is, with the space of functions of bounded mean oscillation, which was introduced by John and Nirenberg in [50] in 1961. This space is of special interest and characterized below; in particular, it is smaller than any Lebesgue space $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ with $p<\infty$, but it still contains $L^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ as a strict subspace.
(iii) For $\lambda>n$ we have for the Morrey spaces $L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right) \simeq\{0\}$ in view of Lebesgue's differentiation Theorem 1.12. Concerning the Campanato spaces we need to distinguish two cases: for $\lambda \in(n, n+p]$ the spaces
$\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ describe an integral characterization of Hölder continuous functions (where the Hölder exponent is given by $(\lambda-n) / p$ ), which was developed by Campanato [8] and simultaneously by Meyers [60]. Because of its fundamental relevance for regularity theory, this result is discussed in detail below in Theorem 1.27. For $\lambda>n+p$ and $\Omega$ connected, we finally have $\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right) \simeq\{$ constants $\}$ (which can be seen as an analogue of the fact that all Hölder continuous functions with Hölder exponent greater than 1 are actually constant).
We next state, in the special situation of cubes, a characterization of the Campanato spaces $\mathcal{L}^{p, n}$. For its quite technical and involved proof, which relies heavily on cube decompositions and Calderón-Zygmund-type arguments, we refer to [35, Chapter 6.3.1].

Theorem 1.26 (John-Nirenberg) Let $Q_{0}$ be a cube in $\mathbb{R}^{n}$ and consider a measurable function $f: Q_{0} \rightarrow \mathbb{R}^{N}$. Then the following statements are equivalent:
(i) There holds $f \in \mathcal{L}^{p, n}\left(Q_{0}, \mathbb{R}^{N}\right)$ for some $p \in[1, \infty)$.
(ii) There holds $f \in \mathcal{L}^{1, n}\left(Q_{0}, \mathbb{R}^{N}\right)$.
(iii) There exist positive constants $c_{3}, \tilde{c}_{3}$ such that for all cubes $Q \subset Q_{0}$ and every level $\ell>0$ there holds

$$
\left|\left\{x \in Q:\left|f(x)-(f)_{Q}\right|>\ell\right\}\right| \leq c_{3} \exp \left(-\tilde{c}_{3} \ell\right)|Q|
$$

(iv) There exist positive constants $c_{4}, \tilde{c}_{4}$ such that for all cubes $Q \subset Q_{0}$ there holds

$$
f_{Q}\left[\exp \left(c_{4}\left|f-(f)_{Q}\right|\right)-1\right] d x \leq \tilde{c}_{4}
$$

(v) There exist positive constants $c_{5}, \tilde{c}_{5}$ such that for all cubes $Q \subset Q_{0}$ there holds

$$
\left(f_{Q} \exp \left(c_{5} f\right) d x\right)\left(f_{Q} \exp \left(-c_{5} f\right) d x\right) \leq \tilde{c}_{5}
$$

Finally, we wish to state and prove the aforementioned characterization of Hölder continuous functions via Campanato spaces.
Theorem 1.27 (Campanato) Let $\Omega$ be a bounded, open set in $\mathbb{R}^{n}$ which satisfies Ahlfor's regularity condition (1.5) for some $A>0$. Then, for every $\alpha \in(0,1]$ and $p \in[1, \infty)$, we have the isomorphy

$$
\mathcal{L}^{p, n+p \alpha}\left(\Omega, \mathbb{R}^{N}\right) \simeq C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)
$$

and also the semi-norms $[\cdot]_{\mathcal{L}^{p, n+p \alpha}\left(\Omega, \mathbb{R}^{N}\right)}$ and $[\cdot]_{C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)}$ are equivalent.

Proof The proof is essentially taken from [77, Chapter 1.1, Proof of Lemma 1]. We here show the statement for scalar-valued functions, and the version for vector-valued functions then follows by considering the single component functions.

Step 1: $C^{0, \alpha}(\bar{\Omega}) \subset \mathcal{L}^{p, n+p \alpha}(\Omega)$. Let $f \in C^{0, \alpha}(\bar{\Omega})$. By Jensen's inequality and the definition of Hölder continuity we find for every $x_{0} \in \bar{\Omega}$ and $\varrho>0$ :

$$
\begin{aligned}
\int_{\Omega\left(x_{0}, \varrho\right)}\left|f(x)-(f)_{\Omega\left(x_{0}, \varrho\right)}\right|^{p} d x & \leq[f]_{C^{0, \alpha}(\bar{\Omega})}^{p}\left|\Omega\left(x_{0}, \varrho\right)\right|(2 \varrho)^{p \alpha} \\
& \leq c(n, p)[f]_{C^{0, \alpha}(\bar{\Omega})}^{p} \varrho^{n+p \alpha}
\end{aligned}
$$

This shows $[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)} \leq c(n, p)[f]_{C^{0, \alpha}(\bar{\Omega})}$. Furthermore, taking into account the inequality $\|f\|_{L^{p}(\Omega)} \leq|\Omega|^{1 / p}\|f\|_{C^{0}(\bar{\Omega})}$, we arrive at

$$
\|f\|_{\mathcal{L}^{p, n+p \alpha}(\Omega)} \leq c(n, p, \Omega)\|f\|_{C^{0, \alpha}(\bar{\Omega})}
$$

and the claim is proved.
Step 2: Choice of a continuous representative for functions in $\mathcal{L}^{p, n+p \alpha}(\Omega)$. We start with a preliminary estimate on mean values of a function $f \in$ $\mathcal{L}^{p, n+p \alpha}(\Omega)$ on balls. We take $x_{0} \in \bar{\Omega}$ and $0<r<R \leq \operatorname{diam}(\Omega)$, and we compute via Hölder's inequality

$$
\begin{align*}
& \left|(f)_{\Omega\left(x_{0}, r\right)}-(f)_{\Omega\left(x_{0}, R\right)}\right| \leq\left(f_{\Omega\left(x_{0}, r\right)}\left|f(x)-(f)_{\Omega\left(x_{0}, R\right)}\right|^{p} d x\right)^{\frac{1}{p}} \\
& \quad \leq\left|\Omega\left(x_{0}, r\right)\right|^{-\frac{1}{p}} R^{\frac{n}{p}+\alpha}\left(R^{-n-p \alpha} \int_{\Omega\left(x_{0}, R\right)}\left|f(x)-(f)_{\Omega\left(x_{0}, R\right)}\right|^{p} d x\right)^{\frac{1}{p}} \\
& \quad \leq c(n, p, A) r^{-\frac{n}{p}} R^{\frac{n}{p}+\alpha}[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)} . \tag{1.6}
\end{align*}
$$

We now consider the sequence $\left((f)_{\Omega\left(x_{0}, r_{j}\right)}\right)_{j \in \mathbb{N}}$ of mean values on domains $\Omega\left(x_{0}, r_{j}\right)$ centered at the given point $x_{0} \in \bar{\Omega}$ and with radii $r_{j}=2^{-j} R$ for some fixed $0<R \leq \operatorname{diam}(\Omega)$. Due to the previous inequality (1.6), we have for $0 \leq j<h$ :

$$
\begin{align*}
\left|(f)_{\Omega\left(x_{0}, r_{h}\right)}-(f)_{\Omega\left(x_{0}, r_{j}\right)}\right| & \leq \sum_{\ell=j}^{h-1}\left|(f)_{\Omega\left(x_{0}, r_{\ell+1}\right)}-(f)_{\Omega\left(x_{0}, r_{\ell}\right)}\right| \\
& \leq c(n, p, A)[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)} R^{\alpha} \sum_{\ell=j}^{h-1} 2^{(\ell+1) \frac{n}{p}} 2^{-\ell\left(\frac{n}{p}+\alpha\right)} \\
& \leq c(n, p, \alpha, A)[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)} R^{\alpha} 2^{-j \alpha} \\
& =c(n, p, \alpha, A)[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)} r_{j}^{\alpha} \tag{1.7}
\end{align*}
$$

and this estimate is independent of the point $x_{0} \in \bar{\Omega}$. Thus, the sequence of mean values $\left((f)_{\Omega\left(x_{0}, r_{j}\right)}\right)_{j \in \mathbb{N}}$ is not only a Cauchy sequence with pointwise limit $f^{*}\left(x_{0}\right)$ (which due to Lebesgue's differentiation Theorem 1.12 is also a representative of $f$ in $\mathcal{L}^{p, n+p \alpha}(\Omega)$ ), but even uniformly convergent. Moreover, for every fixed radius $r>0$, the function $x \mapsto(f)_{\Omega(x, r)}$ is continuous. Therefore, $f^{*}$ is a continuous function (as the uniform limit of a sequence of continuous functions) and precisely the good representative of $f$ we were looking for.

Step 3: Hölder continuity of the continuous representative. Now we take two distinct points $x, y \in \bar{\Omega}$ and set $r:=|x-y|$. Then we have

$$
\begin{aligned}
\left|f^{*}(x)-f^{*}(y)\right| \leq & \left|f^{*}(x)-(f)_{\Omega(x, 2 r)}\right|+\left|(f)_{\Omega(x, 2 r)}-(f)_{\Omega(y, 2 r)}\right| \\
& +\left|(f)_{\Omega(y, 2 r)}-f^{*}(y)\right|
\end{aligned}
$$

Passing to the limit $h \rightarrow \infty$ in (1.7), the first and the third term in the latter inequality are estimated by $c(n, p, \alpha, A)[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)}|x-y|^{\alpha}$, and we next need to estimate the second term by a similar quantity, in order to bound the $\alpha$-Hölder semi-norm of $f^{*}$. This is done as follows: we first observe the inclusion $\Omega(x, 2 r) \cap \Omega(y, 2 r) \supset \Omega(x, r) \cup \Omega(y, r)$ (by recalling the choice $r=|x-y|)$. We then calculate via Hölder's inequality and the fact that $f$ belongs to the Campanato space $\mathcal{L}^{p, n+p \alpha}(\Omega)$ :

$$
\begin{aligned}
& \left|(f)_{\Omega(x, 2 r)}-(f)_{\Omega(y, 2 r)}\right| \\
& \quad \leq f_{\Omega(x, 2 r) \cap \Omega(y, 2 r)}\left(\left|(f)_{\Omega(x, 2 r)}-f(z)\right|+\left|f(z)-(f)_{\Omega(y, 2 r)}\right|\right) d z \\
& \quad \leq|\Omega(x, r)|^{-1}|\Omega(x, 2 r)|^{\frac{p-1}{p}}\left(\int_{\Omega(x, 2 r)}\left|(f)_{\Omega(x, 2 r)}-f(z)\right|^{p} d z\right)^{\frac{1}{p}} \\
& \quad+|\Omega(y, r)|^{-1}|\Omega(y, 2 r)|^{\frac{p-1}{p}}\left(\int_{\Omega(y, 2 r)}\left|(f)_{\Omega(y, 2 r)}-f(z)\right|^{p} d z\right)^{\frac{1}{p}} \\
& \quad \leq c(n, A)[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)} r^{-n+n \frac{p-1}{p}+\frac{n+p \alpha}{p}}=c(n, A)[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)}|x-y|^{\alpha} .
\end{aligned}
$$

Putting these estimates together, we obtain

$$
\left|f^{*}(x)-f^{*}(y)\right| \leq c(n, p, \alpha, A)[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)}|x-y|^{\alpha}
$$

Since $x, y \in \bar{\Omega}$ were chosen arbitrarily, we find the following bound for the $\alpha$-Hölder semi-norm

$$
\begin{equation*}
\left[f^{*}\right]_{C^{0, \alpha}(\bar{\Omega})} \leq c(n, p, \alpha, A)[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)} \tag{1.8}
\end{equation*}
$$

which finishes the assertion on the equivalence of the semi-norms. It only remains to verify that the supremum of $f^{*}$ is bounded in order to conclude the proof. By the estimate (1.2) from Remark 1.8 - applied with the choice $\ell=\|f\|_{L^{p}(\Omega)} 2^{1 / p}|\Omega(x, 1)|^{-1 / p}$ - we find for every $x \in \bar{\Omega}$ a subset $\Omega_{\ell, x} \subset$ $\Omega(x, 1)$ of measure $\left|\Omega_{\ell, x}\right| \geq|\Omega(x, 1)| / 2>0$ such that $f$ is bounded on all of $\Omega_{\ell, x}$ by $\ell$ (i.e., it is bounded in terms of the $L^{p}$-norm of $f, p$ and $A$ ). We now pick an arbitrary point $y \in \Omega_{a, y}$. Then, from the previous estimate for the $C^{0, \alpha^{-}}$-semi-norm of $f^{*}$ we get for every $x \in \bar{\Omega}$

$$
\begin{align*}
\left|f^{*}(x)\right| & \leq\left|f^{*}(x)-f^{*}(y)\right|+\left|f^{*}(y)\right| \\
& \leq c(n, p, \alpha, A)[f]_{\mathcal{L}^{p, n+p \alpha}(\Omega)}+c(p, A)\|f\|_{L^{p}(\Omega)} \tag{1.9}
\end{align*}
$$

In conclusion, we have shown

$$
\left\|f^{*}\right\|_{C^{0, \alpha}(\bar{\Omega})} \leq c(n, p, \alpha, A)\|f\|_{\mathcal{L}^{p, n+p \alpha}(\Omega)}
$$

and hence $f$ possesses a representative in the space $C^{0, \alpha}(\Omega)$ as asserted. This finishes the proof of Campanato's characterization of Hölder continuous functions.

Remarks 1.28
(i) In similar situations as above, where a continuous representative $f^{*}$ exists in a Lebesgue (or a Sobolev) class of $f$, we choose $f^{*}$ as the representative of its equivalence class and then say that $f$ is continuous.
(ii) Theorem 1.27 holds in particular for domains which have inner cusps or which even have a self-intersecting boundary. In particular, finiteness of the $\mathcal{L}^{p, n+p \alpha}\left(\Omega, \mathbb{R}^{N}\right)$ Campanato norm of a function $f$, which is defined on one of the latter domains, implies immediately that $f$ can be extended in a unique way up to the boundary.
(iii) The statement of Theorem 1.27 is sharp, in the sense that the isomorphy between the space $\mathcal{L}^{p, n+p \alpha}\left(\Omega, \mathbb{R}^{N}\right)$ and $C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ does not hold true if $\Omega$ is an unbonded domain or if Ahlfor's regularity condition on $\Omega$ is violated. However, for $\Omega=\mathbb{R}^{n}$, the previous proof still yields the continuous embedding $\mathcal{L}^{p, n+p \alpha}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right) \hookrightarrow C^{0, \alpha}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$ with

$$
\|f\|_{C^{0, \alpha}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)} \leq c(n, N, p, \alpha)\|f\|_{\mathcal{L}^{p, n+p \alpha}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)},
$$

while every non-zero constant functions is obviously in $C^{0, \alpha}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$, but not in $L^{p}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$.
(iv) By a rescaling argument, we obtain the explicit dependence of the constant on the domain, for the specific situation of a ball $B_{\varrho}\left(x_{0}\right)$. In this case we have in particular

$$
[g]_{C^{0, \alpha}\left(\overline{B_{\varrho}\left(x_{0}\right)}, \mathbb{R}^{N}\right)} \leq c(n, N, p)[g]_{\mathcal{L}^{p, n+p \alpha}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)}
$$

and

$$
\begin{aligned}
&\|g\|_{C^{0}\left(\overline{B_{\varrho}\left(x_{0}\right)}, \mathbb{R}^{N}\right)} \leq c(n, N, p)\left(\varrho^{-\frac{n}{p}}\|g\|_{L^{p}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)}\right. \\
&\left.+\varrho^{\alpha}[g]_{\mathcal{L}^{p, n+p \alpha}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)}\right) .
\end{aligned}
$$

Proof of (iv) Since balls satisfy Ahlfor's regularity condition, the statement is clear for the unit ball $B_{1}$. In the general case, given a function $g: B_{\varrho}\left(x_{0}\right) \rightarrow$ $\mathbb{R}^{N}$ we define the rescaled function $f: B_{1} \rightarrow \mathbb{R}^{N}$ via $f(y):=g\left(x_{0}+\varrho y\right)$. Then, via the change of variables formula and direct computation, the relevant norms and semi-norms of $f$ and $g$ are related as follows

$$
\begin{aligned}
\|g\|_{C^{0}\left(\overline{B_{e}\left(x_{0}\right)}, \mathbb{R}^{N}\right)} & =\|f\|_{C^{0}\left(\overline{B_{1}}, \mathbb{R}^{N}\right)}, \\
\|g\|_{L^{p}\left(B_{e}\left(x_{0}\right), \mathbb{R}^{N}\right)} & =\varrho^{\frac{n}{p}}\|f\|_{L^{p}\left(B_{1}, \mathbb{R}^{N}\right)}, \\
{[g]_{\left.C^{0, \alpha}\left(\overline{B_{e}\left(x_{0}\right)}\right), \mathbb{R}^{N}\right)} } & =\varrho^{-\alpha}[f]_{C^{0, \alpha}\left(\overline{B_{1}}, \mathbb{R}^{N}\right)}, \\
{[g]_{\mathcal{L}^{p, n+p \alpha}\left(B_{e}\left(x_{0}\right), \mathbb{R}^{N}\right)} } & =\varrho^{-\alpha}[f]_{\mathcal{L}^{p, n+p \alpha}\left(B_{1}, \mathbb{R}^{N}\right)} .
\end{aligned}
$$

Thus, the two claims follow directly from the Campanato isomorphy on the unit ball $B_{1}$.

### 1.1.4 Sobolev Spaces

We next discuss the Sobolev spaces $W^{k, p}$ of integer order $k \in \mathbb{N}$ and integrability exponent $p \in[1, \infty]$. For the specific elliptic problems that are in the focus of these lecture notes, the Sobolev spaces turn out to be the natural spaces, in which a concept of a weak solution can be introduced (and its regularity then be studied).

There are two classical ways to give a definition of Sobolev spaces. Either one first introduces the norm (1.10) for smooth functions and then defines the associated Sobolev space by taking the closure with respect to this norm. Or one introduces as a starting point the notion of weak derivatives, which is motivated from the integration by parts formula for differentiable functions, and then defines the Sobolev space as the space of all functions for which both the function and its weak derivatives up to order $k$ belong to the Lebesgue space $L^{p}$. We prefer to follow the second approach, because of the similarity to the concept of weak solutions presented later.

Definition 1.29 Let $\Omega$ be an open set in $\mathbb{R}^{n}, p \in[1, \infty]$, and let $\beta \in \mathbb{N}_{0}^{n}$ be a multiindex. We say that a function $f \in L_{\text {loc }}^{1}\left(\Omega, \mathbb{R}^{N}\right)$ has a $\beta$-th weak (or distributional) partial derivative in $L_{\mathrm{loc}}^{p}\left(\Omega, \mathbb{R}^{N}\right)$ if there exists a
function $g_{\beta}$ (denoted by $\left.D^{\beta} f\right)$ in $L_{\text {loc }}^{p}\left(\Omega, \mathbb{R}^{N}\right)$ such that for every test function $\varphi \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ we have

$$
\int_{\Omega} f \cdot D^{\beta} \varphi d x=(-1)^{|\beta|} \int_{\Omega} g_{\beta} \cdot \varphi d x
$$

If for some $k \in \mathbb{N}$ the $\beta$-th weak partial derivatives of $f$ exist in $L_{\text {loc }}^{1}\left(\Omega, \mathbb{R}^{N}\right)$ for all multiindices $\beta \in \mathbb{N}_{0}^{n}$ with $0 \leq|\beta| \leq k$, then we say that $f$ is weakly differentiable up to order $k$ (or simply weakly differentiable in the case $k=1$ ).

Remarks 1.30
(i) If a weak partial derivative exists, then it is uniquely determined up to a set of Lebesgue measure zero. Consequently, the weak derivatives of a differentiable function coincide with the classical ones.
(ii) In contrast to the corresponding classical derivative, the weak derivative $D^{\beta} f$ is defined globally on all over $\Omega$ (but from its definition it is obvious that $D^{\beta} f$ is the weak derivative on subsets $\Omega^{\prime} \subset \Omega$, and hence this definition can be localized to a certain extent). As a second distinction between classical and weak derivatives, we note that for the definition of higher order weak derivatives we do not need to assume the existence of the corresponding lower order derivatives (and in fact, this is not necessarily the case, as the example $f\left(x_{1}, x_{2}\right)=\operatorname{sign}\left(x_{1}\right)+\operatorname{sign}\left(x_{2}\right)$ shows, for which $D_{1} D_{2} f=0$ exists on $B_{1}(0)$, but neither does $D_{1} f$ or $D_{2} f$ ).
(iii) A different (but equivalent) way to introduce the concept of weak derivatives is via approximation, in the following sense: the $\beta$-th weak partial derivative of a function $f \in L_{\mathrm{loc}}^{1}\left(\Omega, \mathbb{R}^{N}\right)$ exists in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ if and only if for every open set $O \Subset \Omega$ there exists a sequence of functions $\left(f_{j}\right)_{j \in \mathbb{N}}$ in $C^{|\beta|}\left(\Omega, \mathbb{R}^{N}\right)$ such that $f_{j}$ converges strongly to $f$ in $L^{p}\left(O, \mathbb{R}^{N}\right)$ and $\left(D^{\beta} f_{j}\right)_{j \in \mathbb{N}}$ is a Cauchy sequence in $L^{p}\left(O, \mathbb{R}^{N}\right)$, see [40, Proposition 3.3].

As anticipated above, the Sobolev spaces $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ of integer order $k \in \mathbb{N}$ are now defined as those subspaces of the $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$-spaces for which the weak derivatives up to order $k$ exist and are again in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$.

Definition 1.31 Let $\Omega$ be an open set in $\mathbb{R}^{n}, k \in \mathbb{N}$ and $p \in[1, \infty]$.
(i) We denote by $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ the Sobolev space of functions $f \in L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ such that the weak derivatives $D^{\beta} f$ exist in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ for all multiindices $\beta \in \mathbb{N}_{0}^{n}$ with $0 \leq|\beta| \leq k$. We endow this space with the norm

$$
\|f\|_{W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)}:= \begin{cases}\left(\sum_{0 \leq|\beta| \leq k}\left\|D^{\beta} f\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}^{p}\right)^{\frac{1}{p}} & \text { if } 1 \leq p<\infty  \tag{1.10}\\ \sum_{0 \leq|\beta| \leq k}\left\|D^{\beta} u\right\|_{L^{\infty}\left(\Omega, \mathbb{R}^{N}\right)} & \text { if } p=\infty\end{cases}
$$

(ii) For $p \in[1, \infty)$ we denote by $W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ the closure of $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$, that is

$$
W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right):=\left\{f \in W^{k, p}\left(\Omega, \mathbb{R}^{N}\right): \text { there exists }\left(f_{j}\right)_{j \in \mathbb{N}} \text { in } C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)\right.
$$

$$
\text { with } \left.f_{j} \rightarrow f \text { in } W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)\right\}
$$

(note that, in view of Mazur's Lemma A.9, we obtain the same space if the strong convergence is replaced by weak convergence in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$, which is equivalent to weak convergence of each derivative up to order $k$ in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ ). For $p=\infty$ we define $W_{0}^{k, \infty}\left(\Omega, \mathbb{R}^{N}\right)$ as the sequential closure of $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ in $W^{k, \infty}\left(\Omega, \mathbb{R}^{N}\right)$ with respect to weak-* convergence of each derivative up to order $k$ in $L^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$.
(iii) For scalar-valued functions (i.e. $N=1$ ), we write $W^{k, p}(\Omega)$ instead of $W^{k, p}(\Omega, \mathbb{R})$ and $W_{0}^{k, p}(\Omega)$ instead of $W_{0}^{k, p}(\Omega, \mathbb{R})$.

Remarks 1.32
(i) The operator $D^{\beta}: W^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \rightarrow W^{k-|\beta|, p}\left(\Omega, \mathbb{R}^{N}\right)$ is linear and continuous.
(ii) An equivalent norm in the Sobolev space $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ is given by $\sum_{0 \leq|\beta| \leq k}\left\|D^{\beta} f\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}$ for all $p \in[1, \infty]$ and $f \in W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$.
(iii) Via the application of Hölder's inequality we can verify the inclusions $W^{k, q}\left(\Omega, \mathbb{R}^{N}\right) \subset W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ for all $p, q \in[1, \infty]$ with $q \geq p$ provided that $\Omega$ is of finite Lebesgue measure.

To a large extent, the theory of the Sobolev spaces $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ is the same (or very similar) as for their Lebesgue counterparts $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$. In many instances, the properties of the Sobolev spaces are inherited from the Lebesgue spaces (with the additional benefit that one is able to take advantage of the existence of weak derivatives). For illustration, we show the analogous statement to Theorem 1.18, namely that the Sobolev spaces are complete normed spaces, and then only comment on some further properties in Remark 1.35.

Theorem 1.33 Endowed with the norm $\|\cdot\|_{W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)}$ defined in (1.10), the Sobolev spaces $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ are Banach spaces for all $p \in[1, \infty]$ and $k \in \mathbb{N}$.

Proof
Step 1: (1.10) defines a norm. Point separation and absolute homogeneity are again obvious, whereas the triangle inequality is a direct consequence of Minkowski's inequality for $L^{p}$-spaces: for $p \in\{1, \infty\}$ this it immediate, and for $p \in(1, \infty)$ it is obtained from the following calculation. Let $f, g \in$
$W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$. Then we find via Remark 1.19

$$
\begin{aligned}
\| f & +g \|_{W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)}=\left(\sum_{0 \leq|\beta| \leq k}\left\|D^{\beta}(f+g)\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{0 \leq|\beta| \leq k}\left(\left\|D^{\beta} f\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}+\left\|D^{\beta} g\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}\right)^{p}\right)^{\frac{1}{p}} \\
& \leq\left(\sum_{0 \leq|\beta| \leq k}\left\|D^{\beta} f\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}^{p}\right)^{\frac{1}{p}}+\left(\sum_{0 \leq|\beta| \leq k}\left\|D^{\beta} g\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}^{p}\right)^{\frac{1}{p}} \\
& =\|f\|_{W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)}+\|g\|_{W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)} .
\end{aligned}
$$

Step 2: Completeness of $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$. Let $\left(f_{j}\right)_{j \in \mathbb{N}}$ be a Cauchy sequence in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$. Then, for each $\beta \in \mathbb{N}_{0}^{n}$ with $|\beta| \leq k$, the sequence $\left(D^{\beta} f_{j}\right)_{j \in \mathbb{N}}$ is a Cauchy sequence in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ and therefore, as a consequence of the completeness of the $L^{p}$-spaces from Theorem 1.18, it converges to a function $f^{\beta} \in L^{p}\left(\Omega, \mathbb{R}^{N}\right)$. In particular, for $\beta=(0, \ldots, 0)$, we have the strong convergence $f_{j} \rightarrow f^{(0, \ldots, 0)}=: f$ in $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$. To finish the proof, we now verify $f \in W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ by showing that its weak derivatives $D^{\beta} f$ are given by the functions $f^{\beta} \in L^{p}\left(\Omega, \mathbb{R}^{N}\right)$, for every multiindex $\beta \in \mathbb{N}_{0}^{n}$ with $|\beta| \leq k$. To this end we employ the definition of weak derivatives and compute, for every $\varphi \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$, via the strong convergences of both sequences $\left(f_{j}\right)_{j \in \mathbb{N}}$ and $\left(D^{\beta} f_{j}\right)_{j \in \mathbb{N}}$ combined with the weak differentiability of $f_{j}$ for each $j \in \mathbb{N}$ :

$$
\begin{aligned}
\int_{\Omega} f \cdot D^{\beta} \varphi d x & =\lim _{j \rightarrow \infty} \int_{\Omega} f_{j} \cdot D^{\beta} \varphi d x \\
& =\lim _{j \rightarrow \infty}(-1)^{|\beta|} \int_{\Omega} D^{\beta} f_{j} \cdot \varphi d x=\int_{\Omega} f^{\beta} \cdot \varphi d x
\end{aligned}
$$

Remark 1.34 The spaces $W^{k, 2}\left(\Omega, \mathbb{R}^{N}\right)$, for $k \in \mathbb{N}$, are Hilbert spaces, with inner product given by

$$
\langle f, g\rangle_{W^{k, 2}\left(\Omega, \mathbb{R}^{N}\right)}:=\sum_{0 \leq|\alpha| \leq k}\left\langle D^{\alpha} f, D^{\alpha} g\right\rangle_{L^{2}\left(\Omega, \mathbb{R}^{N}\right)}
$$

for all functions $f, g \in W^{k, 2}\left(\Omega, \mathbb{R}^{N}\right)$.
Moreover, the Sobolev spaces $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ are reflexive for every $k \in \mathbb{N}$ if and only if $p \in(1, \infty)$. As a consequence of Theorem A.10, bounded sets in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ are weakly precompact provided that $p \in(1, \infty)$.
(i) Lebesgue points of Sobolev functions: We will see in Sect. 1.4 that not only $\mathcal{L}^{n}$-almost every point of a function in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ for $k \geq 1$ and $p \in[1, \infty]$ is a Lebesgue point, but in fact every point in $\Omega$ outside of a set of reduced Hausdorff dimension.
(ii) Traces of Sobolev functions: Related to the previous remark, one can also make sense of boundary values (called the trace) of a Sobolev function for sufficiently regular domains. Sobolev functions $W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ were already introduced as the completion of $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$, so in an abstract sense we have Dirichlet classes $u_{0}+W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ for some $u_{0} \in W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ available, simply as all equivalence classes $f$ such that $f-u_{0}$ belongs to $W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$. However, it is also possible to assign to each $f \in W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ boundary values in the space $L^{p}(\partial \Omega)$ (and even better), and this is a bounded, linear operation, which acts as the restriction operator to $\partial \Omega$ whenever $f$ is in addition continuous on $\bar{\Omega}$. For a discussion of this issue we refer to [40, Chapter 3.7].
(iii) Approximation by smooth functions: The Sobolev spaces can also be defined via approximation by smooth functions. One way, as mentioned before, is the definition as the closure of $C^{\infty}\left(\Omega, \mathbb{R}^{N}\right) \cap W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$. This definition is equivalent for all $p \in[1, \infty)$ without any further assumption on $\Omega$, see [61], i.e. $C^{\infty}\left(\Omega, \mathbb{R}^{N}\right) \cap W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ is dense in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$. Another way is the definition as the closure of $C^{\infty}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$. It turns out that this definition is equivalent for $p \in[1, \infty)$ only under additional assumptions on $\Omega$ (such as $\Omega=\mathbb{R}^{n}$ or $\Omega$ regular and bounded; density fails already for the sliced unit ball $\left\{x \in B_{1}(0) \subset \mathbb{R}^{2}: x_{1}>0\right.$ or $\left.x_{2} \neq 0\right\}$ or more general domains with inner cusps).

The density of $C^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ is very useful for proving certain inequalities for $W^{k, p_{-}}$-functions which only involve (parts of) the $W^{k, p}$-norms. In such situations it is sufficient to prove these inequalities only for smooth functions (with the advantage that classical derivatives instead of the weak ones may be used), and the general inequality then follows by approximation, see for example the proof of Sobolev's Theorem 1.51.

Finally, we present a statement that concerns the possibility of extending a Sobolev function $f \in W^{k, p}(\Omega)$ outside of $\Omega$, in such a way that on the one hand the extension belongs to $W^{k, p}\left(\mathbb{R}^{n}\right)$ and that on the other hand the $W^{k, p}\left(\mathbb{R}^{n}\right)$-norm of the extension is bounded in terms of the $W^{k, p}(\Omega)$-norm of the original function. It turns out that this operator can only exist if the domain is sufficiently regular, cf. [79, Chapter VI.3].

Theorem 1.36 Let $\Omega$ be a bounded, open set in $\mathbb{R}^{n}$ with Lipschitz boundary, $k \in \mathbb{N}$ and $p \in[1, \infty]$. For any set $\Omega^{\prime} \ni \Omega$ there exists a bounded, linear extension operator $E: W^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \rightarrow W^{k, p}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$ such that we
have $E f=f$ almost everywhere in $\Omega$ and $\operatorname{spt} E f \subset \Omega^{\prime}$ for every $f \in$ $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$. In this case $E f$ is called an extension of $f$ to $\Omega^{\prime}$.

The advantage of the existence of such an extension operator is the following: one can now prove certain inequalities and embedding theorems only for functions in $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ with zero boundary values, and, under a suitable regularity assumption on the boundary of $\Omega$, the corresponding result then follows for all functions in $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ with non-zero boundary values (see e.g. the proof of Theorems 1.51 and 1.54).

### 1.1.5 Fractional Sobolev Spaces

Finally, we give the definition of Sobolev spaces of fractional order (also called Sobolev-Slobodeckij spaces) and comment on a few properties. However, let us note that there are again several approaches to introduce these extensions of the classical Sobolev spaces. These are conceptually different and may therefore lead to (slightly) different families of spaces. Usually, one makes a choice according to the actual purpose of its introduction, and so we have decided to follow Gagliardo's approach which was initiated in [28]. For more details on various fractional order spaces, embeddings between these spaces, and further properties we refer to [1, Chapter VII] and the recent survey [19].

Definition 1.37 Let $\Omega$ be an open set in $\mathbb{R}^{n}$, let $p \in[1, \infty), k \in \mathbb{N}_{0}$ and $\theta \in(0,1)$.
(i) We denote by $W^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ the set of (equivalence classes of) functions $f \in L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ such that the function $(x, y) \mapsto$ $|f(x)-f(y)||x-y|^{-n / p-\theta}$ belongs to $L^{p}(\Omega \times \Omega)$. We endow this space with the norm

$$
\|f\|_{W^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)}:=\left(\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}+\int_{\Omega} \int_{\Omega} \frac{|f(x)-f(y)|^{p}}{|x-y|^{n+\theta p}} d x d y\right)^{\frac{1}{p}}
$$

(ii) For $p \in[1, \infty)$ we denote by $W_{0}^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ the closure of $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ in $W^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$.
(iii) The higher fractional Sobolev spaces $W^{k+\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ are defined accordingly as the set of all functions $f \in W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ such that the weak derivative $D^{\beta} f$ belongs to $W^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ for every $\beta \in \mathbb{N}_{0}^{n}$ with $|\beta|=k$. We endow this space with the norm

$$
\begin{equation*}
\|f\|_{W^{k+\theta, p}\left(\Omega, \mathbb{R}^{N}\right)}:=\left(\|f\|_{W^{k-1, p}\left(\Omega, \mathbb{R}^{N}\right)}^{p}+\sum_{|\beta|=k}\left\|D^{\beta} f\right\|_{W^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)}^{p}\right)^{\frac{1}{p}} \tag{1.11}
\end{equation*}
$$

(iv) For scalar-valued functions (i.e. $N=1$ ), we write $W^{k+\theta, p}(\Omega)$ instead of $W^{k+\theta, p}(\Omega, \mathbb{R})$ and $W_{0}^{k+\theta, p}(\Omega)$ instead of $W_{0}^{k+\theta, p}(\Omega, \mathbb{R})$.

Remarks 1.38
(i) This definition of fractional differentiability does not distinguish between different directions (and no "partial" fractional derivative is defined).
(ii) Following a different approach for the definition of Sobolev spaces of fractional order one could obtain similar function spaces via interpolation between the Lebesgue spaces $L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ and the classical Sobolev spaces $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$ for $k \in \mathbb{N}$.
(iii) Another (and slightly different) definition can be given via an approach with pointwise inequalities, which has its origin in the definition of the Calderón spaces in [18]. Here, the Sobolev spaces of fractional order are interpreted as a natural extension of the Hölder spaces, in the sense that a function $f \in L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ belongs to the fractional Sobolev space $\mathcal{C}^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ if and only if there holds

$$
|f(x)-f(y)| \leq|x-y|^{\theta}(g(x)+g(y)) \quad \text { for all } x, y \in \Omega_{0},
$$

for some function $g \in L^{p}(\Omega)$ and some set $\Omega_{0} \subset \Omega$ with $\mathcal{L}^{n}\left(\Omega \backslash \Omega_{0}\right)=0$. As a norm on this space one can take the sum of the $L^{p}$-norm of the function $f$ and the infimum over the $L^{p}$-norm of all such functions $g$. This point of view to regard the fractional Sobolev space as an extension of the space of Hölder continuous functions is supported by the fact that, for domains satisfying Ahlfor's regularity condition (1.5) and for $p \in(1, \infty)$, one can show that $f \in \mathcal{C}^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ is equivalent to

$$
f_{\Omega\left(x_{0}, \varrho\right)}\left|f-(f)_{\Omega\left(x_{0}, \varrho\right)}\right| d x \leq \varrho^{\theta} h\left(x_{0}\right)
$$

for almost all $x_{0} \in \Omega$, small radii $\varrho$, and some function $h \in L^{p}(\Omega)$. This statement is proved analogously as Theorem 1.27 on the characterization of Hölder continuous functions via suitable Campanato spaces. Later on, such pointwise estimates (which do not make use of any notion of derivative) were employed for the definition of Sobolev spaces in the context of arbitrary metric spaces, see [44].

Many properties of the Sobolev spaces of fractional order are again inherited from the classical one and from the Lebesgue spaces.

Theorem 1.39 Endowed with the (Gagliardo) norm $\|\cdot\|_{W^{k+\theta, p}\left(\Omega, \mathbb{R}^{N}\right)}$ defined in (1.11), the fractional Sobolev spaces $W^{k+\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ are Banach spaces for all $\theta \in(0,1), k \in \mathbb{N}_{0}$, and every $p \in[1, \infty)$.

Remarks 1.40
(i) We find the inclusions $W^{\theta^{\prime}, p}\left(\Omega, \mathbb{R}^{N}\right) \subset W^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ whenever $\theta \leq \theta^{\prime}$ (by distinguishing the cases where $|x-y|$ in the denominator in the $\|\cdot\|_{W^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)^{-n o r m}}$ is small and large, respectively).
(ii) If $\Omega$ has a Lipschitz boundary, the above inclusion continues to hold for the classical Sobolev spaces, i.e. $W^{k+\theta^{\prime}, p}\left(\Omega, \mathbb{R}^{N}\right) \subset W^{k+1, p}\left(\Omega, \mathbb{R}^{N}\right)$ for all $p \in[1, \infty), k \in \mathbb{N}_{0}$ and $\theta^{\prime} \in(0,1)$. However, if $\Omega$ is less regular, this inclusion may fail (see [19, Example 9.1]), since the term $|x-y|^{-n-\theta^{\prime} p}$ in the definition of the fractional Sobolev norm acts as a singular weight and is in general not comparable with the existence of weak derivatives in the $L^{p}$-space.

### 1.2 Criteria for Weak Differentiability

For the Sobolev spaces introduced in the previous section we encounter the problem that - apart from special cases - it might be quite difficult to check explicitly the integration by parts rule from Definition 1.29 , to then decide whether or not a given function belongs to a certain Sobolev space. Again, there are several possibilities available, and their applicability depends on the type of functions under investigation. Hence, we now discuss only two criteria that are convenient for later applications and easy to handle (presented here only for scalar-valued functions, which then extends to the vectorial case $N>1$ by application to the single component functions).

Weak differentiability via classical derivatives on large sets We first discuss a criterion (following the exposition in [80, Chapter 8]) that is suitable in situations in which we already have a natural candidate for the weak derivative, namely in the particular case when the function under consideration is known to have a classical derivative outside of a "small" set.

Lemma 1.41 Let $\Omega$ be a bounded, open set in $\mathbb{R}^{n}$ and consider $f \in L^{q}(\Omega) \cap$ $C^{1}(\Omega \backslash E)$ with $D f \in L^{p}\left(\Omega \backslash E, \mathbb{R}^{n}\right)$ for some $1 \leq p \leq q \leq \infty$ and some subset $E \subset \Omega$. If this exceptional set $E$ satisfies

$$
\begin{equation*}
\inf \left\{\|\psi\|_{W^{1, q^{\prime}}\left(\mathbb{R}^{n},[0,1]\right)}: \psi \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right) \text { with } \psi \geq \mathbb{1}_{E}\right\}=0 \tag{1.12}
\end{equation*}
$$

then we have $f \in W^{1, p}(\Omega)$, and its weak derivative $D f$ coincides almost everywhere with the classical derivative.

Proof We fix a test function $\varphi \in C_{0}^{\infty}(\Omega)$ and a coordinate direction $i \in$ $\{1, \ldots, n\}$. By assumption, we can choose a sequence of functions $\left(\psi_{j}\right)_{j \in \mathbb{N}}$ in $C_{0}^{\infty}\left(\mathbb{R}^{n},[0,1]\right)$ such that $\psi_{j} \geq \mathbb{1}_{E}$ for all $j \in \mathbb{N}$ and such that, as $j \rightarrow \infty$, there hold

$$
\left\|\psi_{j}\right\|_{W^{1, q^{\prime}}\left(\mathbb{R}^{n}\right)} \rightarrow 0 \quad \text { and } \quad \psi_{j}(x) \rightarrow 0 \text { for almost every } x \in \mathbb{R}^{n}
$$

Then, since the function $\varphi\left(1-\psi_{j}\right)$ belongs to $C_{0}^{\infty}(\Omega \backslash E)$, we can apply the classical integration by parts formula to find

$$
\lim _{j \rightarrow \infty} \int_{\Omega} f D_{i}\left(\varphi\left(1-\psi_{j}\right)\right) d x=-\lim _{j \rightarrow \infty} \int_{\Omega} D_{i} f \varphi\left(1-\psi_{j}\right) d x=-\int_{\Omega} D_{i} f \varphi d x
$$

where we have also used Lebesgue's dominated convergence theorem (note $\left|1-\psi_{j}\right| \leq 1$ ) combined with $D_{i} f \varphi \in L^{p}(\Omega)$ (with $D_{i} f$ extended by 0 to all of $\Omega$ ). Thus, we get

$$
\begin{aligned}
\int_{\Omega} f D_{i} \varphi d x & =\lim _{j \rightarrow \infty} \int_{\Omega} f D_{i}\left(\varphi\left(1-\psi_{j}\right)+\varphi \psi_{j}\right) d x \\
& =-\int_{\Omega} D_{i} f \varphi d x+\lim _{j \rightarrow \infty} \int_{\Omega} f\left(D_{i} \varphi \psi_{j}+\varphi D_{i} \psi_{j}\right) d x
\end{aligned}
$$

The last term vanishes due to the convergence $\left\|\psi_{j}\right\|_{W^{1, q^{\prime}}\left(\mathbb{R}^{n}\right)} \rightarrow 0$ as $j \rightarrow \infty$, because both functions $f \varphi$ and $f D_{i} \varphi$ belong to $L^{q}(\Omega)$. Hence, since $\varphi$ was arbitrary, we have verified that $D f$ satisfies the integration by parts formula, which in turn shows $f \in W^{1, p}(\Omega)$. Therefore, the assertion of the lemma is proved.

Remark 1.42 The requirement (1.12) on the exceptional set $E$ means that it is of vanishing $W^{1, q^{\prime}}$-capacity. Similarly as the Hausdorff measures, which will be recalled in Sect.1.4, such capacities are convenient to study lowerdimensional subsets in $\mathbb{R}^{n}$, see [25, Chapter 4.7]. We further note that it is in general not sufficient to know the classical differentiability outside of a set of Lebesgue measure zero, since the Cantor function is precisely a function which is differentiable in the classical sense almost everywhere, but which has no weak derivative (though it is still in the space $B V$ of functions of bounded variation).

## Examples 1.43

(i) Single points, e.g. $E=\{0\}$, satisfy the condition (1.12) for all $q^{\prime} \in[1, n]$ and $n \geq 2$.
(ii) More generally, the sets $\left\{x \in B_{1}(0): x_{1}=\ldots=x_{k}=0\right\} \subset \mathbb{R}^{n}$ with $k \in\{1, \ldots, n\}$ satisfy (1.12) for all $q^{\prime} \in[1, k]$.
(iii) The function $f(x):=|x|^{-\alpha} x$ with $\alpha \in(0, n)$ belongs to $W^{1, p}\left(B_{1}, \mathbb{R}^{n}\right)$ for all $p \in[1, n / \alpha)$.
(iv) More generally, the function $f\left(x^{\prime}, x^{\prime \prime}\right):=\left|x^{\prime}\right|^{-\alpha} x^{\prime}$ for $\left(x^{\prime}, x^{\prime \prime}\right) \in$ $\mathbb{R}^{k} \times \mathbb{R}^{n-k}$ with $k \in\{1, \ldots, n\}$ and $\alpha \in(0, k)$ belongs to $W^{1, p}\left(B_{1}, \mathbb{R}^{n}\right)$ for all $p \in[1, k / \alpha)$.

Proof of (i) and (iii) To verify (i) for the prototypical case $E=\{0\}$ we start by defining a sequence $\left(\tilde{\psi}_{j}\right)_{j \in \mathbb{N}}$ in $W^{1, n}\left(\mathbb{R}^{n},[0,1]\right)$ via
$\tilde{\psi}_{j}(x):= \begin{cases}1 & \text { if }|x| \leq \exp (-\exp (j+1)), \\ \log (-\log |x|)-j & \text { if } \exp (-\exp (j+1))<|x|<\exp (-\exp (j)), \\ 0 & \text { if }|x| \geq \exp (-\exp (j)) .\end{cases}$
These functions are rotationally symmetric, satisfy $\psi_{j}=1$ in a small neighbourhood of the origin, and they have compact support in a small ball with vanishing radius as $j \rightarrow \infty$. It is further straightforward to check

$$
\begin{aligned}
\int_{\mathbb{R}^{n}}\left|D \tilde{\psi}_{j}\right|^{n} d x & =c(n) \int_{\exp (-\exp (j+1))}^{\exp (-\exp (j))}|\log r|^{-n} r^{-1} d r \\
& =c(n)\left(\exp (j)^{-n+1}-\exp (j+1)^{-n+1}\right) \rightarrow 0 \quad \text { as } j \rightarrow \infty
\end{aligned}
$$

hence we find $\left\|\tilde{\psi}_{j}\right\|_{W^{1, n}\left(\mathbb{R}^{n}\right)} \rightarrow 0$. By regularization of the functions $\tilde{\psi}_{j}$ with suitable (and $j$-dependent) mollifying kernels, we then obtain a sequence of functions $\left(\psi_{j}\right)_{j \in \mathbb{N}}$ in $C_{0}^{\infty}\left(\mathbb{R}^{n},[0,1]\right)$ satisfying the same properties. At this stage, the validity of condition (1.12) for all $q^{\prime} \in[1, n]$ is a consequence of Hölder's inequality.

In order to verify the claim (iii), we first observe that $f$ belongs to $L^{q}\left(B_{1}, \mathbb{R}^{n}\right)$ with $q=\infty$ for $\alpha \in(0,1]$ and with every $q<n /(\alpha-1)$ for $\alpha \in(1, n)$, hence we have in particular $f \in L^{n /(n-1)}\left(B_{1}, \mathbb{R}^{n}\right)$. The function $f$ further has a classical derivative outside of the origin (hence, according to (i), the exceptional set satisfies $(1.12)$ for $\left.q^{\prime}=(n /(n-1))^{\prime}=n\right)$, and

$$
D_{i} f^{\kappa}=|x|^{-\alpha} \delta_{i \kappa}-\alpha|x|^{-\alpha-2} x_{i} x_{\kappa} \quad \in L^{p}\left(B_{1}(0)\right) \text { for all } p<\frac{n}{\alpha}
$$

for every $i, \kappa \in\{1, \ldots, n\}$. The assertion in (iii) then follows directly from Lemma 1.41.

Weak differentiability via $L^{p}$-estimates for difference quotients We next provide a criterion (following the presentation of [39, Chapter 7.11]), which is based on the concept of finite difference quotients and which was introduced by Nirenberg [72]. It does not involve weak derivatives and is particularly tailored to functions for which certain integral inequalities involving finite differences can easily be verified.

Definition 1.44 Let $\Omega$ be an open set in $\mathbb{R}^{n}, h \in \mathbb{R}$, and $e \in \mathbb{S}^{n-1}$ a unit vector. The finite difference operator $\tau_{e, h}$ in direction $e$ and with stepsize $h$ is defined via

$$
\tau_{e, h} f(x) \equiv \tau_{e, h}(f)(x):=f(x+h e)-f(x)
$$

for all $x \in \Omega \cap(\Omega-h e)$ and any function $f: \Omega \rightarrow \mathbb{R}^{N}$. Accordingly, the finite difference quotient operator $\triangle_{e, h}$ in direction $e$ and with stepsize $h \neq 0$ is defined via

$$
\triangle_{e, h} f(x) \equiv \triangle_{e, h}(f)(x):=\frac{f(x+h e)-f(x)}{h}
$$

Furthermore, if $e=e_{s}, s \in\{1, \ldots, n\}$, is a standard basis vector, then we use the abbreviations $\tau_{s, h}$ and $\triangle_{s, h}$ instead of $\tau_{e_{s}, h}$ and $\triangle_{e_{s}, h}$.
Remarks 1.45 From the definition of finite difference quotients we deduce the following elementary properties (with $e \in \mathbb{S}^{n-1}$ and $h \in \mathbb{R} \backslash\{0\}$ as above).
(i) We have a product rule

$$
\triangle_{e, h}(f g)(x)=f(x+h e) \triangle_{e, h} g(x)+\triangle_{e, h} f(x) g(x)
$$

whenever $f, g: \Omega \rightarrow \mathbb{R}$ and $x \in \Omega \cap(\Omega-h e)$.
(ii) The difference quotient operator commutates with weak derivatives, that is, for every $f: \Omega \rightarrow \mathbb{R}$ and $i \in\{1, \ldots, n\}$ we have $\triangle_{e, h} D_{i} f=D_{i} \triangle_{e, h} f$ in $\Omega \cap(\Omega-h e)$.
(iii) We have an integration by parts formula for difference quotients:

$$
\int_{\mathbb{R}^{n}} \triangle_{e, h} f g d x=-\int_{\mathbb{R}^{n}} f \triangle_{s,-h} g d x
$$

for all $f \in L^{p}(\Omega)$ and $g \in L^{p^{\prime}}(\Omega)$ (where we interpret the two functions as extended by 0 outside of $\Omega$ such that both integrals make sense). In particular, if $f(x)=0$ for almost every $x$ outside of $\Omega \cap(\Omega+h e)$, we can replace the domain of integration in both integrals above by $\Omega$. This is for example the case for $f \in C_{0}(\Omega)$ and $|h|<\operatorname{dist}(\operatorname{spt} f, \partial \Omega)$.

For a measurable, $p$-integrable function finite difference quotients are related to weak derivatives via the following two lemmata, which essentially state that uniform (in $h$ ) $L^{p}$-boundedness of the difference quotients is a necessary and sufficient condition for the existence of a weak derivative in $L^{p}$.

Lemma 1.46 Let $\Omega$ be an open set in $\mathbb{R}^{n}$, $s \in\{1, \ldots, n\}$, and $f \in W^{1, p}(\Omega)$ for some $p \in[1, \infty)$. Then we have $\triangle_{s, h} f \in L^{p}\left(\Omega^{\prime}\right)$ for every subset $\Omega^{\prime} \Subset \Omega$
and all $h \in \mathbb{R}$ such that $|h|<\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$, with the estimate

$$
\left\|\triangle_{s, h} f\right\|_{L^{p}\left(\Omega^{\prime}\right)} \leq\left\|D_{s} f\right\|_{L^{p}(\Omega)} .
$$

Proof Let us initially assume $f \in C^{1}(\Omega) \cap W^{1, p}(\Omega)$ and take $\Omega^{\prime}$ and $h$ as in the statement. Then we have

$$
\triangle_{s, h} f(x)=\int_{0}^{1} D_{s} f\left(x+h t e_{s}\right) d t
$$

for every $x \in \Omega^{\prime}$. Consequently, by Hölder's inequality and Fubini's theorem we find

$$
\begin{aligned}
\int_{\Omega^{\prime}}\left|\triangle_{s, h} f(x)\right|^{p} d x & \leq \int_{\Omega^{\prime}} \int_{0}^{1}\left|D_{s} f\left(x+h t e_{s}\right)\right|^{p} d t d x \\
& =\int_{0}^{1} \int_{\Omega^{\prime}}\left|D_{s} f\left(x+h t e_{s}\right)\right|^{p} d x d t \leq \int_{\Omega}\left|D_{s} f(x)\right|^{p} d x
\end{aligned}
$$

The same integral estimate holds true for any function $f \in W^{1, p}(\Omega)$ by an approximation argument, see Remark 1.35 (iii). Thus, the assertion of the lemma is proved.

Remark 1.47 The requirement $\Omega^{\prime}+[0,1] h e_{s}:=\left\{x+\right.$ the $: x \in \Omega^{\prime}, t \in$ $[0,1]\} \subset \Omega$ instead of $\Omega^{\prime} \Subset \Omega$ with $|h|<\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$ is in fact sufficient.

Lemma 1.48 Let $\Omega$ be an open set in $\mathbb{R}^{n}$, $s \in\{1, \ldots, n\}$, and $f \in L^{p}(\Omega)$ for some $p \in(1, \infty)$. Suppose that there exists a constant $K \geq 0$ such that $\left\|\triangle_{s, h} f\right\|_{L^{p}\left(\Omega^{\prime}\right)} \leq K$ for all $h \in \mathbb{R} \backslash\{0\}$ and for every $\Omega^{\prime} \Subset \Omega$ satisfying $|h|<\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$. Then the weak derivative $D_{s} f$ exists in $\Omega$ and satisfies

$$
\left\|D_{s} f\right\|_{L^{p}(\Omega)} \leq K
$$

Moreover, we have strong convergence $\triangle_{s, h} f \rightarrow D_{s} f$ in $L_{\text {loc }}^{p}(\Omega)$ as $h \rightarrow 0$.
Proof We start by choosing a family of parameters $h \in \mathbb{R} \backslash\{0\}$ with cluster point $\{0\}$ and a family of domains $\Omega_{h}$ with $|h|<\operatorname{dist}\left(\Omega_{h}, \partial \Omega\right)$ and $\Omega_{h} \supset$ $\{x \in \Omega: \operatorname{dist}(x, \partial \Omega)>2|h|\}$. We then define a family of functions $\left(f_{h}\right)$ in $L^{p}(\Omega)$ by setting $f_{h}:=\triangle_{s, h} f$ in $\Omega_{h}$ and $f_{h}=0$ in $\Omega \backslash \Omega_{h}$. By assumption of the lemma and by weak precompactness of bounded subsets of $L^{p}(\Omega)$, we can select a sequence $\left(h_{j}\right)_{j \in \mathbb{N}}$ tending to 0 as $j \rightarrow \infty$ and a function $f_{s} \in L^{p}(\Omega)$ such that the sequence $\left(f_{h_{j}}\right)_{j \in \mathbb{N}}$ converges to $f_{s}$ weakly in $L^{p}(\Omega)$. By lower semicontinuity of the norm we further have $\left\|f_{s}\right\|_{L^{p}(\Omega)} \leq K$. To prove the first assertion of the lemma, we now verify $f_{s} \equiv D_{s} f$. To this end, we take an arbitrary subset $\Omega^{\prime} \Subset \Omega$, consider a function $\varphi \in C_{0}^{1}\left(\Omega^{\prime}\right)$ and elements $h_{j}$ of the sequence $\left(h_{j}\right)_{j \in \mathbb{N}}$ with $2\left|h_{j}\right|<\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$, which in particular guarantees $\Omega^{\prime} \subset \Omega_{h_{j}} \subset \Omega$ for all such $j$. Then via the weak convergence of the
sequence $\left(\triangle_{s, h_{j}} f\right)_{j \in \mathbb{N}}$, the integration by parts formula for finite difference quotients, and the uniform convergence $\triangle_{s, h} \varphi \rightarrow D_{s} \varphi$ on compact sets as $h \rightarrow 0$, we have

$$
\begin{aligned}
\int_{\Omega} f_{s} \varphi d x & =\lim _{j \rightarrow \infty} \int_{\Omega} \triangle_{s, h_{j}} f \varphi d x \\
& =-\lim _{j \rightarrow \infty} \int_{\Omega} f \triangle_{s,-h_{j}} \varphi d x=-\int_{\Omega} f D_{s} \varphi d x
\end{aligned}
$$

Since $\Omega^{\prime} \Subset \Omega$ was arbitrary, $f$ is weakly differentiable in direction $e_{s}$ and $f_{s}$ coincides with $D_{s} f$ in $\Omega$. Finally, for every $C^{1}$-function $f$ the local strong convergence follows directly from the uniform convergence $\triangle_{s, h} f \rightarrow D_{s} f$ on compact sets as $h \rightarrow 0$, while for arbitrary functions $f$ we need the following approximation argument: for $\varepsilon>0$ we first choose a function $f_{\varepsilon} \in C^{1}(\Omega) \cap W^{1, p}(\Omega)$ with $\left\|D_{s} f-D_{s} f_{\varepsilon}\right\|_{L^{p}(\Omega)} \leq \varepsilon / 3$ (possible by density of smooth functions). Given $\Omega^{\prime} \Subset \Omega$, we then observe, for $h$ sufficiently small, that the estimate in Lemma 1.46 also ensures $\left\|\triangle_{s, h} f_{\varepsilon}-\triangle_{s, h} f\right\|_{L^{p}\left(\Omega^{\prime}\right)} \leq \varepsilon / 3$. Consequently, the uniform convergence $\triangle_{s, h} f_{\varepsilon} \rightarrow D_{s} f_{\varepsilon}$ on $\Omega^{\prime}$ as $h \rightarrow 0$ gives

$$
\begin{aligned}
\left\|D_{s} f-\triangle_{s, h} f\right\|_{L^{p}\left(\Omega^{\prime}\right)} \leq\left\|D_{s} f-D_{s} f_{\varepsilon}\right\|_{L^{p}\left(\Omega^{\prime}\right)}+\left\|D_{s} f_{\varepsilon}-\triangle_{s, h} f_{\varepsilon}\right\|_{L^{p}\left(\Omega^{\prime}\right)} \\
+\left\|\triangle_{s, h} f_{\varepsilon}-\triangle_{s, h} f\right\|_{L^{p}\left(\Omega^{\prime}\right)} \leq \varepsilon
\end{aligned}
$$

for $h$ sufficiently small, and the proof of the lemma is complete.
Remark 1.49 For $p=1$ the assertion of Lemma 1.48 is in general wrong, i.e., uniform boundedness of difference quotients in $L^{1}$ does not guarantee the existence of the weak derivative in $L^{1}$ (but still $B V$-regularity).

Rewriting the assumption of Lemma 1.48, we have found the criterion for weak differentiability that, whenever $\left\|\tau_{s, h} f\right\|_{L^{p}\left(\Omega^{\prime}\right)} \leq|h| K$ holds for some $s \in\{1, \ldots, n\}$, all $h$ and $\Omega^{\prime}$ as above, then the weak derivative $D_{s} f$ exists in $L^{p}(\Omega)$. Concerning fractional Sobolev spaces, we obtain an analogous criterion if $\left\|\tau_{s, h} f\right\|_{L^{p}\left(\Omega^{\prime}\right)}$ is uniformly bounded in terms of (noninteger) powers of $|h|$, for all $s \in\{1, \ldots, n\}$, cf. [51, Lemma 2.5].

Lemma 1.50 Let $\Omega$ be an open set in $\mathbb{R}^{n}$ and consider $f \in L^{p}(\Omega)$ for some $p \in[1, \infty)$. Suppose that there exist an exponent $\theta \in(0,1]$, a subset $\Omega^{\prime} \Subset \Omega$ and a constant $K \geq 0$ such that $\left\|\tau_{s, h} f\right\|_{L^{p}\left(\Omega^{\prime}\right)} \leq|h|^{\theta} K$ holds for all $s \in\{1, \ldots, n\}$ and every $h \in[-1,1]$ satisfying $|h|<\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$. Then we have $f \in W^{\theta^{\prime}, p}\left(\Omega^{\prime \prime}\right)$ for every $\theta^{\prime} \in(0, \theta)$ and $\Omega^{\prime \prime} \Subset \Omega^{\prime}$. Moreover, there holds

$$
\int_{\Omega^{\prime \prime}} \int_{\Omega^{\prime \prime}} \frac{|f(x)-f(y)|^{p}}{|x-y|^{n+\theta^{\prime} p}} d x d y \leq c(n, p)\left(\frac{K^{p} d^{\left(\theta-\theta^{\prime}\right) p}}{\theta-\theta^{\prime}}+\frac{\left|\Omega^{\prime \prime}\right|}{d^{n+\theta^{\prime} p}} \int_{\Omega^{\prime \prime}}|f|^{p} d x\right)
$$

for $d:=\min \left\{1, \operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right), \operatorname{dist}\left(\Omega^{\prime \prime}, \partial \Omega^{\prime}\right)\right\}$.

Proof We may suppose that $f$ is smooth, since the general statement then follows via approximation. For a vector $v=\sum_{s=1}^{n} v_{s} e_{s} \in \mathbb{R}^{n}$ we write $v^{(k)}=\sum_{s=1}^{k} v_{s} e_{s}$ for $k=1, \ldots, n$ and $v^{(0)}=0$. Then we can decompose the difference $f(x+v)-f(x)$ into differences of $f$ along the coordinate directions and find

$$
|f(x+v)-f(x)|=\left|\sum_{s=1}^{n} \tau_{s, v_{s}} f\left(x+v^{(s-1)}\right)\right| \leq \sum_{s=1}^{n}\left|\tau_{s, v_{s}} f\left(x+v^{(s-1)}\right)\right|
$$

whenever $x+v^{(s-1)} \in \Omega$ for all $s \in\{0,1, \ldots, n\}$. We next fix $\Omega^{\prime \prime} \Subset \Omega^{\prime}$ and take $d>0$ as defined above. Now we employ the assumption of the lemma and calculate

$$
\begin{aligned}
& \int_{\Omega^{\prime \prime}}|f(x+v)-f(x)|^{p} d x \leq \int_{\Omega^{\prime \prime}}\left(\sum_{s=1}^{n}\left|\tau_{s, v_{s}} f\left(x+v^{(s-1)}\right)\right|\right)^{p} d x \\
& \leq n^{p-1} \int_{\Omega^{\prime \prime}} \sum_{s=1}^{n}\left|\tau_{s, v_{s}} f\left(x+v^{(s-1)}\right)\right|^{p} d x \leq n^{p} K^{p}|v|^{p \theta}
\end{aligned}
$$

for all $v \in \mathbb{R}^{n}$ with $|v|<d$. Hence, we obtain for each $\theta^{\prime} \in(0, \theta)$ :

$$
\begin{aligned}
\int_{\{0<|v|<d\}} \int_{\Omega^{\prime \prime}} & \frac{|f(x+v)-f(x)|^{p}}{|v|^{n+\theta^{\prime} p}} d x d v \\
& \leq n^{p} K^{p} \int_{\{0<|v|<d\}}|v|^{-n+\left(\theta-\theta^{\prime}\right) p} d v \leq c(n, p) \frac{K^{p} d^{\left(\theta-\theta^{\prime}\right) p}}{\theta-\theta^{\prime}}
\end{aligned}
$$

Taking into account the symmetry with respect to $x$ and $y$, we thus infer an estimate for all points $(x, y) \in \Omega^{\prime \prime} \times \Omega^{\prime \prime}$ satisfying $|x-y|<d$ (that is, for all points which are close to the diagonal):

$$
\int_{\left\{(x, y) \in \Omega^{\prime \prime} \times \Omega^{\prime \prime}:|x-y|<d\right\}} \frac{|f(y)-f(x)|^{p}}{|y-x|^{n+\theta^{\prime} p}} d x d y \leq c(n, p) \frac{K^{p} d^{\left(\theta-\theta^{\prime}\right) p}}{\theta-\theta^{\prime}} .
$$

Otherwise, when considering the remaining points $(x, y) \in \Omega^{\prime \prime} \times \Omega^{\prime \prime}$ satisfying $|x-y| \geq d$, we use the $L^{p}$-estimate for $f$ to find

$$
\int_{\left\{(x, y) \in \Omega^{\prime \prime} \times \Omega^{\prime \prime}:|x-y| \geq d\right\}} \frac{|f(y)-f(x)|^{p}}{|y-x|^{n+\theta^{\prime} p}} d x d y \leq 2^{p} d^{-n-\theta^{\prime} p}\left|\Omega^{\prime \prime}\right| \int_{\Omega^{\prime \prime}}|f|^{p} d x
$$

Combining the last two inequalities we arrive at the desired estimate.

### 1.3 Embedding Theorems and Inequalities

We next discuss some further characteristics of Sobolev spaces, namely (continuous or compact) embedding theorems for the classical Sobolev spaces $W^{1, p}$ into Lebesgue spaces $L^{q}$ with some $q>p$, or even into Hölder spaces for $p$ sufficiently large. In other words, we will see how differentiability of a function can be used to show its higher integrability or even continuity. We here concentrate on Sobolev spaces of first order, for which the form of embedding depends essentially on the choice of $p$, more precisely, the theory splits into the three cases $p<n, p=n$ and $p>n$. Concerning higher order (and fractional) Sobolev spaces, we note that the corresponding theory is developed analogously and therefore, it will only be stated for completeness. Furthermore, we will also address the relevant Poincaré-type inequalities in this chapter.

All statements in this section depend crucially on the boundary data. It is precisely for this reason that we always suppose that the trace of the function under consideration vanishes, or that the boundary of the domain is at least Lipschitz regular. For the investigation of the relevance of the regularity of the domain and for examples of domains (and arbitrary traces) for which these embeddings fail, we refer to the monograph [59].

Embedding theorems for $\boldsymbol{p}<\boldsymbol{n}$ We start with the famous Sobolev inequality.

Theorem 1.51 (Sobolev, $\boldsymbol{p} \in[\mathbf{1}, \boldsymbol{n})$ ) Let $\Omega$ be an open set in $\mathbb{R}^{n}$ and $p \in[1, n)$.
(i) The embedding $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow L^{n p /(n-p)}\left(\Omega, \mathbb{R}^{N}\right)$ is continuous with

$$
\|f\|_{L^{n p /(n-p)}\left(\Omega, \mathbb{R}^{N}\right)} \leq c(n, N, p)\|D f\|_{L^{p}\left(\Omega, \mathbb{R}^{N n}\right)}
$$

(ii) If $\Omega$ is bounded and has a Lipschitz-boundary, then the embedding $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow L^{n p /(n-p)}\left(\Omega, \mathbb{R}^{N}\right)$ is continuous with

$$
\|f\|_{L^{n p} /(n-p)\left(\Omega, \mathbb{R}^{N}\right)} \leq c(n, N, p, \Omega)\|f\|_{W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)} .
$$

Proof We here follow the proof of [24, Chapter 5.6, Theorem 1]. We further prove the statement only for scalar-valued functions, which in turn implies a version for vector-valued functions, by considering the component functions.

Step 1: A version for $C_{0}^{1}$-functions and $p=1$. We start with the proof of the estimate in (i) for functions $f \in C_{0}^{1}(\Omega)$ (extended by 0 outside of $\Omega$ ) and $p=1$. We first note

$$
\begin{aligned}
f(x) & =\int_{-\infty}^{x_{i}} D_{i} f\left(x_{1}, \ldots, x_{i-1}, \xi_{i}, x_{i+1}, \ldots, x_{n}\right) d \xi_{i} \\
& =-\int_{x_{i}}^{\infty} D_{i} f\left(x_{1}, \ldots, x_{i-1}, \xi_{i}, x_{i+1}, \ldots, x_{n}\right) d \xi_{i}
\end{aligned}
$$

for every $x \in \mathbb{R}^{n}$ and each $i \in\{1, \ldots, n\}$. Consequently, we have

$$
\begin{equation*}
(2|f(x)|)^{\frac{n}{n-1}} \leq \prod_{i=1}^{n}\left(\int_{\mathbb{R}}\left|D_{i} f\left(x_{1}, \ldots, x_{i-1}, \xi_{i}, x_{i+1}, \ldots, x_{n}\right)\right| d \xi_{i}\right)^{\frac{1}{n-1}} \tag{1.13}
\end{equation*}
$$

We next want to integrate this inequality with respect to $x$. To this end we prove by induction that we have

$$
\begin{align*}
& \int_{\mathbb{R}^{\ell}}(2|f(x)|)^{\frac{n}{n-1}} d x_{1} \ldots d x_{\ell}  \tag{1.14}\\
& \leq \prod_{i=1}^{\ell}\left(\int_{\mathbb{R}^{\ell}}\left|D_{i} f(x)\right| d x_{1} \ldots d x_{\ell}\right)^{\frac{1}{n-1}} \\
& \quad \times \prod_{i=\ell+1}^{n}\left(\int_{\mathbb{R}^{\ell+1}}\left|D_{i} f\left(x_{1}, \ldots, x_{i-1}, \xi_{i}, x_{i+1}, \ldots, x_{n}\right)\right| d x_{1} \ldots d x_{\ell} d \xi_{i}\right)^{\frac{1}{n-1}}
\end{align*}
$$

for all $\ell \in\{1, \ldots, n\}$. To verify this inequality for $\ell=1$, we first integrate (1.13) with respect to $x_{1}$ (noting that the first factor on the righthand side of (1.13) is independent of $x_{1}$ ), then we apply the generalized Hölder inequality from Corollary 1.17 (to the remaining $n-1$ factors with all exponents equal to $n-1$ ) and finally Fubini's theorem. This gives

$$
\begin{aligned}
\int_{\mathbb{R}}(2|f(x)|)^{\frac{n}{n-1}} d x_{1} \leq & \left(\int_{\mathbb{R}} \mid D_{1} f\left(\xi_{1}, x_{2}, \ldots, x_{n} \mid\right) d \xi_{1}\right)^{\frac{1}{n-1}} \\
& \times \int_{\mathbb{R}} \prod_{i=2}^{n}\left(\int_{\mathbb{R}}\left|D_{i} f\left(x_{1}, \ldots, \xi_{i}, \ldots, x_{n}\right)\right| d \xi_{i}\right)^{\frac{1}{n-1}} d x_{1}
\end{aligned}
$$

$$
\begin{aligned}
\leq & \left(\int_{\mathbb{R}} \mid D_{1} f\left(x_{1}, x_{2}, \ldots, x_{n} \mid\right) d x_{1}\right)^{\frac{1}{n-1}} \\
& \left.\times \prod_{i=2}^{n} \int_{\mathbb{R}^{2}}\left|D_{i} f\left(x_{1}, \ldots, \xi_{i}, \ldots, x_{n}\right)\right| d x_{1} d \xi_{i}\right)^{\frac{1}{n-1}}
\end{aligned}
$$

hence the claim (1.14) is true for $\ell=1$. Now we assume (1.14) to be true for all $i \leq \ell-1$ and some $\ell \in\{2, \ldots, n-1\}$. We then integrate $(1.14)_{\ell-1}$ with respect to $x_{\ell}$. Now, the $\ell$-th factor on the right-hand side of (1.14) is independent of $x_{\ell}$. Therefore, applying Hölder's inequality and Fubini's theorem in the same way as before, we end up with (1.14) $)_{\ell}$ and hence, we have proved (1.14) for all $\ell \in\{1, \ldots, n\}$. In particular, with (1.14) for $\ell=n$ (and using the generalized inequality between arithmetic and geometric mean), we arrive at the desired inequality in (i) for the particular case $p=1$ :

$$
\begin{aligned}
2\|f\|_{L^{n /(n-1)}(\Omega)} & =\left(\int_{\mathbb{R}^{n}}(2|f(x)|)^{\frac{n}{n-1}} d x\right)^{\frac{n-1}{n}} \\
& \leq \prod_{i=1}^{n}\left(\int_{\mathbb{R}^{n}}\left|D_{i} f(x)\right| d x\right)^{\frac{1}{n}} \\
& \leq n^{-1} \sum_{i=1}^{n} \int_{\mathbb{R}^{n}}\left|D_{i} f(x)\right| d x \\
& \leq n^{-\frac{1}{2}} \int_{\mathbb{R}^{n}}|D f(x)| d x=n^{-\frac{1}{2}}\|D f\|_{L^{1}\left(\Omega, \mathbb{R}^{n}\right)}
\end{aligned}
$$

Step 2: $A$ version for $C_{0}^{1}$-functions and $p>1$. Next we derive the estimate in (i) for functions $f \in C_{0}^{1}(\Omega)$ and arbitrary $p \in(1, n)$, by tracing it back to the estimate with $p=1$, applied to the function $g:=$ $|f|^{\gamma}$ for some suitable exponent $\gamma>1$. Since $D g=\gamma \operatorname{sign}(f)|f|^{\gamma-1} D f$ by the classical chain rule, we find, in view of Hölder's inequality, the estimate

$$
\begin{aligned}
\left(\int_{\mathbb{R}^{n}}|f|^{\frac{n \gamma}{n-1}} d x\right)^{\frac{n-1}{n}} & \leq c(n, \gamma) \int_{\mathbb{R}^{n}}|f|^{\gamma-1}|D f| d x \\
& \leq c(n, \gamma)\left(\int_{\mathbb{R}^{n}}|D f|^{p} d x\right)^{\frac{1}{p}}\left(\int_{\mathbb{R}^{n}}|f|^{\frac{(\gamma-1) p}{p-1}} d x\right)^{\frac{p-1}{p}}
\end{aligned}
$$

For the specific choice $\gamma=p(n-1) /(n-p)>1$ (recall that $1<p<n$ is true by assumption) the exponents $n \gamma /(n-1)$ on the left-hand side and $(\gamma-1) p /$
( $p-1$ ) on the right-hand side coincide and are equal to $n p /(n-p)$. Hence, we deduce

$$
\begin{aligned}
\|f\|_{L^{n p /(n-p)}(\Omega)} & =\left(\int_{\mathbb{R}^{n}}|f|^{\frac{n p}{n-p}} d x\right)^{\frac{n-1}{n}-\frac{p-1}{p}} \\
& \leq c(n, p)\left(\int_{\mathbb{R}^{n}}|D f|^{p} d x\right)^{\frac{1}{p}}=c(n, p)\|D f\|_{L^{p}\left(\Omega, \mathbb{R}^{n}\right)}
\end{aligned}
$$

Step 3: General estimate in (i) via approximation. By Definition 1.31 of the space $W_{0}^{1, p}(\Omega)$ the space of smooth functions $C_{0}^{\infty}(\Omega)$ is dense in $W_{0}^{1, p}(\Omega)$ with respect to the $W^{1, p}(\Omega)$-norm. Therefore, given an arbitrary function $f \in W_{0}^{1, p}(\Omega)$ we find an approximating sequence $\left(f_{j}\right)_{j \in \mathbb{N}}$ of functions in $C_{0}^{\infty}(\Omega)$ such that $\left\|f-f_{j}\right\|_{W^{1, p}(\Omega)} \rightarrow 0$ as $j \rightarrow \infty$. Then, involving Step 1 and Step 2 above, we get

$$
\begin{aligned}
\left\|f_{j}\right\|_{L^{n p /(n-p)}(\Omega)} & \leq c(n, p)\left\|D f_{j}\right\|_{L^{p}\left(\Omega, \mathbb{R}^{n}\right)} \\
\left\|f_{j}-f_{m}\right\|_{L^{n p /(n-p)}(\Omega)} & \leq c(n, p)\left\|D\left(f_{j}-f_{m}\right)\right\|_{L^{p}\left(\Omega, \mathbb{R}^{n}\right)} .
\end{aligned}
$$

The second inequality implies that $\left(f_{j}\right)_{j \in \mathbb{N}}$ is a Cauchy sequence in the space $L^{n p /(n-p)}(\Omega)$, and thus, it converges to a function $g \in$ $L^{n p /(n-p)}(\Omega)$. By uniqueness of the limits, we have $g \equiv f$. Taking the limit in the first of the above inequalities, we have established claim (i).

Step 4: Assertion (ii) via extension. Since $\Omega$ is assumed to be a bounded set with Lipschitz-continuous boundary, there exists, according to Theorem 1.36, an extension operator $E_{\delta}: W^{1, p}(\Omega) \rightarrow W_{0}^{1, p}\left(\Omega_{\delta}\right)$ with $\Omega_{\delta}:=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, \Omega)<\delta\right\}$, for each $\delta>0$, such that

$$
\left\|E_{\delta} f\right\|_{W^{1, p}\left(\Omega_{\delta}\right)} \leq c(n, p, \Omega, \delta)\|f\|_{W^{1, p}(\Omega)}
$$

With the estimate in (i) applied to the function $E_{\delta} f$ on $\Omega_{\delta}$, we then find

$$
\begin{aligned}
\|f\|_{L^{n p /(n-p)}(\Omega)} & \leq\left\|E_{\delta} f\right\|_{L^{n p /(n-p)}\left(\Omega_{\delta}\right)} \\
& \leq c(n, p)\left\|D\left(E_{\delta} f\right)\right\|_{L^{p}\left(\Omega_{\delta}, \mathbb{R}^{n}\right)} \leq c(n, p, \Omega, \delta)\|f\|_{W^{1, p}(\Omega)} .
\end{aligned}
$$

This finishes the proof of the Sobolev inequality.

Remarks 1.52
(i) The exponent $n p /(n-p)$ is called the Sobolev exponent to $p$ and is usually abbreviated by $p^{*}$. Note that $p^{*}>p$ with $1 / p-1 / p^{*}=1 / n$.
(ii) For $p=n$ the embedding $W^{1, n}(\Omega) \hookrightarrow L^{\infty}(\Omega)$ does not hold. A counterexample is the function $f(x)=\log \log |x|^{-1}$ with $\Omega=B_{1 / \mathrm{e}}(0)$. However, in this limiting case (still supposing that $\Omega$ is Lipschitz) we have that the embedding $W^{1, n}(\Omega) \hookrightarrow \mathcal{L}^{1, n}(\Omega)=B M O(\Omega)$ is continuous, and the corresponding estimate is referred to as the MoserTrudinger inequality, cf. [68, 82]. The precise statement is that there exists a constant $\alpha(n)$ such that for every $f \in W_{0}^{1, n}(\Omega)$ there holds

$$
\int_{\Omega} \exp \left(\alpha \frac{|f|}{\|f\|_{W_{0}^{1, n}(\Omega)}}\right)^{\frac{n}{n-1}} d x \leq c(n, \Omega)
$$

(iii) There is an interesting connection between the Sobolev inequality and the isoperimetric inequality. The classical isoperimetric inequality states that the closed unit ball in $\mathbb{R}^{n}$ has the least perimeter among all closed sets $S \subset \mathbb{R}^{n}$ of the same $\mathcal{L}^{n}$-measure. If $S$ is regular (in the sense that $\partial S$ is rectifiable), the inequality is given by

$$
|S|^{1-\frac{1}{n}} \leq c(n) \mathcal{H}^{n-1}(\partial S)
$$

where $\mathcal{H}^{n-1}$ is the ( $n-1$ )-dimensional Hausdorff measure (see Definition 1.68 below) and where the constant $c(n)$ is determined by equality in the case $S=B_{1}$. By means of the coarea function one can show that the Sobolev inequality for $p=1$ is equivalent to the isoperimetric inequality, see the discussion in [40, Chapter 3].
Corollary 1.53 Let $\Omega$ be an open set in $\mathbb{R}^{n}, k \in \mathbb{N}$, and $p \in[1, n / k)$.
(i) The embedding $W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow L^{n p /(n-k p)}\left(\Omega, \mathbb{R}^{N}\right)$ is continuous with

$$
\|f\|_{L^{n p /(n-k p)}\left(\Omega, \mathbb{R}^{N}\right)} \leq c(n, N, p, k)\left\|D^{k} f\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N n^{k}}\right)} .
$$

(ii) If $\Omega$ is bounded and has a Lipschitz-boundary, then the embedding $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow L^{n p /(n-k p)}\left(\Omega, \mathbb{R}^{N}\right)$ is continuous with

$$
\|f\|_{L^{n p /(n-k p)}\left(\Omega, \mathbb{R}^{N}\right)} \leq c(n, N, p, \Omega)\|f\|_{W^{k, p}\left(\Omega, \mathbb{R}^{N n}\right)}
$$

Proof Applying $k$-times Theorem 1.51 we find

$$
\begin{aligned}
& W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow W_{0}^{k-1, \frac{n p}{n-p}}\left(\Omega, \mathbb{R}^{N}\right) \\
& \hookrightarrow W_{0}^{k-2, \frac{n p}{n-2 p}}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow \ldots \hookrightarrow L^{n p /(n-k p)}\left(\Omega, \mathbb{R}^{N}\right)
\end{aligned}
$$

with the corresponding estimates for the norms. The second embedding then follows by extension, see again Theorem 1.36.

In Theorem 1.51 we have proved that the embedding $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow$ $L^{p^{*}}\left(\Omega, \mathbb{R}^{N}\right)$ is continuous, when $\Omega$ is bounded and regular. Hence, also $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow L^{q}\left(\Omega, \mathbb{R}^{N}\right)$ is continuous for all exponents $q \in\left[1, p^{*}\right)$. In fact, these embeddings are even compact in the sense of Definition A.4.

Theorem 1.54 (Rellich-Kondrachov, $\boldsymbol{p} \in[\mathbf{1}, \boldsymbol{n})$ ) Let $\Omega$ be a bounded, open set in $\mathbb{R}^{n}$ and $p \in[1, n)$.
(i) The embedding $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow L^{q}\left(\Omega, \mathbb{R}^{N}\right)$ is compact for every $q \in$ $\left[1, p^{*}\right)$.
(ii) If $\Omega$ has a Lipschitz boundary, then the embedding $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow$ $L^{q}\left(\Omega, \mathbb{R}^{N}\right)$ is compact for every $q \in\left[1, p^{*}\right)$.

Remarks 1.55
(i) The embedding $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow L^{p^{*}}\left(\Omega, \mathbb{R}^{N}\right)$ is in general not compact, see [1, Example 6.11].
(ii) The Rellich-Kondrachov embedding theorem is an example of the more general principle that bounded sequences in a space of higher regularity with support in a compact domain are often compact in a space of lower regularity. Another example for this phenomenon is the corresponding compactness result for Hölder spaces, which states that the embedding $C^{0, \alpha_{1}}\left(\bar{\Omega}, \mathbb{R}^{N}\right) \hookrightarrow C^{0, \alpha_{2}}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is compact for all $0<\alpha_{2}<\alpha_{1} \leq 1$ if $\Omega \subset \mathbb{R}^{n}$ is bounded.

Proof of Remark 1.55 (ii) We first observe that the embedding $C^{0, \alpha_{1}}(\bar{\Omega}) \hookrightarrow$ $C^{0, \alpha_{2}}(\bar{\Omega})$ is continuous, due to Remark 1.5 (iv). Now let $\left(f_{j}\right)_{j \in \mathbb{N}}$ be a bounded sequence in $C^{0, \alpha_{1}}(\bar{\Omega})$ with $\left\|f_{j}\right\|_{C^{0, \alpha_{1}}(\bar{\Omega})} \leq C_{0}$ for all $j \in \mathbb{N}$ and some constant $C_{0}$. In particular, all functions $f_{j}$ are uniformly bounded on a compact set, and by assumption they are also equicontinuous. Hence, by Theorem 1.6 of Arzelà-Ascoli, the sequence is relatively compact in $C(\bar{\Omega})$, i.e., there exists a subsequence $\left(f_{j(\ell)}\right)_{\ell \in \mathbb{N}}$ that converges uniformly to some function $f \in C^{0, \alpha_{1}}(\bar{\Omega})$, and without loss of generality we may assume $f \equiv 0$. Moreover, this subsequence converges to 0 also in $C^{0, \alpha_{2}}(\bar{\Omega})$, since we have

$$
\begin{aligned}
\frac{\left|f_{j(\ell)}(x)-f_{j(\ell)}(y)\right|}{|x-y|^{\alpha_{2}}} & =\left(\frac{\left|f_{j(\ell)}(x)-f_{j(\ell)}(y)\right|}{|x-y|^{\alpha_{1}}}\right)^{\frac{\alpha_{2}}{\alpha_{1}}}\left|f_{j(\ell)}(x)-f_{j(\ell)}(y)\right|^{1-\frac{\alpha_{2}}{\alpha_{1}}} \\
& \leq 2 C_{0}^{\frac{\alpha_{2}}{\alpha_{1}}}\left\|f_{j(\ell)}\right\|_{C^{0}(\bar{\Omega})}^{1-\frac{\alpha_{2}}{\alpha_{1}}} \rightarrow 0 \quad \text { as } \ell \rightarrow \infty,
\end{aligned}
$$

uniformly for all $x, y \in \bar{\Omega}$.

Proof of Theorem 1.54 We proceed analogously to the proof of [24, Chapter 5.7, Theorem 1] and restrict ourselves again to scalar-valued functions. We first observe that (ii) follows from (i) in combination with the existence
of the extension operator for bounded domains with Lipschitz boundary, in a similar way as in Step 4 of the proof of Theorem 1.51. Moreover, since we have already shown the continuity of the embedding $W_{0}^{1, p}(\Omega) \hookrightarrow$ $L^{p^{*}}(\Omega)$, it only remains to verify that, given a bounded sequence $\left(f_{j}\right)_{j \in \mathbb{N}}$ in $W_{0}^{1, p}(\Omega)$, we find a subsequence, which converges in $L^{q}(\Omega)$ for all $q \in\left[1, p^{*}\right)$. Hence, in view of Theorem 1.51 (i), we may work under the permanent assumption

$$
\left\|f_{j}\right\|_{L^{p^{*}}(\Omega)}+\left\|f_{j}\right\|_{W^{1,1}(\Omega)}+\left\|f_{j}\right\|_{W^{1, p}(\Omega)} \leq C_{0} \quad \text { for all } j \in \mathbb{N} .
$$

Moreover, extending each function $f_{j}$ by zero outside of $\Omega$, we may regard $\left(f_{j}\right)_{j \in \mathbb{N}}$ as a bounded sequence in $W_{0}^{1, p}\left(\mathbb{R}^{n}\right)$, and we can then define the mollifications

$$
f_{j} * \eta_{\varepsilon}(x):=\int_{\mathbb{R}^{n}} f_{j}(x-y) \eta_{\varepsilon}(y) d y
$$

for $\varepsilon \in(0,1)$, where the functions $\eta_{\varepsilon}$ are standard $\varepsilon$-mollifying kernels given by $\eta_{\varepsilon}(y):=\varepsilon^{-n} \eta(y / \varepsilon)$ for $y \in \mathbb{R}^{n}$, for a fixed non-negative, rotationally symmetric function $\eta \in C_{0}^{\infty}\left(B_{1}(0)\right)$ normalized to $\int_{\mathbb{R}^{n}} \eta d x=1$. In what follows, we are now going to exploit some properties of the family $\left(f_{j} * \eta_{\varepsilon}\right)_{j \in \mathbb{N}, \varepsilon \in(0,1)}$.

Step 1: For fixed $\varepsilon \in(0,1)$ the functions $\left(f_{j} * \eta_{\varepsilon}\right)_{j \in \mathbb{N}}$ are uniformly bounded and equicontinuous. We observe that, for each $x \in \mathbb{R}^{n}$ and $j \in \mathbb{N}$, we have

$$
\left|f_{j} * \eta_{\varepsilon}(x)\right| \leq\left\|f_{j}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\left\|\eta_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq C_{0} C(\eta) \varepsilon^{-n}
$$

and

$$
\begin{aligned}
\left|D\left(f_{j} * \eta_{\varepsilon}\right)(x)\right| & =\left|f_{j} * D \eta_{\varepsilon}(x)\right| \\
& \leq\left\|f_{j}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}\left\|D \eta_{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)} \leq C_{0} C(\eta) \varepsilon^{-n-1}
\end{aligned}
$$

Step 2: The family $\left(f_{j} * \eta_{\varepsilon}\right)_{\varepsilon \in(0,1)}$ converges to $f_{j}$ in $L^{q}\left(\mathbb{R}^{n}\right)$ as $\varepsilon \searrow 0$, uniformly for $j \in \mathbb{N}$ and for all $q \in\left[1, p^{*}\right)$. The claim for $q=1$ is established by the following explicit estimate relying on Fubini's theorem (this is done rigorously via approximation, cp. proof of Lemma 1.46):

$$
\begin{aligned}
\left\|f_{j} * \eta_{\varepsilon}-f_{j}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)} & \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}}\left|f_{j}(x-y)-f_{j}(x)\right| \eta_{\varepsilon}(y) d y d x \\
& \leq \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{n}} \int_{0}^{1}\left|D f_{j}(x-t y)\right| d t|y| \eta_{\varepsilon}(y) d y d x \leq C_{0} C(\eta) \varepsilon
\end{aligned}
$$

for all $j \in \mathbb{N}$ and $\varepsilon \in(0,1)$. The claim for general $q \in\left(1, p^{*}\right)$ then follows in turn from the interpolation inequality in Remark 1.16 (ii) and the fact that mollifications preserve norms, which imply

$$
\left\|f_{j} * \eta_{\varepsilon}-f_{j}\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq\left\|f_{j} * \eta_{\varepsilon}-f_{j}\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}^{\theta}\left\|f_{j} * \eta_{\varepsilon}-f_{j}\right\|_{L^{p^{*}}\left(\mathbb{R}^{n}\right)}^{1-\theta} \leq C_{0} C(\eta) \varepsilon^{\theta},
$$

where $\theta \in(0,1)$ is chosen such that $1 / q=\theta+(1-\theta) / p^{*}$ holds.
Step 3: Conclusion. We start by showing that for every $i \in \mathbb{N}$ there exists a subsequence $\left(f_{j(\ell)}\right)_{\ell \in \mathbb{N}}$ which satisfies

$$
\begin{equation*}
\limsup _{\ell, m \rightarrow \infty}\left\|f_{j(\ell)}-f_{j(m)}\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq \frac{1}{i} \tag{1.15}
\end{equation*}
$$

To this end we first select $\varepsilon(i)>0$ according to Step 2 such that $\left\|f_{j} * \eta_{\varepsilon}-f_{j}\right\|_{L^{q}\left(\mathbb{R}^{n}\right)} \leq(2 i)^{-1}$ holds for all $j \in \mathbb{N}$. Then we employ Step 1 and Theorem 1.6 of Arzelà-Ascoli, to choose for this $\varepsilon(i)$ a uniformly convergent subsequence $\left(f_{j(\ell)} * \eta_{\varepsilon(i)}\right)_{\ell \in \mathbb{N}}$, which then in particular satisfies

$$
\limsup _{\ell, m \rightarrow \infty}\left\|f_{j(\ell)} * \eta_{\varepsilon(i)}-f_{j(m)} * \eta_{\varepsilon(i)}\right\|_{L^{q}\left(\mathbb{R}^{n}\right)}=0
$$

The combination of these two facts yields the initial assertion (1.15) for the sequence $\left(f_{j(\ell)}\right)_{\ell \in \mathbb{N}}$. The existence of subsequence which is a Cauchy sequence in $L^{q}\left(\mathbb{R}^{n}\right)$ and hence convergent then follows from a diagonal argument applied for all $i \in \mathbb{N}$.

Poincaré-type inequalities Next we discuss an inequality that is similar to the previous Sobolev inequality, but with the difference that only the Lebesgue norm of the derivatives, instead of the full Sobolev norm, is involved as upper bound for a suitable Lebesgue norm of the function itself. For $W_{0}^{1, p}$-functions with integrability exponent $p<n$ this is actually already contained in Theorem 1.51, but we now derive a version for the whole range $p \in[1, \infty)$. Moreover, we prove such inequalities also for Sobolev functions $f \in W^{1, p}$ with possibly non-zero boundary values, imposing only the additional assumptions that $\Omega$ is connected and that the mean value of $f$ over this domain vanishes. Without an assumption of this type such inequalities are in general wrong (since we might just add an arbitrary constant).

Lemma 1.56 (Classical Poincaré inequality) Let $\Omega$ be a bounded, open set in $\mathbb{R}^{n}$ and let $p \in[1, \infty)$.
(i) For every function $f \in W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ we have

$$
\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)} \leq c(n, N, p, \Omega)\|D f\|_{L^{p}\left(\Omega, \mathbb{R}^{N n}\right)}
$$

(ii) If $\Omega$ is connected with Lipschitz-boundary, then for every function $f \in$ $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ we have

$$
\left\|f-(f)_{\Omega}\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)} \leq c(n, N, p, \Omega)\|D f\|_{L^{p}\left(\Omega, \mathbb{R}^{N n}\right)}
$$

Proof The inequality in (i) is a direct consequence of Hölder's inequality and Theorem 1.51 (i), applied with $p$ if $p<n$ and with $\frac{n p}{n+p} \in[1, n)$ otherwise.

In order to derive the inequality in (ii), we may assume without loss of generality $(f)_{\Omega}=0$ since the claimed inequality is invariant under the addition of constants to $f$. We then argue by contradiction and assume that the lemma were false. Then there would exist a sequence of functions $\left(f_{j}\right)_{j \in \mathbb{N}}$ in $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ with $\left(f_{j}\right)_{\Omega}=0$ and $\left\|f_{j}\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}=1$ (this is achieved by normalization) for all $j \in \mathbb{N}$ such that

$$
\begin{equation*}
\left\|D f_{j}\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N n}\right)} \leq j^{-1} \tag{1.16}
\end{equation*}
$$

holds. Hence, the sequence $\left(f_{j}\right)_{j \in \mathbb{N}}$ is bounded in $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, and consequently, due to the Rellich-Kondrachov compactness Theorem 1.54 (which is applied with $p$ if $p<n$ or any number in $(n p /(n+p), n)$ if $p \geq n)$, there exists a subsequence $\left(f_{j(\ell)}\right)_{\ell \in \mathbb{N}}$ and a function $f \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ such that

$$
f_{j(\ell)} \rightarrow f \quad \text { strongly in } L^{p}\left(\Omega, \mathbb{R}^{N}\right) \text { as } \ell \rightarrow \infty
$$

The strong convergence implies in particular that the properties $(f)_{\Omega}=0$ and $\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}=1$ are preserved for the limit. Moreover, in view of (1.16), we find $\|D f\|_{L^{p}\left(\Omega, \mathbb{R}^{N n}\right)}=0$ (by lower semicontinuity of the norm or by Fatou's lemma; alternatively, one can show $D f=0$ almost everywhere via the definition of weak derivative, invoking the strong convergence of the subsequence $\left.\left(f_{j(\ell)}\right)_{\ell \in \mathbb{N}}\right)$. However, since $\Omega$ is connected, this is a contradiction to the fact that the limit function $f$ satisfies both identities $\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}=1$ and $(f)_{\Omega}=0$.

Remarks 1.57
(i) For convex domains it is not difficult to give a direct proof of Poincaré's inequality, with similar arguments as in the proof of Lemma 1.66.
(ii) If $\Omega$ is a bounded domain with Lipschitz-boundary as in Lemma 1.56 (ii) and if a function $f \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ vanishes on a subset of $\Omega$ of positive measure, i.e. $\left|\Omega_{0}\right|:=|\{x \in \Omega: f(x)=0\}|=\gamma|\Omega|$ for some $\gamma \in(0,1]$, then we get

$$
\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)} \leq c(n, N, p, \Omega, \gamma)\|D f\|_{L^{p}\left(\Omega, \mathbb{R}^{N n}\right)}
$$

This is seen easily by adding $-(f)_{\Omega}+(f)_{\Omega}-(f)_{\Omega_{0}}$ to $f$, then estimating $(f)_{\Omega}-(f)_{\Omega_{0}}$ in terms of $\left\|f-(f)_{\Omega}\right\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}$ and $\gamma$, and finally applying Poincaré's inequality in the mean value version given in Lemma 1.56 (ii).
(iii) The combination of Sobolev's embedding stated in Theorem 1.51 (ii) and of Poincaré's Lemma 1.56 (ii) yields an improved inequality, commonly known as Sobolev-Poincaré inequality,

$$
\left\|f-(f)_{\Omega}\right\|_{L^{p^{*}}\left(\Omega, \mathbb{R}^{N}\right)} \leq c(n, N, p, \Omega)\|D f\|_{L^{p}\left(\Omega, \mathbb{R}^{N n}\right)}
$$

for all $f \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ with $p<n$, under the assumptions of the previous Lemma 1.56.
(iv) By the following scaling argument one gets the explicit dependence on $\Omega$ for simple but useful domains, such as balls, cp. Remark 1.28 (iv). For $g \in W^{1, p}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ the scaled function $f(y)=g\left(x_{0}+\varrho y\right)$ belongs to $W^{1, p}\left(B_{1}(0), \mathbb{R}^{N}\right)$. Then, via Poincaré's inequality for $f$ on the unit ball $B_{1}$, we get for the constant appearing in Poincaré's inequality for $g$ the correct scaling behavior in terms of the radius $\varrho$ :

$$
\begin{aligned}
\left\|g-(g)_{B_{\varrho}\left(x_{0}\right)}\right\|_{L^{p}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)} & =\varrho^{\frac{n}{p}}\left\|f-(f)_{B_{1}(0)}\right\|_{L^{p}\left(B_{1}(0), \mathbb{R}^{N}\right)} \\
& \leq c(n, N, p) \varrho^{\frac{n}{p}}\|D f\|_{L^{p}\left(B_{1}(0), \mathbb{R}^{N n}\right)} \\
& =c(n, N, p) \varrho\|D\|_{L^{p}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N n}\right)} .
\end{aligned}
$$

Accordingly, the constant in the Sobolev-Poincaré inequality from (iii) becomes in this situation $\varrho$-independent, i.e., we have

$$
\left\|g-(g)_{B_{\varrho}\left(x_{0}\right)}\right\|_{L^{p^{*}}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)} \leq c(n, N, p)\|D g\|_{L^{p}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N n}\right)}
$$

Embedding theorems for $\boldsymbol{p}>\boldsymbol{n}$ The second important embedding theorem concerns the Sobolev space $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ in the particular case that the integrability exponent $p$ is strictly greater than the space dimension $n$. In this situation the embedding is not only continuous into the space $L^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$, but even into a suitable Hölder space. Before stating this embedding theorem, we first address a consequence of Campanato's characterization of Hölder continuous functions from Theorem 1.27 for functions in the Sobolev space $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, cp. [60].
Corollary 1.58 Let $\Omega$ be an open set in $\mathbb{R}^{n}$, $\alpha \in(0,1]$, and $p \in[1, \infty)$ with $p(1-\alpha) \leq n$. Then $f \in W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ with $D f \in L^{p, n-p(1-\alpha)}\left(\Omega, \mathbb{R}^{N n}\right)$ implies $f \in C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$, with

$$
\|f\|_{C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)} \leq c(n, N, p, \alpha)\left(\|D f\|_{L^{p, n-p(1-\alpha)}\left(\Omega, \mathbb{R}^{N n}\right)}+\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}\right)
$$

Proof Due to the zero-boundary assumption on $f$, we can extend $f$ outside of $\Omega$ by zero and therefore, we may suppose $f \in W_{0}^{1, p}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$ with $D f \in$ $L^{p, n-p(1-\alpha)}\left(\mathbb{R}^{n}, \mathbb{R}^{N n}\right)$. From Poincaré's inequality in Lemma 1.56, applied for $x_{0} \in \bar{\Omega}$ and $\varrho \leq 1$, and the scaling in the radius according to Remark 1.57 (iv),
we thus find

$$
\begin{aligned}
\int_{B_{\varrho}\left(x_{0}\right)}\left|f-(f)_{B_{\varrho}\left(x_{0}\right)}\right|^{p} d x & \leq c(n, N, p) \varrho^{p} \int_{B_{\varrho}\left(x_{0}\right)}|D f|^{p} d x \\
& \leq c(n, N, p)\|D f\|_{L^{p, n-p(1-\alpha)}\left(\Omega, \mathbb{R}^{N n}\right)}^{p} \varrho^{n+p \alpha}
\end{aligned}
$$

Therefore, we arrive at the bound

$$
\|f\|_{\mathcal{L}^{p, n+p \alpha}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)} \leq c(n, N, p)\left(\|D f\|_{L^{p, n-p(1-\alpha)}\left(\Omega, \mathbb{R}^{N n}\right)}+\|f\|_{L^{p}\left(\Omega, \mathbb{R}^{N}\right)}\right)
$$

for every such $f$. At this point, the assertion with the claimed dependency of the constant follows from Theorem 1.27 and Remark 1.28 (iii).

Remark 1.59 Since Hölder continuity does not necessarily imply weak differentiability (cf. Weierstrass functions or Blancmange curves extended to more than one space dimension), we cannot expect equivalence in the statement of the corollary.

Remark 1.60 In a similar way, one obtains also a version of Corollary 1.58 for bounded Lipschitz domains, without the zero-boundary condition. In particular, for balls $B_{\varrho}\left(x_{0}\right) \subset \mathbb{R}^{n}$, every function $f \in W^{1, p}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ with $D f \in L^{p, n-p(1-\alpha)}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N n}\right)$ belongs to $f \in C^{0, \alpha}\left(\overline{B_{\varrho}\left(x_{0}\right)}, \mathbb{R}^{N}\right)$, with the corresponding estimate.

We the previous result at hand, we can now give the embedding theorem for Sobolev functions in $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, for the case $p>n$.

Theorem 1.61 (Morrey's inequality, $\boldsymbol{p}>\boldsymbol{n}$ ) Let $\Omega$ be an open set in $\mathbb{R}^{n}$ and let $p \in(n, \infty)$.
(i) The embedding $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow C^{0,1-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is continuous with

$$
\|f\|_{C^{0,1-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)} \leq c(n, N, p)\|f\|_{W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)}
$$

(ii) If $\Omega$ is bounded and has a Lipschitz-boundary, then the embedding $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow C^{0,1-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is continuous with

$$
\|f\|_{C^{0,1-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)} \leq c(n, N, p, \Omega)\|f\|_{W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)}
$$

Proof We start with the proof of (i). Since every function $f \in W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ trivially satisfies $D f \in L^{p, 0}\left(\Omega, \mathbb{R}^{N n}\right)$, the claim is a direct consequence of Corollary 1.58, applied with $\alpha=1-n / p$.

We next deduce (ii) from (i). Since $\Omega$ is a bounded set with Lipschitzcontinuous boundary, there exists, according to Theorem 1.36, an extension operator $E_{\delta}: W^{1, p}(\Omega) \rightarrow W_{0}^{1, p}\left(\Omega_{\delta}\right)$ with $\Omega_{\delta}:=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, \Omega)<\delta\right\}$ for every $\delta>0$, which preserves the $W^{1, p}$-norm with a constant $c(n, p, \Omega, \delta)$.

With statement (i) applied to the function $E_{\delta} f$ on $\Omega_{\delta}$, we then find

$$
\begin{aligned}
\|f\|_{C^{0,1-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)} & \leq\left\|E_{\delta} f\right\|_{C^{0,1-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)} \\
& \leq c(n, N, p)\left\|E_{\delta} f\right\|_{W^{1, p}\left(\Omega_{\delta}, \mathbb{R}^{N}\right)} \\
& \leq c(n, p, \Omega, \delta)\|f\|_{W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)}
\end{aligned}
$$

This finishes the proof of the Morrey's inequality.
Remark 1.62 In view of Morrey's inequality from Theorem 1.61 and Sobolev's inequality from Theorem 1.51, we obtain in particular that every function $f \in W^{1,1}\left(\Omega, \mathbb{R}^{N}\right)$ with $D f \in L^{p}\left(\Omega, \mathbb{R}^{N n}\right)$ belongs to $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, provided that $\Omega$ is a bounded, open set in $\mathbb{R}^{n}$ with Lipschitz boundary.

Before iterating Sobolev's and Morrey's inequality in order to deduce an embedding result for higher order Sobolev spaces into Hölder spaces, we observe that the concepts of classical and weak derivatives are compatible.
Corollary 1.63 Let $\Omega$ be an open set in $\mathbb{R}^{n}$ and consider $f \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ for some $p \in(n, \infty)$. Then $f$ is differentiable in the classical sense in every p-Lebesgue point of $D f$ (and hence, by Corollary 1.13 almost everywhere).

Proof We follow [54, Proof of Corollary 11.36]. We take a $p$-Lebesgue point $x_{0} \in \Omega$ of $D u$ and a ball $B_{\varrho}\left(x_{0}\right) \Subset \Omega$. Due to Theorem 1.61, $f$ is continuous, and since the Hölder semi-norm remains invariant under addition of constants, we infer with the help of Poincaré's inequality from Lemma 1.56 the estimate

$$
[f]_{C^{0,1-n / p}\left(\overline{B_{e}\left(x_{0}\right)}, \mathbb{R}^{N}\right)} \leq c(n, N, p)\|D f\|_{L^{p}\left(B_{e}\left(x_{0}\right), \mathbb{R}^{N n}\right)} .
$$

We here have in addition taken into account that the constant does not depend on the radius $r$ (this is easily seen by a scaling argument). Applying this inequality to the function $g \in W^{1, p}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ defined via $g(x):=$ $f(x)-f\left(x_{0}\right)-D f\left(x_{0}\right) \cdot\left(x-x_{0}\right)$, we find

$$
\left|g(x)-g\left(x_{0}\right)\right| \leq c(n, N, p) \varrho^{1-\frac{n}{p}}\|D g\|_{L^{p}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N n}\right)}
$$

for all $x \in \partial B_{\varrho}\left(x_{0}\right)$. Since this inequality is equivalent to

$$
\begin{aligned}
& \frac{\left|f(x)-f\left(x_{0}\right)-D f\left(x_{0}\right) \cdot\left(x-x_{0}\right)\right|}{\left|x-x_{0}\right|} \\
& \quad \leq c(n, N, p)\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D f(x)-D f\left(x_{0}\right)\right|^{p} d x\right)^{\frac{1}{p}}
\end{aligned}
$$

the claim follows from the definition of $p$-Lebesgue point (see Corollary 1.13), which ensures that the right-hand side of the latter inequality vanishes in the limit $\varrho \searrow 0$.

Corollary 1.64 Let $\Omega$ be an open set in $\mathbb{R}^{n}, k, m \in \mathbb{N}$ with $m \leq n$, and $p \in(n / m, n /(m-1))$.
(i) The embedding $W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow C^{k-m, m-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is continuous with

$$
\|f\|_{C^{k-m, m-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)} \leq c(n, N, p, k)\|f\|_{W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)} .
$$

(ii) If $\Omega$ is bounded and has a Lipschitz boundary, then the embedding $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow C^{k-m, m-n / p}\left(\Omega, \mathbb{R}^{N}\right)$ is continuous with

$$
\|f\|_{C^{k-m, m-n / p}\left(\Omega, \mathbb{R}^{N}\right)} \leq c(n, N, p, k, \Omega)\|f\|_{W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)}
$$

Proof Due to $(m-1) p<n$ we first apply Corollary 1.53, and then, in view of the second inequality $m p>n \Leftrightarrow n p /(n-(m-1) p)>n$, Theorem 1.61. In combination with Corollary 1.63, which allows to identify the weak derivative with the classical one, this yields

$$
W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow W_{0}^{k-m+1, n p /(n-(m-1) p)}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow C^{k-m, m-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)
$$

with the corresponding estimates for the norms. The second embedding then follows by extension, see Theorem 1.36.

Analogously to the embeddings for the Sobolev spaces $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ with $p<n$ which embeds continuously into $L^{p^{*}}\left(\Omega, \mathbb{R}^{N}\right)$ and compactly into $L^{q}\left(\Omega, \mathbb{R}^{N}\right)$ for all $q \in\left[1, p^{*}\right)$, we obtain for the Sobolev spaces $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ with $p>n$ the compact embedding into the Hölder spaces $C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ for all Hölder exponents $\alpha \in(0,1-n / p)$.

Theorem 1.65 (Rellich-Kondrachov, $\boldsymbol{p}>\boldsymbol{n}$ ) Let $\Omega$ be a bounded, open set in $\mathbb{R}^{n}$ and let $p \in(n, \infty)$.
(i) The embedding $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is compact for every $\alpha \in$ $(0,1-n / p)$.
(ii) If $\Omega$ has a Lipschitz boundary, then the embedding $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow$ $C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is compact for every $\alpha \in(0,1-n / p)$.
Proof With the assumptions on $\Omega$ and $p$, the embeddings $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow$ $C^{0,1-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ and $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow C^{0,1-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ are continuous according to Morrey's inequality from Theorem 1.61. Moreover, the embed$\operatorname{ding} C^{0,1-n / p}\left(\bar{\Omega}, \mathbb{R}^{N}\right) \hookrightarrow C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ is compact for every $\alpha \in(0,1-n / p)$, due to Remark 1.55 (ii). Thus, the embeddings $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ and $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \hookrightarrow C^{0, \alpha}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ are in fact compact, as compositions of a continuous and a compact embedding, see Remark A.5.

Corresponding results for fractional Sobolev spaces Also for the fractional Sobolev spaces we can give suitable versions of the previous embedding theorems as well as Poincaré-type inequalities. These extend the classical results for the Sobolev spaces $W^{m, p}$ with integer values of $m$ to the fractional ones, and for sake of completeness we include the main statements here. We start by stating a fractional Poincaré inequality for the particular situation of a ball (see e.g. [63, inequality (4.2)]).
Lemma 1.66 (Fractional Poincaré inequality on balls) Let $B_{\varrho}\left(x_{0}\right) \subset$ $\mathbb{R}^{n}, p \in[1, \infty)$, and $\theta \in(0,1)$. Then for every function $f \in$ $W^{\theta, p}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ we have

$$
\begin{aligned}
& \int_{B_{\varrho}\left(x_{0}\right)}\left|f-(f)_{B_{\varrho}\left(x_{0}\right)}\right|^{p} d x \\
& \qquad \leq c(n, N, p) \varrho^{\theta p} \int_{B_{\varrho}\left(x_{0}\right)} \int_{B_{\varrho}\left(x_{0}\right)} \frac{|f(x)-f(y)|^{p}}{|x-y|^{n+\theta p}} d x d y .
\end{aligned}
$$

Proof Without loss of generality we may assume $x_{0}=0$ and $\varrho=1$, otherwise one uses a rescaling argument, compare Remark 1.57 (iv). We may further assume $f \in C^{0}\left(B_{1}, \mathbb{R}^{N}\right)$, since the general statement then follows by approximation. By Jensen's inequality, we then observe

$$
\begin{aligned}
\left|f(x)-(f)_{B_{1}}\right|^{p} & \leq f_{B_{1}}|f(x)-f(y)|^{p} d y \\
& \leq c(n, p) f_{B_{1}} \frac{|f(x)-f(y)|^{p}}{\max \left\{|x-y|^{n+\theta p}, \varepsilon\right\}} d y
\end{aligned}
$$

for every $x \in B_{1}$ and every $\varepsilon \in(0,1)$. Integration with respect to $x$ yields

$$
\int_{B_{1}}\left|f(x)-(f)_{B_{1}}\right|^{p} d x \leq c(n, p) \int_{B_{1}} \int_{B_{1}} \frac{|f(x)-f(y)|^{p}}{\max \left\{|x-y|^{n+\theta p}, \varepsilon\right\}} d y d x
$$

With the passage $\varepsilon \searrow 0$, the claim follows from Theorem 1.10 on monotone convergence.

Concerning the embedding theory for fractional Sobolev spaces $W^{s, p}\left(\Omega, \mathbb{R}^{N}\right)$, one could give various results and consider also continuous embeddings in other fractional Sobolev spaces, see e.g. [1, Theorem 7.57 and Theorem 7.58]. Restricting ourselves only to embeddings into Lebesgue and Hölder spaces and to fractional Sobolev spaces with order of differentiability $s \leq 1$, these results amount to the following statement.

Theorem 1.67 Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with Lipschitz boundary. Furthermore, let $s \in(0,1], p \in(1, \infty)$ and assume $f \in W^{s, p}\left(\Omega, \mathbb{R}^{N}\right)$. Then the following statements are true:
(i) If $n>s p$, then $f \in L^{t}\left(\Omega, \mathbb{R}^{N}\right)$ for all $t \leq n p /(n-s p)$.
(ii) If $n=s p$, then $f \in L^{t}\left(\Omega, \mathbb{R}^{N}\right)$ for all $t<\infty$.
(iii) If $n<s p$, then $f \in C\left(\bar{\Omega}, \mathbb{R}^{N}\right)$.

### 1.4 Fine Properties of Sobolev Functions

We next discuss some fine properties of Sobolev functions, with the aim to obtain a better interpretation of Sobolev functions. As we have already discussed before, every Lebesgue function is an equivalence class of measurable functions, and as a consequence of the Lebesgue differentiation Theorem 1.12, it coincides almost everywhere with its Lebesgue representative (defined at every point as the limit of averages on balls centered at this point as the radius goes to zero when this limit exists, and zero otherwise). The requirements on a Sobolev function $f \in W^{1, p}$ that all weak derivatives of first order exist and that they are $p$-integrable, are additional regularity properties of $f$, which have also consequences on the "size" of the set of Lebesgue points. For example, Morrey's Theorem 1.61 implies that, for $p>n$, each point is in fact a Lebesgue point of $f$, and not only $\mathcal{L}^{n}$-almost everyone. The aim in this section is to determine the size of the set of non-Lebesgue points. Natural ways to do so are via the concept of Hausdorff dimension or via the concept of $W^{1, p}$-capacities (which in turn implies an estimate on the Hausdorff dimension, cp. [25, Chapter 4.7]). Both approaches are classical (the latter was actually already employed for the Sobolev spaces of integer order in the 1950s in [17]), but since we do not want to go into the details of capacities, we will here follow the first approach, which also seems to be the more common one in modern elliptic regularity theory.

Hausdorff measure and Hausdorff dimension We first recall the definition of the $k$-dimensional Hausdorff measure $\mathcal{H}^{k}$, which is one possibility to measure the volume of very small sets in $\mathbb{R}^{n}$ (in fact, " $k$-dimensional" sets with $k<n$ which are negligible with respect to the $\mathcal{L}^{n}$-measure). For this purpose, we first introduce the normalizing constants $\omega_{k}=\pi^{k / 2} / \Gamma(1+k / 2)$ (where $\Gamma$ denotes the Euler $\Gamma$-function) for $k \geq 0$. Note that this constant coincides with the volume of the unit ball in $\mathbb{R}^{k}$ if $k \geq 1$ is an integer (and with this normalization one can in fact prove that the Hausdorff measure $\mathcal{H}^{n}$ and the Lebesgue measure $\mathcal{L}^{n}$ coincide on $\mathbb{R}^{n}$ ).

Definition 1.68 (Hausdorff measure) Consider a set $S \subset \mathbb{R}^{n}$ and a number $k \in[0, \infty)$. The $k$-dimensional Hausdorff pre-measure of fineness $\delta>0$ of $S$ is defined as

$$
\mathcal{H}_{\delta}^{k}(S):=\inf \left\{\sum_{j=1}^{\infty} \omega_{k}\left(\frac{\operatorname{diam}\left(S_{j}\right)}{2}\right)^{k}: S \subset \bigcup_{j=1}^{\infty} S_{j}, \operatorname{diam}\left(S_{j}\right)<\delta\right\}
$$

with the convention diam $(\emptyset)=0$. The $k$-dimensional Hausdorff measure of $S$ is then defined as

$$
\mathcal{H}^{k}(S):=\lim _{\delta \searrow 0} \mathcal{H}_{\delta}^{k}(S) .
$$

Remarks 1.69
(i) The $k$-dimensional Hausdorff pre-measure $\mathcal{H}_{\delta}^{k}(S)$ of a set $S \subset \mathbb{R}^{n}$ is monotonically non-increasing in $\delta$ since all coverings which are allowed to determine the Hausdorff pre-measure $\mathcal{H}_{\delta}^{k}(S)$ of fineness $\delta$ are contained in the possible coverings to determine the Hausdorff pre-measure $\mathcal{H}_{\delta^{\prime}}^{k}(S)$ of every fineness $\delta^{\prime}>\delta$. Thus, the limit $\mathcal{H}_{\delta}^{k}(S)$ exists (but may be infinite).
(ii) Also special coverings consisting of only balls might be considered. This approach defines the spherical Hausdorff measure which is in general strictly larger than $\mathcal{H}^{k}$.

Proposition 1.70 (Properties of the Hausdorff measure) Let $S$ be a set in $\mathbb{R}^{n}$ and $k \in[0, \infty)$. The Hausdorff measure $\mathcal{H}^{k}$ in $\mathbb{R}^{n}$ has the following properties:
(i) $\mathcal{H}^{k}$ is an outer measure and Borel regular (but not a Radon measure for $k \in[0, n)$ since in this case $\mathcal{H}^{k}$ is not finite on any ball of positive radius);
(ii) $\mathcal{H}^{k}$ is invariant under isometries $T: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, i.e. $\mathcal{H}^{k}(T S)=\mathcal{H}^{k}(S)$, and it is homogeneous of degree $k$, i.e. $\mathcal{H}^{k}(r S)=r^{k} \mathcal{H}^{k}(S)$ for all $r \geq 0$;
(iii) For $k^{\prime} \in[0, k)$ and $\mathcal{H}^{k}(S)>0$ we have $\mathcal{H}^{k^{\prime}}(S)=\infty$ (reversely, $\mathcal{H}^{k^{\prime}}(S)<\infty$ implies $\left.\mathcal{H}^{k}(S)=0\right)$; moreover, $\mathcal{H}^{k}$ is identically zero for $k>n$;
(iv) If $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is Lipschitz continuous, then $\mathcal{H}^{k}(f(S)) \leq[f]_{C^{0,1}}^{k} \mathcal{H}^{k}(S)$.

In view of property (iii) we can assign to every set $S \subset \mathbb{R}^{n}$ a unique number $d$ with the property that $\mathcal{H}^{k}(S)=0$ for every $k>d$ and $\mathcal{H}^{k^{\prime}}(S)=\infty$ for every $k^{\prime}<d$. This justifies the following definition of Hausdorff dimension.

Definition 1.71 (Hausdorff dimension) The Hausdorff dimension of a set $S$ in $\mathbb{R}^{n}$ is defined as

$$
\operatorname{dim}_{\mathcal{H}}(S):=\inf \left\{k \geq 0: \mathcal{H}^{k}(S)=0\right\}
$$

By monotonicity of the Hausdorff measure, we obviously have $\operatorname{dim}_{\mathcal{H}}\left(S^{\prime}\right) \leq$ $\operatorname{dim}_{\mathcal{H}}(S)$ whenever $S^{\prime}$ and $S$ are subsets of $\mathbb{R}^{n}$ with $S^{\prime} \subset S$.

A measure density result We next give a covering lemma and a measure density result which traces its origins back to Giusti and which will play the central role in order to control the Hausdorff dimension of the set of the non-Lebesgue points of Sobolev functions.
Lemma 1.72 (Vitali covering lemma) Let $\mathcal{G}$ be an arbitrary family of closed balls $B$ in $\mathbb{R}^{n}$ with radius $r(B) \in(0, R]$ for some uniform constant $R<\infty$. There exists an at most countable subfamily $\mathcal{G}^{\prime}$ of pairwise disjoint balls such that

$$
\bigcup_{B \in \mathcal{G}} B \subset \bigcup_{B \in \mathcal{G}^{\prime}} \widehat{B} \quad \text { with } \widehat{B}=B_{5 r}\left(x_{0}\right) \text { if } B=B_{r}\left(x_{0}\right) .
$$

Proof For every $j \in \mathbb{N}$ we define

$$
\mathcal{G}_{j}:=\left\{B \in \mathcal{G}: r(B) \in\left(2^{-j} R, 2^{-j+1} R\right]\right\} .
$$

We choose $\mathcal{G}_{1}^{\prime}$ as a maximal subfamily of pairwise disjoint balls of $\mathcal{G}_{j}$ (due to $r(B)>R / 2$ for all $B \in \mathcal{G}_{1}$ this subfamily is at most countable). The choice of this maximal subfamily is possible by the Hausdorff maximal principle (which in turn is a consequence of the axiom of choice). Now we assume that the subfamilies $\mathcal{G}_{1}^{\prime}, \ldots, \mathcal{G}_{m}^{\prime}$ are already defined for $m \in \mathbb{N}$. Then we choose $\mathcal{G}_{m+1}^{\prime}$ as a maximal subfamily of pairwise disjoint balls in the family

$$
\left\{B \in \mathcal{G}_{m+1}: B \cap B^{\prime}=\emptyset \text { for all } B^{\prime} \in \bigcup_{j \leq m} \mathcal{G}_{j}\right\}
$$

Again, the subfamily $\mathcal{G}_{m+1}^{\prime}$ is at most countable. By construction, the subfamily $\mathcal{G}^{\prime}=\cup_{j \in \mathbb{N}} \mathcal{G}_{j}^{\prime}$ consists of pairwise disjoint balls and is at most countable (as union of countably many families of at most countably many elements). Moreover, given a ball $B \in \mathcal{G}$, we have $B \in \mathcal{G}_{m}$ for some $m \in \mathbb{N}$, and by maximality of the subfamilies there exists some $B^{\prime} \in \cup_{j \leq m} \mathcal{G}_{j}^{\prime}$ with $B \cap B^{\prime} \neq \emptyset$. Since $2 r(B) \geq r\left(B^{\prime}\right)$, the claim follows.

Remark 1.73 The number 5 in the statement is not optimal and can be replaced by any number greater than 3 (but not 3 ).

Now we can state the aforementioned measure density result. We give the statement from [63, Section 4], but we note that a basic version of this result (for a positive Radon measure $\lambda$ ) was formulated and proved by Giusti in [40, Proposition 2.7].

Lemma 1.74 (Giusti) Let $\Omega$ be an open set in $\mathbb{R}^{n}$, and let $\lambda$ be a finite, non-negative and non-decreasing function which is defined on the family of open subsets of $\Omega$ and which is countably super-additive in the sense that

$$
\sum_{i \in \mathbb{N}} \lambda\left(O_{i}\right) \leq \lambda\left(\bigcup_{i \in \mathbb{N}} O_{i}\right)
$$

holds whenever $\left\{O_{i}\right\}_{i \in \mathbb{N}}$ is a family of pairwise disjoint open subsets of $\Omega$. Then, for every $\alpha \in(0, n)$, we have $\operatorname{dim}_{\mathcal{H}}\left(E^{\alpha}\right) \leq \alpha$ where

$$
E^{\alpha}:=\left\{x_{0} \in \Omega: \limsup _{\varrho \searrow 0} \varrho^{-\alpha} \lambda\left(\Omega\left(x_{0}, \varrho\right)\right)>0\right\}
$$

Proof We decompose $E^{\alpha}$ into the sets

$$
E_{j}:=\left\{x_{0} \in \Omega: \underset{\varrho \searrow 0}{\lim \sup } \varrho^{-\alpha} \lambda\left(\Omega\left(x_{0}, \varrho\right)\right)>j^{-1}\right\}
$$

with $j \in \mathbb{N}$. Since this decomposition is countable, it is sufficient to prove that $\mathcal{H}^{\alpha+\varepsilon}\left(E_{j}\right)=0$ holds for every fixed $j \in \mathbb{N}$ and $\varepsilon>0$. We now choose $\delta>0$ as a parameter for the fineness of the Hausdorff pre-measure. By definition of $E_{j}$ we infer that for every $x \in E_{j}$ there exists a ball $B_{\varrho(x)}(x) \subset \Omega$ with radius $\varrho(x)<\delta$ such that

$$
\lambda\left(B_{\varrho(x)}(x)\right)>\varrho^{\alpha} j^{-1}
$$

and obviously, the inclusion $E_{j} \subset \cup_{x \in E_{j}} B_{\varrho(x)}(x)$ holds. By Vitali's covering Lemma 1.72 we find an at most countable subfamily of pairwise disjoint balls $\left(B_{\varrho_{i}}\left(x_{i}\right)\right)_{i \in I}\left(\right.$ with $\left.\varrho_{i}:=\varrho\left(x_{i}\right)\right)$ such that

$$
E_{j} \subset \bigcup_{i \in I} B_{5 \varrho_{i}}\left(x_{i}\right)
$$

Thus, by the countable super-additivity of $\lambda$, we have

$$
\begin{aligned}
\mathcal{H}_{5 \delta}^{\alpha+\varepsilon}\left(E_{j}\right) & \leq \sum_{i \in I} \omega_{\alpha+\varepsilon}\left(5 \varrho_{i}\right)^{\alpha+\varepsilon} \\
& \leq \omega_{\alpha+\varepsilon} \delta^{\varepsilon} 5^{\alpha+\varepsilon} \sum_{i \in I} \varrho_{i}^{\alpha} \\
& \leq \omega_{\alpha+\varepsilon} \delta^{\varepsilon} 5^{\alpha+\varepsilon} j \sum_{i \in I} \lambda\left(B_{\varrho_{i}}\left(x_{i}\right)\right) \\
& \leq \omega_{\alpha+\varepsilon} \delta^{\varepsilon} 5^{\alpha+\varepsilon} j \lambda\left(\left\{x \in \Omega: \operatorname{dist}\left(x, E_{j}\right)<\delta\right) \leq \omega_{\alpha+\varepsilon} \delta^{\varepsilon} 5^{\alpha+\varepsilon} j \lambda(\Omega)\right.
\end{aligned}
$$

Letting $\delta \searrow 0$, we arrive at $\mathcal{H}^{\alpha+\varepsilon}\left(E_{j}\right)=0$ for all $j \in \mathbb{N}$ and every $\varepsilon>0$, and the proof of the lemma is complete.

Remark 1.75 Under additional assumptions on $\lambda$ it is also possible to obtain the even stronger conclusion $\mathcal{H}^{\alpha}\left(E^{\alpha}\right)=0$ with essentially the same line of arguments (and $\varepsilon=0$ ). For instance, one might be interested in the classical case (considered by Giusti) that $\lambda$ is defined via integration with respect to a non-negative function $g \in L^{1}\left(\mathbb{R}^{n}\right)$, that is

$$
\lambda(O):=\int_{O} g(x) d x \quad \text { for every open set } O \subset \mathbb{R}^{n}
$$

In this case, $\lambda$ is even additive on disjoint open sets, and moreover, in view of the integrability condition on $g$ and the absolute continuity of the Lebesgue integral, $\lambda$ is absolutely continuous with respect to the Lebesgue measure. If one now revisits the proof of Lemma 1.74, it is easily seen that in this situation the subfamily $\left(B_{\varrho_{i}}\left(x_{i}\right)\right)_{i \in I}$ of pairwise disjoint balls, which was used to construct the covering of $E_{j}$, satisfies

$$
\begin{aligned}
\mathcal{L}^{n}\left(\bigcup_{i \in I} B_{\varrho_{i}}\left(x_{i}\right)\right) & =\sum_{i \in I} \omega_{n} \varrho_{i}^{n} \\
& \leq \delta^{n-\alpha} \omega_{n} \sum_{i \in I} \varrho_{i}^{\alpha} \\
& \leq \delta^{n-\alpha} \omega_{n} j \lambda(\Omega) \rightarrow 0 \quad \text { as } \delta \searrow 0
\end{aligned}
$$

for every $j \in \mathbb{N}$. With the analogous calculations as at the end of the proof of Lemma 1.74 and the absolute continuity of $\lambda$ with respect to the Lebesgue measure, this allows us to deduce

$$
\mathcal{H}_{5 \delta}^{\alpha}\left(E_{j}\right) \leq \omega_{\alpha} 5^{\alpha} j \lambda\left(\cup_{i \in I} B_{\varrho_{i}}\left(x_{i}\right)\right) \rightarrow 0 \quad \text { as } \delta \searrow 0
$$

for every $j \in \mathbb{N}$, which in turn proves the claim $\mathcal{H}^{\alpha}\left(E^{\alpha}\right)=0$.
Hausdorff dimension of non-Lebesgue points of Sobolev functions
With the previous lemma at hand we next deduce an estimate for the set of non-Lebesgue-points of (classical and fractional) Sobolev functions.

Proposition 1.76 Consider $f \in W^{\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ for $\theta \in(0,1]$ and $p \in[1, \infty)$ with $\theta p<n$. Moreover, let

$$
\begin{aligned}
A & :=\left\{x_{0} \in \Omega: \limsup _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\left|f(x)-(f)_{\Omega\left(x_{0}, \varrho\right)}\right|^{p} d x>0\right\} \\
B & :=\left\{x_{0} \in \Omega: \underset{\varrho \searrow 0}{\limsup }\left|(f)_{\Omega\left(x_{0}, \varrho\right)}\right|=\infty\right\} .
\end{aligned}
$$

Then we have

$$
\operatorname{dim}_{\mathcal{H}}(A) \leq n-\theta p \quad \text { and } \quad \operatorname{dim}_{\mathcal{H}}(B) \leq n-\theta p
$$

Proof The proof is essentially based on the arguments of Mingione in [63, Section 4]. We first consider the case $\theta \in(0,1)$ and comment at the end of the proof on the easier case $\theta=1$. We start by defining a set-function $\lambda$ via

$$
\lambda(O):=\int_{O} \int_{O} \frac{|f(x)-f(y)|^{p}}{|x-y|^{n+\theta p}} d x d y
$$

for every open subset $O \subset \Omega$, and we observe that all assumptions on $\lambda$ in the previous Lemma 1.74 are fulfilled. In order to estimate the Hausdorff dimension of $A$, we define a set $S_{A} \subset \Omega$ via

$$
S_{A}:=\left\{x_{0} \in \Omega: \underset{\varrho \searrow 0}{\limsup } \varrho^{\theta p-n} \lambda\left(\Omega\left(x_{0}, \varrho\right)\right)>0\right\}
$$

Now let $\varepsilon>0$. Lemma 1.74 implies $\operatorname{dim}_{\mathcal{H}}\left(S_{A}\right) \leq n-\theta p$, and consequently we have $\mathcal{H}^{n-\theta p+\varepsilon}\left(S_{A}\right)=0$. We next observe that if $x_{0} \in A$, then $x_{0} \in S_{A}$, due to the Poincaré-type inequality in Lemma 1.66 which gives

$$
\begin{aligned}
& \varrho^{\theta p-n} \int_{B_{\varrho}\left(x_{0}\right)} \int_{B_{\varrho}\left(x_{0}\right)} \frac{|f(x)-f(y)|^{p}}{|x-y|^{n+\theta p}} d x d y \\
& \geq c^{-1}(n, p) f_{B_{\varrho}\left(x_{0}\right)}\left|f(x)-(f)_{B_{\varrho}\left(x_{0}\right)}\right|^{p} d x
\end{aligned}
$$

for all $\varrho<\operatorname{dist}\left(x_{0}, \partial \Omega\right)$. Therefore, we have $A \subset S_{A}$, and the upper bound for the Hausdorff dimension of $A$ follows. To infer the analogous result for the set $B$, we fix $\varepsilon_{0} \in(0, \varepsilon)$ and define

$$
S_{B}:=\left\{x_{0} \in \Omega: \limsup _{\varrho \searrow 0} \varrho^{\theta p-n-\varepsilon_{0}} \lambda\left(\Omega\left(x_{0}, \varrho\right)\right)>0\right\}
$$

Again, Lemma 1.74 yields $\operatorname{dim}_{\mathcal{H}}\left(S_{B}\right) \leq n-\theta p+\varepsilon_{0}$, and in turn we have $\mathcal{H}^{n-\theta p+\varepsilon}\left(S_{B}\right)=0$. In order to prove the inclusion $B \subset S_{B}$, we consider $x_{0} \in \Omega \backslash S_{B}$ and a radius $R<\min \left\{\operatorname{dist}\left(x_{0}, \partial \Omega\right), 1\right\}$. Then, employing Jensen's inequality and the fractional Poincaré inequality in Lemma 1.66, we estimate

$$
\begin{aligned}
& \left|(f)_{B_{2}-j-1}\left(x_{0}\right)-(f)_{B_{2}-j_{R}\left(x_{0}\right)}\right|^{p} \\
& \quad \leq 2^{n} f_{B_{2-j_{R}}\left(x_{0}\right)}\left|f-(f)_{B_{2-j_{R}}\left(x_{0}\right)}\right|^{p} d x
\end{aligned}
$$

$$
\begin{aligned}
& \leq c(n, p)\left(2^{-j} R\right)^{\theta p-n} \int_{B_{2-j_{R}}\left(x_{0}\right)} \int_{B_{2-j_{R}}\left(x_{0}\right)} \frac{|f(x)-f(y)|^{p}}{|x-y|^{n+\theta p}} d x d y \\
& =c(n, p)\left(2^{-j} R\right)^{\varepsilon_{0}}\left(2^{-j} R\right)^{\theta p-n-\varepsilon_{0}} \lambda\left(B_{2^{-j} R}\left(x_{0}\right)\right) \leq c(n, p) 2^{-j \varepsilon_{0}}
\end{aligned}
$$

for every $j \in \mathbb{N}_{0}$ sufficiently large (depending on the choice $x_{0}$ ). Summing these terms up, we finally obtain

$$
\lim _{j \rightarrow \infty}\left|(f)_{B_{2^{-j}}\left(x_{0}\right)}\right| \leq c\left(n, p, \varepsilon_{0}\right)<\infty
$$

and thus $x_{0} \in \Omega \backslash B$. Since $\varepsilon_{0} \in(0, \varepsilon)$ was arbitrary, $\mathcal{H}^{n-\theta p+\varepsilon}(B)=0$ follows, and the proof of the proposition is complete for $\theta \in(0,1)$.

For $\theta=1$ the assertion follows exactly as above, but in this case we consider the (simpler and even additive) set function $\lambda$ defined via

$$
\lambda(O):=\int_{O}|D f(x)|^{p} d x
$$

for all open subsets $O \subset \Omega$ (cp. Remark 1.75). We may then use the classical Poincaré inequality in Lemma 1.56 for the Sobolev spaces $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ (instead of the Poincaré inequality for the fractional Sobolev spaces) in order to prove the corresponding inclusions $A \subset S_{A}$ and $B \subset S_{B}$, and the assertions on the Hausdorff dimensions of the sets $S_{A}$ and $S_{B}$ are again available from Lemma 1.74.

## Chapter 2 <br> Introduction to the Setting

In these lecture notes, our main interest concerns elliptic partial differential equations of second order in divergence form

$$
\begin{equation*}
-\operatorname{div} a(x, u, D u)=a_{0}(x, u, D u) \quad \text { in } \Omega, \tag{2.1}
\end{equation*}
$$

where $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ and $a_{0}: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N}$ are given vector fields (called the principal part and the inhomogeneity, respectively), $u: \Omega \rightarrow \mathbb{R}^{N}$ is a "solution function" (to be specified below), and $\Omega$ is a bounded, open set in $\mathbb{R}^{n}$ (with $n \geq 2$ and $N \geq 1$ ). Such a (system of) partial differential equation is classified as quasilinear since it is linear in the highest (i.e. second) order derivatives of the unknown function $u$, with coefficients depending only on the independent space variable $x$ and lower order derivatives of $u$. Supposing suitable assumptions on the vector fields $a$ and $a_{0}$ we wish to investigate the regularity of solutions to (2.1). For this purpose, we will distinguish the scalar case $N=1$ of a single equation and solutions with values in $\mathbb{R}$ (see Chap. 3), and the vectorial case of $N>1$ coupled equations and solutions with values in $\mathbb{R}^{N}$ (see Chaps. 4 and 5). These two cases exhibit fundamental differences with respect to the regularity properties of their solutions.

In this chapter, we first introduce the concept of weak solutions for equations of the form (2.1) and motivate some elementary assumptions (concerning measurability, growth and ellipticity). Then we comment on the connection to the minimization of variational functionals of the form

$$
\begin{equation*}
F[w ; \Omega]:=\int_{\Omega} f(x, w, D w) d x \tag{2.2}
\end{equation*}
$$

with an integrand $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}$, among all functions $w: \Omega \rightarrow \mathbb{R}^{N}$ in a given Dirichlet class, via the Euler-Lagrange formalism.

Weak solutions The idea for the concept of a weak solution to (2.1) departs from the well-known concept of classical solutions.
Definition 2.1 A function $u \in C^{2}\left(\Omega, \mathbb{R}^{N}\right)$ is called a classical solution of the system (2.1) if the identity

$$
-\operatorname{div} a(x, u(x), D u(x))=a_{0}(x, u(x), D u(x))
$$

is satisfied for every point $x \in \Omega$.
If the vector field $a$ is smooth and if $u$ is a classical solution of class $C^{2}$ of (2.1), then we can multiply the equation (2.1) by a smooth function $\varphi$ with compact support in $\Omega$ and integrate over $\Omega$. Applying the integration by parts formula, we thus find

$$
\begin{equation*}
\int_{\Omega} a(x, u, D u) \cdot D \varphi d x=\int_{\Omega} a_{0}(x, u, D u) \cdot \varphi d x \tag{2.3}
\end{equation*}
$$

This identity might be satisfied for functions $u$ that are not of class $C^{2}$ and not even differentiable in the classical sense, and - similarly to the concept of weak derivatives - we can take the validity of (2.3) for all test functions $\varphi \in$ $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ in order to give a quite general definition of weak solutions (which are also called generalized solutions or solutions in the sense of distributions) in a suitable Sobolev space.
Definition 2.2 A function $u \in W_{\mathrm{loc}}^{1, p}\left(\Omega, \mathbb{R}^{N}\right) \cap L_{\mathrm{loc}}^{q}\left(\Omega, \mathbb{R}^{N}\right)$, for some $p \in$ $[1, \infty)$ and $q \in[p, \infty]$, is called a weak solution of the system (2.1) if

$$
\begin{aligned}
& x \mapsto a(x, u(x), D u(x)) \in L_{\mathrm{loc}}^{p^{\prime}}\left(\Omega, \mathbb{R}^{N n}\right), \\
& x \mapsto a_{0}(x, u(x), D u(x)) \in L_{\mathrm{loc}}^{q^{\prime}}\left(\Omega, \mathbb{R}^{N}\right),
\end{aligned}
$$

and if for all $\varphi \in C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ there holds

$$
\begin{equation*}
\int_{\Omega} a(x, u, D u) \cdot D \varphi d x=\int_{\Omega} a_{0}(x, u, D u) \cdot \varphi d x \tag{2.4}
\end{equation*}
$$

Remark 2.3 In fact, weaker integrability assumptions are sufficient to give a meaning to the integrals appearing in (2.4). This leads to the concept of very weak solutions which a priori belong only to a Sobolev spaces $W^{1, r}\left(\Omega, \mathbb{R}^{N}\right)$ with $r \in[\min \{1, p-1\}, p)$, cf. [55].

The integrability conditions in Definition 2.2 can actually be guaranteed by suitable assumptions on the vector fields $a$ and $a_{0}$. To this end, since $u$ and $D u$ are in general merely measurable functions, we need to ensure in the first place that the compositions $x \mapsto a(x, u(x), D u(x))$ and $x \mapsto a_{0}(x, u(x), D u(x))$ are again measurable in $\Omega$. In this regard, we shall always suppose that
$a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ and $a_{0}: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N}$ satisfy the Carathéodory condition, that is, they are measurable with respect to $x$ for all $(u, z)$ and continuous with respect to $(u, z)$ for almost every $x$ (with $u$ denoting the function variable and with $z$ denoting the gradient variable). This is a crucial assumption since the composition of a Carathéodory function with a measurable function is again measurable (note that measurability is not necessarily the case for the composition of two functions which are merely Lebesgue-measurable).
Lemma 2.4 Let $k \in \mathbb{N}$ and consider a Carathéodory function $h: \Omega \times \mathbb{R}^{k} \rightarrow$ $\mathbb{R}$, that is, it satisfies
(i) $x \mapsto h(x, y)$ is measurable for every $y \in \mathbb{R}^{k}$,
(ii) $y \mapsto h(x, y)$ is continuous for almost every $x \in \Omega$.

If $v: \Omega \rightarrow \mathbb{R}^{k}$ is a measurable function, then also $x \mapsto h(x, v(x))$ is measurable in $\Omega$.

Proof Following [40, Proof of Lemma 4.2] we first assume that $v$ is a simple function, i.e., that it has a representation

$$
v(x)=\sum_{i=1}^{m} \lambda_{i} \mathbb{1}_{E_{i}}(x)
$$

for measurable, disjoint subsets $\left(E_{i}\right)_{i=1, \ldots, m}$ of $\Omega$ with $\cup_{i=1}^{m} E_{i}=\Omega$ and values $\left(\lambda_{i}\right)_{i=1, \ldots, m}$ in $\mathbb{R}$, for some $m \in \mathbb{N}$. Then the sub-level sets to level $\ell \in \mathbb{R}$ of the composition $x \mapsto h(x, v(x))$ are given by

$$
\{x \in \Omega: h(x, v(x))<\ell\}=\bigcup_{i=1}^{m}\left\{x \in E_{i}: h\left(x, \lambda_{i}\right)<\ell\right\}
$$

and as the union of measurable sets all sub-level sets are again measurable. Thus, the composition $x \mapsto h(x, v(x))$ is measurable for every simple function $v$ on $\Omega$. Since an arbitrary measurable function $v$ is the pointwise limit of a sequence $\left(v_{j}\right)_{j \in \mathbb{N}}$ of simple functions, the continuity of $h$ with respect to the $y$-variable yields

$$
h(x, v(x))=\lim _{j \rightarrow \infty} h\left(x, v_{j}(x)\right) \quad \text { for almost all } x \in \Omega .
$$

Consequently, we obtain the measurability of the composition $x \mapsto h(x, v(x))$ for arbitrary measurable functions $v$ on $\Omega$, because it can be written as the pointwise limit of a sequence of measurable functions.

In the second place, we need to ensure the integrability condition of the compositions $x \mapsto a(x, u(x), D u(x))$ and $x \mapsto a_{0}(x, u(x), D u(x))$ with suitable exponents $p^{\prime}$ and $q^{\prime}$, respectively. In the most classical case $p=q$,
this can easily be verified by imposing the following growth assumptions

$$
\begin{align*}
\left|a_{0}(x, u, z)\right| & \leq L(1+|z|)^{p-1}  \tag{2.5}\\
|a(x, u, z)| & \leq L(1+|z|)^{p-1} \tag{2.6}
\end{align*}
$$

for some $L \geq 1$, almost every $x \in \Omega$, and all $(u, z) \in \mathbb{R}^{N} \times \mathbb{R}^{N n}$.
Remark 2.5 If $u$ is a weak solution of the system (2.1) under the assumptions that the vector fields $a$ and $a_{0}$ satisfy the Carathéodory condition and the growth assumptions (2.5) and (2.6) and if $u$ belongs even to $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, then the identity (2.4) holds by approximation for all test functions $\varphi \in$ $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$. In particular, this allows to use modifications of the weak solution as test functions.

In this situation, every classical solution is clearly a weak solution, but the existence of classical solutions is hard to establish (and in fact fails already for quite simple examples). However, the existence of weak solutions can be obtained under quite general assumptions, for example, via methods from functional analysis like Galerkin's method for nonlinear monotone operators. In a second step, since weak solutions are not a priori differentiable in the classical sense, the regularity of weak solutions needs to be investigated. Both for the existence and regularity theory, an ellipticity assumption on the principal part $a$ plays a crucial role. The system (2.1) of partial differential equations is called elliptic if $z \mapsto a(x, u, z)$ is differentiable for almost all $x \in \Omega$ and every $u \in \mathbb{R}^{N}$ and if the bilinear form $D_{z} a(x, u, z)$ is positive definite for almost every $x \in \Omega$ and all $(u, z) \in \mathbb{R}^{N} \times \mathbb{R}^{N n}$. More precisely, we shall work under a strict ellipticity condition, which is compatible with the integrability assumptions, namely that

$$
D_{z} a(x, u, z) \xi \cdot \xi \geq(1+|z|)^{p-2}|\xi|^{2}
$$

holds for almost every $x \in \Omega$, all $u \in \mathbb{R}^{N}$ and all $z, \xi \in \mathbb{R}^{N n}$. The most prominent example, which satisfies all aforementioned assumptions with $p=$ 2 is the Laplace equation, and in the course of the lecture notes we will in particular be able study the regularity of weak solutions to nonlinear variants of this very classical equation.

Minimizers A related problem is the minimization of the variational functional (2.2) in Sobolev spaces (and not in classes of functions which are differentiable in the classical sense).
Definition 2.6 A function $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, for some $p \in[1, \infty)$, is called a minimizer of the functional (2.2) in $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ if

$$
x \mapsto f(x, u(x), D u(x)) \in L^{1}(\Omega),
$$

and if for all $\varphi \in W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ we have

$$
F[u ; \Omega] \leq F[u+\varphi ; \Omega]
$$

Remark 2.7 Under further regularity assumptions on $f$ (such as Lipschitzcontinuity in the gradient variable) one can introduce weak minimizers, for which only

$$
\int_{\Omega}[f(x, u+\varphi, D u+D \varphi)-f(x, u, D u)] d x \geq 0
$$

is required, but not finiteness of $F[u ; \Omega]$ (in fact, the existence of the previous integral might follow from cancellation effects), cf. [49].

Similarly as for the quasilinear systems above, the integrability condition in Definition 2.6 can be guaranteed by suitable assumptions on the integrand $f$. For simplicity, we will always suppose that $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}$ satisfies the Carathéodory condition and the growth assumption

$$
\begin{equation*}
|f(x, u, z)| \leq L(1+|z|)^{p} \tag{2.7}
\end{equation*}
$$

for some $L \geq 1$, almost every $x \in \Omega$, and all $(u, z) \in \mathbb{R}^{N} \times \mathbb{R}^{N n}$. In this way, we do not only ensure that the function $x \mapsto f(x, w(x), D w(x))$ is in $L^{1}(\Omega)$ for every function $w$ in the Sobolev space $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, but we also have variational methods at our disposal. In particular, if one requires, in analogy to the introduction of the ellipticity condition for quasilinear systems, in addition coercivity of the integrand in the sense of

$$
f(x, u, z) \geq|z|^{p}
$$

for almost every $x \in \Omega$ and all $(u, z) \in \mathbb{R}^{N} \times \mathbb{R}^{N n}$, and a suitable notion of convexity of $f$ with respect to the gradient variable (such as convexity or quasiconvexity), one easily obtains the existence of minimizers in arbitrary Dirichlet classes in $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, via the application of the direct method in the calculus of variations.

In order to make a connection to quasilinear elliptic systems in divergence form, we observe that, if $f$ is sufficiently regular, then every minimizer of $F[\cdot ; \Omega]$ is a weak solution of the associated Euler-Lagrange equation. This is essentially a consequence of the fact that the function $t \mapsto F[u+t \varphi ; \Omega]$ (with $t \in \mathbb{R}$ ) attains its minimal value at $t=0$, and for a rigorous proof we refer to [13, Theorem 3.37].

Lemma 2.8 Let $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, for some $p \in[1, \infty)$, be a minimizer of the functional (2.2) with a Carathéodory integrand $f: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}$
satisfying (2.7) and such that $u \mapsto f(x, u, z)$ and $z \mapsto f(x, u, z)$ are differentiable in the classical sense with

$$
\begin{aligned}
\left|D_{u} f(x, u, z)\right| & \leq L(1+|z|)^{p-1} \\
\left|D_{z} f(x, u, z)\right| & \leq L(1+|z|)^{p-1}
\end{aligned}
$$

for almost every $x \in \Omega$, and all $(u, z) \in \mathbb{R}^{N} \times \mathbb{R}^{N n}$. Then $u$ is a weak solution of the Euler-Lagrange system

$$
\operatorname{div} D_{z} f(x, u, D u)=D_{u} f(x, u, D u) \quad \text { in } \Omega
$$

However, often it is not possible to obtain the relevant properties of minimizers via the Euler-Lagrange system. On the one hand, the integrand might be not sufficiently regular for the Euler-Lagrange system to exist. On the other hand, in the passage from the minimization problem to the Euler-Lagrange system one loses the crucial information of the minimization property. As a matter of fact, minimizers enjoy often better regularity properties than a general critical point of the functional, that is, of a general weak solution of the Euler-Lagrange system. For these reasons, parts of regularity theory are treated separately for minimizers of variational functionals and for weak solutions to partial differential equations in divergence form, but nevertheless they share some fundamental features, which will be detailed for two specific examples.

## Chapter 3 <br> The Scalar Case

The aim of this chapter is to discuss some full (that is everywhere) regularity results for scalar-valued weak solutions to second order elliptic equations in divergence forms. This means that we study equations of the form

$$
\begin{equation*}
-\operatorname{div} a(x, u, D u)=a_{0}(x, u, D u) \quad \text { in } \Omega, \tag{3.1}
\end{equation*}
$$

with $\Omega \subset \mathbb{R}^{n}$ a bounded domain and where we shall always suppose that the vector field $a: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and the inhomogeneity $a_{0}: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfy the Carathéodory condition and that a suitable ellipticity condition holds. Weak solutions only belong to some Sobolev space (consequently, neither are they necessarily continuous nor do derivatives a priori exist in the classical sense), and hence, their regularity needs to be investigated. In what follows, we prove local Hölder regularity of weak solution to (3.1), merely under these quite general assumptions. For this purpose, we explain two different (and classical) strategies of proof dating back to the late 1950s. First, we present De Giorgi's level set technique developed in [15], in a unified approach that applies both to weak solutions of elliptic equations and to minimizers of variational integrals, via the study of $Q$-minimizers of suitable functionals. We then address, for the specific case of linear elliptic equations, an alternative proof of the everywhere regularity result of weak solutions via Moser's iteration method relying on [67].

### 3.1 De Giorgi's Level Set Technique

De Giorgi proved in [15] local Hölder regularity for weak solutions to linear equations of the form

$$
\operatorname{div}(a(x) D u)=0 \quad \text { in } \Omega,
$$

assuming merely that the coefficients $a: \Omega \rightarrow \mathbb{R}^{n \times n}$ are measurable, bounded and elliptic. With this initial regularity result at hand, one easily finds that weak solutions of such equations are in fact analytic whenever the equation has analytic coefficients. In doing so De Giorgi gave an affirmative answer to one of the celebrated 23 problems, which were outlined by Hilbert [47] at the International Congress of Mathematicians in Paris in 1900, namely to

> Hilbert's 19th Problem: "Sind die Lösungen regulärer Variationsprobleme stets notwendig analytisch?" (Are the solutions of regular variational problems always analytic?)

To provide some further historical background, let us note that Hilbert was particularly interested in the minimization of convex variational functionals (and here in the most relevant case $n=2$ and $N=1$ from the point of view of physics). Restricting ourselves for the moment to simple functionals of the form

$$
w \mapsto \int_{\Omega} f(D w) d x
$$

for a smooth, convex integrand $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, the associated Euler-Lagrange equation, cf. Lemma 2.8, is a homogeneous elliptic partial differential equation with a smooth vector field. Moreover, formal differentiation shows that every minimizer $u$ solves the equation

$$
\operatorname{div}\left(D_{z}^{2} f(D u) D D_{i} u\right)=0 \quad \text { in } \Omega
$$

for every $i \in\{1, \ldots, n\}$. In other words, every partial first order derivative of $u$ solves a linear elliptic equation, with coefficients given by $a(x)$ := $D_{z}^{2} f(D u(x))$ for $x \in \Omega$. Therefore, if one starts from a minimizer, which a priori belongs only to some Sobolev space, then the coefficients of the (linear) equation solved by its derivatives are merely measurable, which is precisely the assumption imposed originally by De Giorgi. We further remark that Nash [69] obtained independently and simultaneously to De Giorgi a similar result, which states the regularity of bounded weak solutions to parabolic equations (and, by specializing in the time-independent case, also to elliptic equations). Shortly after the publications of De Giorgi and Nash, Moser [67] proposed another strategy of proof to deduce everywhere regularity of weak solutions, which will be detailed in Sect.3.2. Later on, these results were extended to weak solutions of nonlinear equations and to minimizers of variational functionals, still under very mild assumptions (see for example the book of Ladyzhenskaya and Ural'tseva [53] or the paper [32] by Giaquinta and Giusti). In conclusion, Hilbert's 19th problem is considered to be solved.

In this section we present the essential ideas of De Giorgi's method, in a unified approach that applies both to weak solutions of elliptic equations
and to minimizers of variational integrals, via the study of $Q$-minimizers of suitable functionals. We follow closely the exposition in Giusti's monograph [40, Chapter 7] (where even more general functionals are discussed). Before explaining the idea behind, we start by introducing the concept and some examples of $Q$-minimizers.

Definition 3.1 Let $Q \geq 1$. A function $u \in W^{1, p}(\Omega)$, for some $p \in$ $[1, \infty)$, is called a $Q$-minimizer of the functional (2.2) in $W^{1, p}(\Omega)$ if $x \mapsto$ $f(x, u(x), D u(x)) \in L^{1}(\Omega)$ and if for all open sets $\Omega^{\prime} \subset \Omega$ and every $\varphi \in W_{0}^{1, p}\left(\Omega^{\prime}\right)$ we have

$$
F\left[u ; \Omega^{\prime}\right] \leq Q F\left[u+\varphi ; \Omega^{\prime}\right] .
$$

If the previous inequality holds only for all non-positive or all non-negative functions $\varphi \in W_{0}^{1, p}\left(\Omega^{\prime}\right)$, then $u$ is called a sub- $Q$-minimizer or super- $Q$ minimizer, respectively.

Remarks 3.2
(i) The notion of $Q$-minimizers was introduced by Giaquinta and Giusti in [34] in order to unify the treatment of weak solutions to elliptic equations in divergence form and of minimizers of variational integrals (and other related problems).
(ii) Minimizers are obviously $Q$-minimizers for $Q=1$ (but not necessarily for any $Q>1$, as can be easily demonstrated by taking the integrand $f \equiv-1$ ).
(iii) Another definition of $Q$-minimizer requires the minimality condition only for $\Omega^{\prime}=\operatorname{spt} \varphi$. At least in the case $f \geq 0$, this definition is easily seen to be equivalent. In our later consideration, this will always be the case (otherwise $F\left[u+\varphi ; \Omega^{\prime}\right]$ might be negative and then the existence of $Q$-minimizers with $Q>1$ could fail). Moreover, the assumption of non-negativity of the integrand implies that every $Q$-minimizer is in particular a $Q^{\prime}$-minimizer for every $Q^{\prime} \geq Q$.

## Examples 3.3 (of Q-minimizers)

(i) Assume that the integrand $f: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfies the Carathéodory condition and suppose further that the coercivity and growth condition $|z|^{p} \leq f(x, u, z) \leq L|z|^{p}$ holds for almost every $x \in \Omega$, all $(u, z) \in \mathbb{R} \times \mathbb{R}^{n}$ and some $p \in[1, \infty)$. Then every minimizer $u \in W^{1, p}(\Omega)$ of $F[\cdot ; \Omega]$ is a $Q$-minimizer (with $Q=L$ ) of the Dirichlet or $p$-energy

$$
E_{p}[w ; \Omega]:=\int_{\Omega}|D w|^{p} d x
$$

Accordingly, every $Q_{f}$-minimizer of $F[\cdot ; \Omega]$ is a $Q$-minimizer (with $Q=$ $\left.L Q_{f}\right)$ of $E_{p}[\cdot ; \Omega]$.
(ii) Assume that the vector field $a: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and the inhomogeneity $a_{0}: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfy the Carathéodory condition, the growth conditions (2.5) and (2.6), and suppose further that $a(x, u, z) \cdot z \geq|z|^{p}$ holds for almost every $x \in \Omega$, all $(u, z) \in \mathbb{R} \times \mathbb{R}^{n}$ and some $p \in(1, \infty)$. Then every weak solution $u \in W^{1, p}(\Omega)$ to the equation (3.1) is a $Q$-minimizers of the functional

$$
\tilde{E}_{p}[w ; \Omega]:=\int_{\Omega}(1+|D w|)^{p} d x
$$

with $Q=Q\left(n, p, L, \Omega,\|D u\|_{L^{p}\left(\Omega, \mathbb{R}^{n}\right)}\right)$.
Proof We consider an arbitrary function $\varphi \in W_{0}^{1, p}\left(\Omega^{\prime}\right)$, for $\Omega^{\prime}$ an open subset of $\Omega$.
(i) Since $F\left[u+\varphi ; \Omega \backslash \Omega^{\prime}\right]=F\left[u ; \Omega \backslash \Omega^{\prime}\right]$ holds, the assertion follows from the $Q_{f}$-minimizing property of $u$, combined with the growth assumptions on the integrand:

$$
\begin{aligned}
\int_{\Omega^{\prime}}|D u|^{p} d x & \leq \int_{\Omega^{\prime}} f(x, u, D u) d x \\
& \leq Q_{f} \int_{\Omega^{\prime}} f(x, u+\varphi, D u+D \varphi) d x \\
& \leq L Q_{f} \int_{\Omega^{\prime}}|D u+D \varphi|^{p} d x
\end{aligned}
$$

(ii) Since $u$ is a weak solution, we first observe

$$
\begin{aligned}
& \int_{\Omega^{\prime}} a(x, u, D u) \cdot D u d x \\
& \quad=\int_{\Omega^{\prime}} a(x, u, D u) \cdot(D u+D \varphi) d x-\int_{\Omega^{\prime}} a_{0}(x, u, D u) \varphi d x
\end{aligned}
$$

Hence, invoking the growth assumptions on $a_{0}, a$ and applying Hölder's inequality, we find

$$
\begin{aligned}
& \int_{\Omega^{\prime}}|D u|^{p} d x \\
& \quad \leq L \int_{\Omega^{\prime}}(1+|D u|)^{p-1}|D u+D \varphi| d x+L \int_{\Omega^{\prime}}(1+|D u|)^{p-1}|\varphi| d x \\
& \quad \leq c(p, L)\left(\int_{\Omega^{\prime}}(1+|D u|)^{p} d x\right)^{\frac{p-1}{p}}\left(\int_{\Omega^{\prime}}\left(|D u+D \varphi|^{p}+|\varphi|^{p}\right) d x\right)^{\frac{1}{p}} .
\end{aligned}
$$

To estimate the integral involving $\varphi$ on the right-hand side, we use Poincaré's inequality from Lemma 1.56 and obtain

$$
\int_{\Omega^{\prime}}|\varphi|^{p} d x \leq c(n, p, \Omega) \int_{\Omega^{\prime}}\left(|D u|^{p}+|D u+D \varphi|^{p}\right) d x .
$$

Combining these two inequalities, we arrive at the assertion.
De Giorgi's method is based on the geometric idea that boundedness (and in a second step even continuity) of a measurable function $u$, defined over $\Omega$, can be investigated via the analysis of the decay of its level sets. For a ball $B_{R}\left(x_{0}\right) \subset \Omega$, we hence introduce the super-level set and the sub-level set of $u$ to level $k \in \mathbb{R}$ as

$$
\begin{aligned}
& A\left(k, x_{0}, R\right):=\left\{x \in B_{R}\left(x_{0}\right): u(x)>k\right\}, \\
& B\left(k, x_{0}, R\right):=\left\{x \in B_{R}\left(x_{0}\right): u(x)<k\right\} .
\end{aligned}
$$

Obviously, we have $\left|A\left(k, x_{0}, R\right)\right|+\left|B\left(k, x_{0}, R\right)\right|=\left|B_{R}\left(x_{0}\right)\right|$ for almost every level $k$, and the super-level set of $u$ to the level $k$ is exactly the sub-level set of the function $-u$ to the level $-k$. This simple fact relates sub- $Q$-minimizers of $F$ to super- $Q$-minimizers of the related functional with integrand given by $f(x,-u,-z)$ and vice versa. In what follows, we will precisely study the decay of the level set in dependence of the level $k$, and we start by explaining, how sub- $Q$-minimality and super- $Q$-minimality allows for estimates of the measure of $A\left(k, x_{0}, R\right)$ and $B\left(k, x_{0}, R\right)$, respectively.

### 3.1.1 Local Boundedness

Our first aim is to show that every sub- $Q$-minimizer is bounded from above and that every super- $Q$-minimizer is bounded from below, supposing only $p$ growth assumptions on the integrand $f$ of the functional $F$ defined in (2.2). To this end, we observe that one-sided boundedness is equivalent to the fact that the super-level set $A\left(k, x_{0}, R\right)$ and the sub-level set $B\left(-k, x_{0}, R\right)$, respectively, are of Lebesgue measure zero for some finite number $k$. If the function under consideration belongs to the Sobolev space $W^{1, p}(\Omega)$ for some $p>n$, then the existence of such a level $k$ is of course trivial, due to Morrey's embedding from Theorem 1.61, but for the general case $p \geq 1$, this is a non-trivial task, which is accomplished in this section (along with a quantitative estimate). The starting point for the analysis of the level sets is the following lemma.

Lemma 3.4 Let $u \in W^{1, p}(\Omega)$, for some $p \in[1, \infty)$, be a sub- $Q$-minimizer of the functional $F[\cdot ; \Omega]$ with a Carathéodory integrand $f: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$
satisfying the growth condition

$$
\begin{equation*}
|z|^{p} \leq f(x, u, z) \leq L(1+|z|)^{p} \tag{3.2}
\end{equation*}
$$

for almost every $x \in \Omega$ and all $(u, z) \in \mathbb{R} \times \mathbb{R}^{n}$. There exists a constant $c$ depending only on $p, L$, and $Q$ such that, for every $k \in \mathbb{R}$ and every pair of concentric balls $B_{r}\left(x_{0}\right) \Subset B_{R}\left(x_{0}\right) \subset \Omega$, we have

$$
\int_{A\left(k, x_{0}, r\right)}|D u|^{p} d x \leq c(R-r)^{-p} \int_{A\left(k, x_{0}, R\right)}(u-k)^{p} d x+c\left|A\left(k, x_{0}, R\right)\right|
$$

Proof Without loss of generality we assume $x_{0}=0$. We consider $r \leq \varrho<$ $\sigma \leq R$ and take a cut-off function $\eta \in C_{0}^{\infty}\left(B_{\sigma},[0,1]\right)$ satisfying $\eta \equiv 1$ in $B_{\varrho}$ and $|D \eta| \leq 2(\sigma-\varrho)^{-1}$. We now use the sub- $Q$-minimizing property of $u$ with the test function $\varphi=-\eta(u-k)_{+}$, which means that we compare $u$ with a modification of $u$ obtained by essentially cutting off the values greater than $k$ in the smaller ball $B_{\varrho}$ (and interpolating between $u$ and the cut version in the annulus $\left.B_{\sigma} \backslash B_{\varrho}\right)$. By definition of the set $A(k, 0, \sigma)$ it is clear that $\varphi$ is different from zero at most on $A(k, 0, \sigma)$. Note that a priori this set is only measurable, but not necessarily open. However, due to the growth assumptions on $f$ and the absolute continuity of the integral, the domain of integration in the definition of (sub- or super-) $Q$-minimizers may also be chosen as a measurable set containing the support of $\varphi$. In this way, we find

$$
\begin{aligned}
\int_{A(k, 0, \sigma)}|D u|^{p} d x & \leq \int_{A(k, 0, \sigma)} f(x, u, D u) d x \\
& \leq Q \int_{A(k, 0, \sigma)} f(x, u+\varphi, D(u+\varphi)) d x \\
& \leq L Q \int_{A(k, 0, \sigma)}(1+|D(u+\varphi)|)^{p} d x
\end{aligned}
$$

To estimate the right-hand side we observe

$$
|D(u+\varphi)|^{p} \leq c(p)\left((1-\eta)^{p}|D u|^{p}+(\sigma-\varrho)^{-p}(u-k)^{p}\right)
$$

on $A(k, 0, \sigma)$. With $\eta \equiv 1$ on $B_{\varrho}$, this gives

$$
\begin{aligned}
\int_{A(k, 0, \varrho)}|D u|^{p} d x \leq c_{0}(p, L, Q)\left[\int_{A(k, 0, \sigma)}(1\right. & \left.+(\sigma-\varrho)^{-p}(u-k)^{p}\right) d x \\
& \left.+\int_{A(k, 0, \sigma) \backslash A(k, 0, \varrho)}|D u|^{p} d x\right] .
\end{aligned}
$$

Now we fill the hole in the second integral on the right-hand side by adding the integral of $c_{0}|D u|^{p}$ over $A(k, 0, \varrho)$ to both sides of the inequality (and with $c_{0}$ exactly the constant appearing in the previous inequality). This yields after division by $c_{0}+1$ :

$$
\begin{aligned}
& \int_{A(k, 0, \varrho)}|D u|^{p} d x \leq \int_{A(k, 0, \sigma)}\left(1+(\sigma-\varrho)^{-p}(u-k)^{p}\right) d x \\
&+\frac{c_{0}}{c_{0}+1} \int_{A(k, 0, \sigma)}|D u|^{p} d x .
\end{aligned}
$$

Recalling that the radii $\varrho$ and $\sigma$ were chosen arbitrarily with $r \leq \varrho<\sigma \leq R$, we may employ the iteration Lemma B. 1 with the choices

$$
\phi(\varrho):=\int_{A(k, 0, \varrho)}|D u|^{p} d x \quad \text { and } \quad \vartheta=c_{0} /\left(c_{0}+1\right) \in(0,1) .
$$

This yields

$$
\int_{A(k, 0, r)}|D u|^{p} d x \leq c(p, L, Q)(R-r)^{-p} \int_{A(k, 0, R)}(u-k)^{p} d x+c|A(k, 0, R)|
$$

and finishes the proof of the lemma.
Corollary 3.5 Let $u \in W^{1, p}(\Omega)$, for some $p \in[1, \infty)$, be a super- $Q$ minimizer of the functional $F[\cdot ; \Omega]$ with a Carathéodory integrand $f: \Omega \times$ $\mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfying the growth condition (3.2). There exists a constant $c$ depending only on $p, L$, and $Q$ such that, for every $k \in \mathbb{R}$ and every pair of concentric balls $B_{r}\left(x_{0}\right) \Subset B_{R}\left(x_{0}\right) \subset \Omega$, we have

$$
\int_{B\left(k, x_{0}, r\right)}|D u|^{p} d x \leq c(R-r)^{-p} \int_{B\left(k, x_{0}, R\right)}(k-u)^{p} d x+c\left|B\left(k, x_{0}, R\right)\right|
$$

Proof If $u$ is a super- $Q$-minimizer of the functional $F[\cdot ; \Omega]$, then $-u$ is a sub-$Q$-minimizer of the functional $F^{\prime}[w ; \Omega]:=\int_{\Omega} f(x,-w,-D w) d x$. With the substitutions $u$ by $-u$ and $k$ by $-k$ the assertion follows from Lemma 3.4.

Remark 3.6 The hole-filling technique was first implemented by Widman [83]. It is nowadays a standard tool in the regularity theory for parabolic and elliptic problems, which allows to obtain immediately - and without the application of further deep results such as Gehring's Theorem 1.22 improved estimates and higher regularity of solutions (such as Morrey or Hölder regularity and higher integrability).

Remark 3.7 Estimates of the form

$$
\|D u\|_{L^{p}\left(O^{\prime}, \mathbb{R}^{n}\right)} \leq c\left(O^{\prime}, O\right)\|u\|_{L^{p}(O)}+\text { error terms }
$$

for sets $O^{\prime} \subset O$ are called Caccioppoli-type inequalities, named after Caccioppoli who established similar inequalities for weak solutions of elliptic boundary value problems in [7]. These inequalities are some sort of reverse Poincaré inequality, and for what concerns regularity theory they are usually established as a first step. In this sense the estimates stated in Lemma 3.4 and Corollary 3.5 represent Caccioppoli-type inequalities on level sets.

De Giorgi's achievement in [15] was the discovery that all information concerning boundedness (and even Hölder continuity as we shall see later) from below or from above is encoded in the previous Caccioppoli-type inequalities. Therefore, he introduced new classes of functions - today known as De Giorgi classes -, which are defined via the validity of these inequalities, cp. [40, Definition 7.1] and [53, Chapter 2.5]. However, as a matter of fact, these classes may in general contain also other functions than sub- $Q$ minimizers or super- $Q$-minimizers.

Definition 3.8 We say that a function $u \in W^{1, p}(\Omega)$, with $p \in[1, \infty)$, belongs to the De Giorgi class $D G_{p}^{+}(\Omega)$ if there exists a constant $C_{0}$, a number $k_{0} \in \mathbb{R}$, and a radius $R_{0}$ such that for every pair of concentric balls $B_{r}\left(x_{0}\right) \Subset B_{R}\left(x_{0}\right) \subset \Omega$ with $R \leq R_{0}$ and for every level $k \geq k_{0}$ we have

$$
\int_{A\left(k, x_{0}, r\right)}|D u|^{p} d x \leq C_{0}(R-r)^{-p} \int_{A\left(k, x_{0}, R\right)}(u-k)^{p} d x+C_{0}\left|A\left(k, x_{0}, R\right)\right| .
$$

We further say that $u$ belongs to $D G_{p}^{-}(\Omega)$ if $-u$ belongs to the De Giorgi class $D G_{p}^{+}(\Omega)$. Finally, we define $D G_{p}(\Omega)$ as the class of functions in $W^{1, p}(\Omega)$ which belong to both De Giorgi classes $D G_{p}^{+}(\Omega)$ and $D G_{p}^{-}(\Omega)$.

Via Sobolev's inequality as the second main ingredient, these Caccioppolitype inequalities now lead to (one-sided) boundedness of functions in the De Giorgi classes, cf. [15, Lemma IV].

Theorem 3.9 (De Giorgi) Let $u \in D G_{p}^{+}(\Omega)$ for some $p \in[1, \infty)$. Then $u$ is locally bounded from above, i.e. $u_{+} \in L_{\mathrm{loc}}^{\infty}(\Omega)$, and for every ball $B_{R}\left(x_{0}\right) \subset$ $\Omega$ with $R \leq R_{0}$ we have

$$
\begin{aligned}
\sup _{B_{R / 2}\left(x_{0}\right)} u \leq & k_{0}+c_{1}\left(n, p, C_{0}\right) R \\
& +c_{1}\left(n, p, C_{0}\right)\left(R^{-n} \int_{A\left(k_{0}, x_{0}, R\right)}\left(u-k_{0}\right)^{p} d x\right)^{\frac{1}{p}}\left(\frac{\left|A\left(k_{0}, x_{0}, R\right)\right|}{R^{n}}\right) .
\end{aligned}
$$

Proof Without loss of generality we may assume $x_{0}=0$. We fix $R \leq R_{0}$ such that $B_{R} \subset \Omega$ and a number $k>k_{0}$. Then we take two radii $\varrho, \sigma$ such that $R / 2 \leq \varrho<\sigma \leq R$ and a cut-off function $\eta \in C_{0}^{\infty}\left(B_{(\varrho+\sigma) / 2},[0,1]\right)$ satisfying $\eta \equiv 1$ on $B_{\varrho}$ and $|D \eta| \leq 4(\sigma-\varrho)^{-1}$. Applying first Hölder's inequality, then Sobolev's inequality (Lemma 1.51), and finally the Caccioppoli-type estimate from Definition 3.8 of the De Giorgi class $D G_{p}^{+}(\Omega)$, we find for $p<n$

$$
\begin{align*}
& \int_{A(k, 0, \varrho)}(u-k)^{p} d x \leq \int_{A(k, 0,(\varrho+\sigma) / 2)} \eta^{p}(u-k)^{p} d x \\
& \leq|A(k, 0, \sigma)|^{1-\frac{p}{p^{*}}}\left(\int_{A(k, 0,(\varrho+\sigma) / 2)} \eta^{p^{*}}(u-k)^{p^{*}} d x\right)^{\frac{p}{p^{*}}} \\
& \leq c(n, p)|A(k, 0, \sigma)|^{1-\frac{p}{p^{*}}}\left[\int_{A(k, 0,(\varrho+\sigma) / 2)}|D u|^{p} d x\right. \\
& \left.\quad+(\sigma-\varrho)^{-p} \int_{A(k, 0,(\varrho+\sigma) / 2)}(u-k)^{p} d x\right] \\
& \leq c\left(n, p, C_{0}\right)|A(k, 0, \sigma)|^{\frac{p}{n}}\left[(\sigma-\varrho)^{-p} \int_{A(k, 0, \sigma)}(u-k)^{p} d x+|A(k, 0, \sigma)|\right] . \tag{3.3}
\end{align*}
$$

This inequality is obtained in a similar way for $p \geq n$, by first applying Sobolev's inequality (with exponent $n p /(n+p) \in[1, n)$ instead of $p$ ) and then Hölder's inequality. The significance of this inequality becomes clear by looking carefully at the crucial terms arising on the right-hand side of (3.3). We first observe that the same integral as on the left-hand side appears, but on the super-level set for the larger ball $B_{\sigma}$, Secondly, the factor $(\sigma-\varrho)^{-p}$ arises, which is critical only for small values of $\sigma-\varrho$. Finally (and most importantly), the factor $|A(k, 0, \sigma)|^{\frac{p}{n}}$ is present, which can be made arbitrarily small for $k$ large. To have a quantitative estimate for this smallness, we calculate, for a level $h \in\left[k_{0}, k\right)$,

$$
\begin{aligned}
|A(k, 0, \sigma)| & \leq(k-h)^{-p} \int_{A(k, 0, \sigma)}(u-h)^{p} d x \\
& \leq(k-h)^{-p} \int_{A(h, 0, \sigma)}(u-h)^{p} d x .
\end{aligned}
$$

Hence, the measure of $A(k, 0, \sigma)$ is related to $\int_{A(h, 0, \sigma)}(u-h)^{p} d x$ via negative powers of the difference $k-h$. Moreover, we easily see

$$
\int_{A(k, 0, \sigma)}(u-k)^{p} d x \leq \int_{A(k, 0, \sigma)}(u-h)^{p} d x \leq \int_{A(h, 0, \sigma)}(u-h)^{p} d x
$$

For a parameter $q \geq 0$ we next define a function $\phi:\left[k_{0}, \infty\right) \times[R / 2, R] \rightarrow \mathbb{R}_{0}^{+}$ via

$$
\phi(k, \varrho):=|A(k, 0, \varrho)|^{q} \int_{A(k, 0, \varrho)}(u-k)^{p} d x
$$

(and note that $\phi$ is non-increasing in $k$ for fixed $\varrho$ and non-decreasing in $\varrho$ for fixed $k$ ). Combining the previous inequalities with the estimate (3.3) (multiplied by $|A(k, 0, \varrho)|^{q}$ ) we thus obtain

$$
\begin{aligned}
& \phi(k, \varrho) \\
& \leq c\left(n, p, C_{0}\right)|A(k, 0, \sigma)|^{q+\frac{p}{n}}\left[(\sigma-\varrho)^{-p} \int_{A(k, 0, \sigma)}(u-k)^{p} d x+|A(k, 0, \sigma)|\right] \\
& \leq c\left(n, p, C_{0}\right)|A(k, 0, \sigma)|^{q+\frac{p}{n}}\left[(\sigma-\varrho)^{-p}+(k-h)^{-p}\right] \int_{A(h, 0, \sigma)}(u-h)^{p} d x \\
& \leq c\left(n, p, C_{0}\right)\left[(\sigma-\varrho)^{-p}(k-h)^{-\frac{p^{2}}{n(1+q)}}+(k-h)^{\left.-p-\frac{p^{2}}{n(1+q)}\right]}\right. \\
& \quad \times|A(h, 0, \sigma)|^{q+\frac{p}{n}-\frac{p}{n(1+q)}}\left(\int_{A(h, 0, \sigma)}(u-h)^{p} d x\right)^{1+\frac{p}{n(1+q)}} \\
& =c\left(n, p, C_{0}\right)\left[(\sigma-\varrho)^{-p}(k-h)^{-\frac{p^{2}}{n(1+q)}}+(k-h)^{-p-\frac{p^{2}}{n(1+q)}}\right] \phi(h, \sigma)^{1+\frac{p}{n(1+q)}} .
\end{aligned}
$$

We are now in the position to apply Lemma B.2, with exponents $\alpha_{1}=$ $p^{2} /(n(1+q)), \alpha_{2}=p$, and $\beta=1+p /(n(1+q))$, which implies that $\phi(k, R / 2)$ vanishes for $k \geq k_{0}+d$ sufficiently great (with $d$ given by Lemma B.2). Equivalently this can be written as

$$
\begin{aligned}
\sup _{B_{R / 2}} u \leq & k_{0}+c\left(n, p, q, C_{0}\right) R \\
& +c\left(n, p, q, C_{0}\right) R^{-\frac{n(1+q)}{p}}\left|A\left(k_{0}, 0, R\right)\right|^{\frac{q}{p}}\left(\int_{A\left(k_{0}, 0, R\right)}\left(u-k_{0}\right)^{p} d x\right)^{\frac{1}{p}},
\end{aligned}
$$

which (with the choice $q=p$ ) proves the assertion.
As an immediate consequence, we obtain for each function $u \in D G_{p}^{-}(\Omega)$ (which by definition is equivalent to $-u \in D G_{p}^{+}(\Omega)$ ) the corresponding statement of local boundedness from below.

Corollary 3.10 Let $u \in D G_{p}^{-}(\Omega)$ for some $p \in[1, \infty)$. Then $u$ is locally bounded from below, i.e. $u_{-} \in L_{\mathrm{loc}}^{\infty}(\Omega)$, and for every ball $B_{R}\left(x_{0}\right) \subset \Omega$ with $R \leq R_{0}$ we have

$$
\begin{aligned}
& \inf _{B_{R / 2}\left(x_{0}\right)} u \geq-k_{0}-c_{1}\left(n, p, C_{0}\right) R \\
& \quad-c_{1}\left(n, p, C_{0}\right)\left(R^{-n} \int_{B\left(-k_{0}, x_{0}, R\right)}\left(-k_{0}-u\right)^{p} d x\right)^{\frac{1}{p}}\left(\frac{\left|B\left(-k_{0}, x_{0}, R\right)\right|}{R^{n}}\right) .
\end{aligned}
$$

### 3.1.2 Local Hölder Continuity

We next study functions belonging to a (suitable) De Giorgi class $D G_{p}(\Omega)$ and wish to show local Hölder continuity, relying only the quantitative $L^{\infty}{ }_{-}$ estimates derived in the previous section combined with the validity of the Caccioppoli-type inequalities (note that the $L^{\infty}$-estimate a priori does not exclude discontinuities). To this end, we introduce, for a locally bounded function $u \in L_{\text {loc }}^{\infty}(\Omega)$, the notations

$$
\begin{aligned}
M\left(x_{0}, R\right) & :=\sup _{B_{R}\left(x_{0}\right)} u \\
m\left(x_{0}, R\right) & :=\inf _{B_{R}\left(x_{0}\right)} u \\
\operatorname{osc}\left(x_{0}, R\right) & :=M\left(x_{0}, R\right)-m\left(x_{0}, R\right)
\end{aligned}
$$

for an arbitrary ball $B_{R}\left(x_{0}\right) \Subset \Omega$. In a first step we investigate the behavior of the size of the super-level sets at levels in a neighbourhood of the maximum of $u$ and show some sort of continuity or quantified smallness of the superlevel sets, cf. [40, Lemma 7.2].
Lemma 3.11 Let $u \in D G_{p}^{+}(\Omega) \cap L_{\mathrm{loc}}^{\infty}(\Omega)$ for some $p \in(1, \infty)$ and let $B_{2 R}\left(x_{0}\right) \Subset \Omega$ with $2 R \leq R_{0}$. Assume further that

$$
\left|A\left(\bar{k}, x_{0}, R\right)\right|<\gamma\left|B_{R}\left(x_{0}\right)\right|
$$

holds for some $\gamma \in(0,1)$ and $\bar{k}:=\left(M\left(x_{0}, 2 R\right)+m\left(x_{0}, 2 R\right)\right) / 2 \geq k_{0}$. If for some integer $\ell \in \mathbb{N}$ we have

$$
\begin{equation*}
\operatorname{osc}\left(x_{0}, 2 R\right) \geq 2^{\ell} R \tag{3.4}
\end{equation*}
$$

then there holds

$$
\left|A\left(k, x_{0}, R\right)\right| \leq c_{2}\left(n, p, C_{0}, \gamma\right) \ell^{-\frac{n(p-1)}{(n-1) p}} R^{n}
$$

for all levels $k \geq M\left(x_{0}, 2 R\right)-2^{-\ell-1} \operatorname{osc}\left(x_{0}, 2 R\right)$.

Proof We here follow [40, Proof of Lemma 7.2]. Without loss of generality we assume $x_{0}=0$. For $M(0,2 R) \geq k>h \geq \bar{k}$ we define a non-negative function $v$ via

$$
v:= \begin{cases}k-h & \text { if } u \geq k \\ u-h & \text { if } h<u<k \\ 0 & \text { if } u \leq h\end{cases}
$$

Since $v$ is identically zero on $\left(B_{R} \backslash A(h, 0, R)\right) \supset\left(B_{R} \backslash A(\bar{k}, 0, R)\right)$, it vanishes on a set of measure greater than $(1-\gamma)\left|B_{R}\right|$. With the same reasoning as in Remark 1.57 (ii) we may thus apply the Sobolev-Poincaré inequality and then Hölder's inequality to obtain

$$
\begin{aligned}
&(k-h)|A(k, 0, R)|^{1-\frac{1}{n}} \leq\left(\int_{B_{R}} v^{\frac{n}{n-1}} d x\right)^{1-\frac{1}{n}} \\
& \quad \leq c(n, p, \gamma) \int_{B_{R}}|D v| d x \\
&=c(n, p, \gamma) \int_{A(h, 0, R) \backslash A(k, 0, R)}|D u| d x \\
& \quad \leq c(n, p, \gamma)|A(h, 0, R) \backslash A(k, 0, R)|^{1-\frac{1}{p}}\left(\int_{A(h, 0, R)}|D u|^{p} d x\right)^{\frac{1}{p}} .
\end{aligned}
$$

In view of $u \in D G_{p}^{+}(\Omega)$ and $h \geq k_{0}$, the integral on the right-hand side is estimated by

$$
\begin{aligned}
\int_{A(h, 0, R)}|D u|^{p} d x & \leq C_{0} R^{-p} \int_{A(h, 0,2 R)}|u-h|^{p} d x+C_{0}|A(h, 0,2 R)| \\
& \leq c\left(n, C_{0}\right) R^{n-p}(M(0,2 R)-h)^{p}+c\left(n, C_{0}\right) R^{n}
\end{aligned}
$$

In combination with the previous inequality, we hence find

$$
\begin{aligned}
&(k-h)^{\frac{p}{p-1}}|A(k, 0, R)|^{\frac{(n-1) p}{n(p-1)}} \\
& \leq c|A(h, 0, R) \backslash A(k, 0, R)|\left[R^{\frac{n-p}{p-1}}(M(0,2 R)-h)^{\frac{p}{p-1}}+R^{\frac{n}{p^{-1}}}\right] \\
& \quad=c[|A(h, 0, R)|-|A(k, 0, R)|] R^{\frac{n-p}{p-1}}\left[(M(0,2 R)-h)^{\frac{p}{p-1}}+R^{\frac{p}{p-1}}\right]
\end{aligned}
$$

with a constant $c$ depending only on $n, p, C_{0}$, and $\gamma$. For $i \in \mathbb{N}_{0}$ we next define an increasing sequence of levels

$$
k_{i}=M(0,2 R)-2^{-i-1} \operatorname{osc}(0,2 R)
$$

and compute

$$
M(0,2 R)-k_{i-1}=2^{-i} \operatorname{osc}(0,2 R)=2\left(k_{i}-k_{i-1}\right)
$$

Applying the previous inequality for the levels $k=k_{i}$ and $h=k_{i-1}$, we obtain

$$
\begin{aligned}
\left|A\left(k_{\ell}, 0, R\right)\right|^{\frac{(n-1) p}{n(p-1)}} \leq & \left|A\left(k_{i}, 0, R\right)\right|^{\frac{(n-1) p}{n(p-1)}} \\
\leq & c\left[\left|A\left(k_{i-1}, 0, R\right)\right|-\left|A\left(k_{i}, 0, R\right)\right|\right] R^{\frac{n-p}{p-1}} \\
& \times\left[1+\left(2^{i+1} \operatorname{osc}(0,2 R)^{-1} R\right)^{\frac{p}{p-1}}\right]
\end{aligned}
$$

for all $i \in\{1, \ldots, \ell\}$. Summing $i$ from 1 to $\ell$ and employing assumption (3.4), we get

$$
\ell\left|A\left(k_{\ell}, 0, R\right)\right|^{\frac{(n-1) p}{n(p-1)}} \leq c\left|A\left(k_{0}, 0, R\right)\right| R^{\frac{n-p}{p-1}} \leq c\left(n, p, C_{0}, \gamma\right) R^{\frac{(n-1) p}{p-1}}
$$

and the claim follows by monotonicity of the level sets.
Taking into account the boundedness result from the previous section, we now proceed to the local Hölder regularity result, cf. [15, Theorema I] and [40, Theorem 7.6].

Theorem 3.12 (De Giorgi) Let $u \in D G_{p}(\Omega)$, for some $p \in(1, \infty)$, be a function which satisfies the Caccioppoli-type inequalities in Definition 3.8 for all levels $k \in \mathbb{R}$ and $R_{0}=1$. Then there exists a positive exponent $\alpha=\alpha\left(n, p, C_{0}\right)$ such that $u$ is locally Hölder continuous in $\Omega$ with Hölder exponent $\alpha$, i.e. $u \in C^{0, \alpha}(\Omega)$.

Proof In view of Theorem 3.9 and Corollary $3.10 u$ is bounded in every compactly supported subset $\Omega^{\prime} \Subset \Omega$ with

$$
\|u\|_{L^{\infty}\left(\Omega^{\prime}\right)} \leq c\left(n, p, C_{0}, \Omega, \Omega^{\prime}\right)\left(1+\|u\|_{L^{p}(\Omega)}\right) .
$$

Hence, it only remains to bound the $C^{0, \alpha}$-Hölder semi-norm in $\Omega^{\prime}$ for a suitable exponent $\alpha$ (and it is crucial that $\alpha$ does not depend on $\Omega^{\prime}$ ). Without loss of generality we take $x_{0}=0$ and consider a ball $B_{2 R} \Subset \Omega$ with $2 R \leq R_{0}$. Setting $\bar{k}:=(M(0,2 R)+m(0,2 R)) / 2$ as above, we may further suppose that

$$
|A(\bar{k}, 0, R)| \leq \frac{1}{2}\left|B_{R}\right|
$$

holds (otherwise we replace $u$ by $-u$ ). Next we consider the levels $k_{i}=$ $M(0,2 R)-2^{-i-1} \operatorname{osc}(0,2 R)$ for $i \in \mathbb{N}_{0}$. According to the quantitative $L^{\infty_{-}}$ estimate from Theorem 3.9 on $B_{R / 2}$, applied for the level $k_{i}$ instead of $k_{0}$,
we have

$$
\begin{aligned}
\sup _{B_{R / 2}} u \leq & k_{i}+c_{1}\left(n, p, C_{0}\right) R \\
& +c_{1}\left(n, p, C_{0}\right)\left(R^{-n} \int_{A\left(k_{i}, 0, R\right)}\left|u-k_{i}\right|^{p} d x\right)^{\frac{1}{p}}\left(\frac{\left|A\left(k_{i}, 0, R\right)\right|}{R^{n}}\right) \\
\leq & k_{i}+c_{1}\left(n, p, C_{0}\right) R+\tilde{c}_{1}\left(n, p, C_{0}\right) \sup _{B_{2 R}}\left(u-k_{i}\right)\left(\frac{\left|A\left(k_{i}, 0, R\right)\right|}{R^{n}}\right)^{1+\frac{1}{p}} .
\end{aligned}
$$

We now choose a number $\ell \in \mathbb{N}$ such that

$$
2 \tilde{c}_{1}\left[c_{2} \ell^{-\frac{n(p-1)}{(n-1) p}}\right]^{1+\frac{1}{p}} \leq 1
$$

is satisfied (with $c_{2}$ denoting the constant from Lemma 3.11 for $\gamma=1 / 2$ ). Hence, $\ell$ depends only on $n, p$, and $C_{0}$ and is in particular independent of the ball $B_{R}$. We now distinguish two cases:
(a) $\operatorname{osc}(0,2 R)<2^{\ell} R$ : this is the trivial case, since the oscillations on $B_{R}$ are bounded by a multiple of the radius $R$.
(b) $\operatorname{osc}(0,2 R) \geq 2^{\ell} R$ : with the choice of $\ell$ and Lemma 3.11, the previous $L^{\infty}$-estimate gives

$$
M(0, R / 2)=\sup _{B_{R / 2}} u \leq k_{\ell}+c_{1}\left(n, p, C_{0}\right) R+\frac{1}{2}\left(M(0,2 R)-k_{\ell}\right) .
$$

Recalling the definition of $k_{\ell}$ and subtracting $m(0, R / 2) \geq m(0,2 R)$ on both sides of this inequality, we get

$$
\begin{aligned}
\operatorname{osc}(0, R / 2) & =M(0, R / 2)-m(0, R / 2) \\
& \leq c_{1}\left(n, p, C_{0}\right) R+\left(1-2^{-\ell-2}\right) \operatorname{osc}(0,2 R) .
\end{aligned}
$$

In conclusion, we have in both cases the estimate

$$
\begin{aligned}
\operatorname{osc}(0, R / 2) & \leq\left(1-2^{-\ell-2}\right) \operatorname{osc}(0,2 R)+c\left(n, p, C_{0}\right) R \\
& =4^{-\alpha_{0}} \operatorname{osc}(0,2 R)+c\left(n, p, C_{0}\right) R
\end{aligned}
$$

with exponent $\alpha_{0}:=-\log _{4}\left(1-2^{-\ell-2}\right)=\alpha_{0}\left(n, p, C_{0}\right)>0$. Therefore, the application of the iteration Lemma B. 3 yields

$$
\operatorname{osc}(0, r) \leq c\left(\alpha_{0}, \alpha\right)\left[\left(\frac{r}{R}\right)^{\alpha} \operatorname{osc}(0,2 R)+c\left(n, p, C_{0}\right) r^{\alpha}\right]
$$

for every exponent $\alpha \in\left(0, \alpha_{0}\right)$ and all $r \leq R$. Consequently, for every $\Omega^{\prime} \Subset \Omega$, the $\alpha$-Hölder norm $\|u\|_{C^{0, \alpha}\left(\Omega^{\prime}\right)}$ is bounded by a constant depending only on $n, p, C_{0}, \Omega$ and $\Omega^{\prime}$ (which might diverge as $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right) \searrow 0$ since close to the boundary we can only work with very small balls). This concludes the proof of the theorem.

Via Lemma 3.4 and Corollary 3.5, the regularity result of Theorem 3.12 applies in particular to $Q$-minimizers if the integrand of the functional $F$ satisfies the assumption of $p$-growth. Therefore, since both weak solutions to elliptic systems and minimizers to variational functionals are in fact $Q$ minimizers of such functionals under mild assumptions, see Examples 3.3, we get, as immediate consequences, the following Hölder regularity results.

Corollary 3.13 Let $u \in W^{1, p}(\Omega)$, for some $p \in(1, \infty)$, be a weak solution to equation (3.1) with a vector field $a: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and an inhomogeneity $a_{0}: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ which satisfy the Carathéodory condition, the growth conditions (2.5) and (2.6), and such that $a(x, u, z) \cdot z \geq|z|^{p}$ holds for almost every $x \in \Omega$ and all $(u, z) \in \mathbb{R} \times \mathbb{R}^{n}$. Then there exists a positive exponent $\alpha=\alpha\left(n, p, L, \Omega,\|D u\|_{L^{p}\left(\Omega, \mathbb{R}^{n}\right)}\right)($ or $\alpha=\alpha(n, p, L)$ in the homogeneous case $\left.a_{0}=0\right)$ such that $u$ is locally Hölder continuous in $\Omega$ with Hölder exponent $\alpha$, i.e. $u \in C^{0, \alpha}(\Omega)$.

Corollary 3.14 Let $u \in W^{1, p}(\Omega)$, for some $p \in(1, \infty)$, be a minimizer of the functional (2.2) with an integrand $f: \Omega \times \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ which satisfies the Carathéodory condition, the growth condition (2.7) and such that $f(x, u, z) \geq$ $|z|^{p}$ holds for almost every $x \in \Omega$ and all $(u, z) \in \mathbb{R} \times \mathbb{R}^{n}$. Then there exists a positive exponent $\alpha=\alpha(n, p, L)$ such that $u$ is locally Hölder continuous in $\Omega$ with Hölder exponent $\alpha$, i.e. $u \in C^{0, \alpha}(\Omega)$.

Remarks 3.15
(i) As already mentioned, De Giorgi [15] proved this Hölder regularity result in 1957, but it was obtained independently and simultaneously by Nash [69], and shortly after Moser [67] proposed a different strategy of proof (see the next section). Nowadays these regularity results are known as the De Giorgi-Nash-Moser theory, and for further extensions we refer to the monograph [53] of Ladyzhenskaya and Ural'tseva.
(ii) A direct application of De Giorgi's technique to minimizers of variational problems (this means not via the Euler-Lagrange equation, which not necessarily exists) was first given by Frehse [26] under stronger assumptions, and then by Giaquinta and Giusti [32] in full generality.
(iii) As the example below demonstrates, the result is sharp in the sense that we can expect only Hölder continuity for the solution for some exponent $\alpha \in(0,1)$, but not for every exponent $\alpha \in(0,1)$ (in particular, we cannot expect differentiability in the classical sense).

Example 3.16 Consider $B_{1} \subset \mathbb{R}^{n}$ with $n \geq 2$ and let $u: B_{1} \rightarrow \mathbb{R}$ be given by $u(x)=x_{1}|x|^{\alpha-1}$ for some $\alpha \in(0,1)$. Then $u \in W^{1,2}\left(B_{1}\right) \cap C^{0, \alpha}\left(\overline{B_{1}}\right), u \notin$
$C^{0, \beta}\left(B_{1}\right)$ for $\beta>\alpha$, and $u$ is a weak solution to the equation $\operatorname{div}(a(x) D u)=0$ in $B_{1}$, with measurable, bounded, elliptic coefficients $a: B_{1} \rightarrow \mathbb{R}^{n \times n}$ defined by

$$
a_{i j}(x):=\delta_{i j}+\frac{(1-\alpha)(n-1+\alpha)}{\alpha(n-2+\alpha)} \frac{x_{i} x_{j}}{|x|^{2}} \quad \text { for } i, j \in\{1, \ldots, n\} .
$$

Proof The optimal Hölder continuity of $u$ with exponent $\alpha$ is clear, and according to Example 1.43 (iii), $u$ belongs to $W^{1, p}\left(B_{1}\right)$ for all $p \in[1, n /(1-$ $\alpha)$ ), so in particular to $W^{1,2}\left(B_{1}\right)$, with weak derivatives given by

$$
D_{j} u(x)=\delta_{1 j}|x|^{\alpha-1}+(\alpha-1) x_{1} x_{j}|x|^{\alpha-3}
$$

for $j \in\{1, \ldots, n\}$. Hence, it only remains to check that $u$ is indeed a weak solution to the equation $\operatorname{div}(a(x) D u)=0$ in $B_{1}$. For $x \neq 0$ we easily calculate

$$
\sum_{j=1}^{n} a_{i j}(x) D_{j} u(x)=\delta_{1 i}|x|^{\alpha-1}+\frac{1-\alpha}{n-2+\alpha} x_{1} x_{i}|x|^{\alpha-3}
$$

which in turn implies

$$
\begin{aligned}
& \sum_{i, j=1}^{n} D_{i}\left(a_{i j}(x) D_{j} u(x)\right) \\
& \quad=D_{1}|x|^{\alpha-1}+\frac{1-\alpha}{n-2+\alpha} \sum_{i=1}^{n} D_{i}\left(x_{1} x_{i}|x|^{\alpha-3}\right) \\
& \quad=x_{1}|x|^{\alpha-3}\left((\alpha-1)+\frac{1-\alpha}{n-2+\alpha}(1+n+\alpha-3)\right)=0 .
\end{aligned}
$$

The application of Lemma 1.41 then shows $\operatorname{div}(a(x) D u)=0$ in $B_{1}$ in the weak sense, since single points are negligible in the sense of the capacity condition (1.12) for $q=2$, see Example 1.43 (i).

### 3.2 Moser's Iteration Technique

The aim of this section is to explain the iteration technique developed in Moser's paper [67], which allows for an alternative proof of the boundedness and regularity result for weak solutions to elliptic equations, which is a particular situation where De Giorgi's result from Theorem 3.9 and Corollary 3.10 applies. As in De Giorgi's approach, we proceed in two steps. In a first step, we show boundedness of weak solutions, more precisely, we
here distinguish between boundedness from above for weak subsolutions and boundedness from below for weak supersolutions (which, in some sense, corresponds to boundedness from above for subminimizers and boundedness from below for superminimizers established in the previous section). In a second step, we then prove, relying on a Harnack-type inequality, Hölder regularity of weak solutions.

Before entering into the details of Moser's iteration technique, we first introduce the concept of weak subsolutions and weak supersolutions for quasilinear equations of the form (2.1) in the scalar case $N=1$.
Definition 3.17 A function $u \in W_{\mathrm{loc}}^{1, p}(\Omega)$, for some $p \in[1, \infty)$, is called a weak subsolution (or weak supersolution) of the equation (2.1) if

$$
\begin{aligned}
& x \mapsto a(x, u(x), D u(x)) \in L_{\mathrm{loc}}^{p^{\prime}}\left(\Omega, \mathbb{R}^{n}\right), \\
& x \mapsto a_{0}(x, u(x), D u(x)) \in L_{\mathrm{loc}}^{p^{\prime}}(\Omega),
\end{aligned}
$$

and if for all non-negative (non-positive) functions $\varphi \in C_{0}^{\infty}(\Omega)$ there holds

$$
\int_{\Omega} a(x, u, D u) \cdot D \varphi d x \leq \int_{\Omega} a_{0}(x, u, D u) \varphi d x
$$

Remarks 3.18
(i) A function $u \in W_{\text {loc }}^{1, p}(\Omega)$ is a weak solution in the sense of Definition 2.2 (with $q=p$ ) if and only if it is a weak subsolution and a weak supersolution.
(ii) Every subminimizer of a regular variational functional is a weak subsolution of the corresponding Euler-Lagrange equation (cf. Lemma 2.8), and reversely, every weak subsolution is sub- $Q$-minimizer of the functional $\tilde{E}_{p}$ given in Example 3.3 (ii), under the same assumptions as stated there.

In what follows, we restrict ourselves, for simplicity, to homogeneous, linear elliptic equations of the form

$$
\begin{equation*}
\operatorname{div}(a(x) D u)=0 \quad \text { in } \Omega \tag{3.5}
\end{equation*}
$$

with measurable coefficients $a: \Omega \rightarrow \mathbb{R}^{n \times n}$ which satisfy the following ellipticity and boundedness assumptions

$$
\begin{align*}
& a(x) \xi \cdot \xi \geq|\xi|^{2}  \tag{3.6}\\
& a(x) \xi \cdot \tilde{\xi} \leq L|\xi||\tilde{\xi}| \tag{3.7}
\end{align*}
$$

for almost every $x \in \Omega$, all $\xi, \tilde{\xi} \in \mathbb{R}^{n}$ and some $L \geq 1$. In this case, an approximation argument shows that $u \in W^{1,2}(\Omega)$ is a weak subsolution if

$$
\begin{equation*}
\int_{\Omega} a(x) D u \cdot D \varphi d x \leq 0 \tag{3.8}
\end{equation*}
$$

holds for every non-negative function $\varphi \in W_{0}^{1,2}(\Omega)$ (and it is a weak supersolution if this integral inequality holds with the opposite sign). However, we note that the technique detailed below does not rely on the linear structure at all, and specifically Serrin [75] and Trudinger [81] have given extensions of the theory to more general quasilinear equations.

### 3.2.1 Local Boundedness

Moser's strategy for proving a local $L^{\infty}$-estimate consists in showing, initially, that every weak solution actually belongs to the space $L_{\mathrm{loc}}^{p}$ for any $p \in[1, \infty)$ with a corresponding estimate. Subsequently, one then passes to the limit $p \rightarrow \infty$, which requires some sort of uniform boundedness of the involved constants. We follow the presentation in [5, Section 4] and [57, Chapter 2.3.5].

The central idea is to test the weak formulation of the elliptic equation (3.5) with powers of the weak solution. As a starting point, we find in this way a Caccioppoli-type inequality for powers of weak (sub- and super-) solutions.

Lemma 3.19 Let $u \in W^{1,2}(\Omega)$ be a weak subsolution to the equation (3.5) with measurable coefficients $a: \Omega \rightarrow \mathbb{R}^{n \times n}$ satisfying (3.6) and (3.7), and let $t \geq 1$. Then we have

$$
\left(u_{+}\right)^{t} \in L_{\mathrm{loc}}^{2}(\Omega) \Longrightarrow\left(u_{+}\right)^{t} \in W_{\mathrm{loc}}^{1,2}(\Omega)
$$

Moreover, for every $s \geq 1$ and each $\eta \in C_{0}^{\infty}\left(\Omega, \mathbb{R}_{0}^{+}\right)$the following Caccioppoli-type inequality holds true:

$$
\begin{equation*}
\int_{\Omega}\left|D\left(\left(u_{+}\right)^{t} \eta^{s}\right)\right|^{2} d x \leq 8 L^{2}\left(t^{2}+1\right) s^{2} \int_{\Omega}\left(u_{+}\right)^{2 t}|D \eta|^{2} \eta^{2 s-2} d x \tag{3.9}
\end{equation*}
$$

Proof We first observe that we may assume that $u$ is non-negative (since otherwise, we pass to $u_{+}$, which is a non-negative subsolution of the same equation). One now wishes to use the function $u^{2 t-1} \eta^{2 s}$ for testing (3.8), but since it is not known to belong to the admissible function class $W_{0}^{1,2}(\Omega)$ for $t>1$, we need to perform a truncation technique. To this end, for $K>0$, we define the truncation operator $T_{K}: \mathbb{R} \rightarrow \mathbb{R}$ via $T_{K} y:=\min \{y, K\}$. We then
consider the non-negative function $\varphi:=\left(T_{K} u\right)^{2 t-2} u \eta^{2 s}$ and compute
$D \varphi=2 s\left(T_{K} u\right)^{2 t-2} u D \eta \eta^{2 s-1}+\left(T_{K} u\right)^{2 t-2} D u \eta^{2 s}+(2 t-2) u^{2 t-2} \mathbb{1}_{\{u \leq K\}} D u \eta^{2 s}$.
This shows that $\varphi$ belongs to the space $W_{0}^{1,2}(\Omega)$, and $\varphi$ can thus be used in the weak formulation (3.8) of subsolutions. Employing the ellipticity (3.6) and the boundedness (3.7) of the coefficients, we find

$$
\begin{aligned}
\int_{\Omega} & \left(T_{K} u\right)^{2 t-2}|D u|^{2} \eta^{2 s} d x \leq \int_{\Omega}\left(T_{K} u\right)^{2 t-2} a(x) D u \cdot D u \eta^{2 s} d x \\
& \leq \int_{\Omega}\left[\left(T_{K} u\right)^{2 t-2}+(2 t-2) u^{2 t-2} \mathbb{1}_{\{u \leq K\}}\right] a(x) D u \cdot D u \eta^{2 s} d x \\
& \leq-2 s \int_{\Omega}\left(T_{K} u\right)^{2 t-2} u a(x) D u \cdot D \eta \eta^{2 s-1} d x \\
& \leq 2 L s \int_{\Omega}\left(T_{K} u\right)^{2 t-2} u|D u \| D \eta| \eta^{2 s-1} d x \\
& \leq \frac{1}{2} \int_{\Omega}\left(T_{K} u\right)^{2 t-2}|D u|^{2} \eta^{2 s} d x+2 L^{2} s^{2} \int_{\Omega} u^{2 t}|D \eta|^{2} \eta^{2 s-2} d x
\end{aligned}
$$

Absorbing the first integral on the right-hand side, we may pass to the limit $K \rightarrow \infty$ by Fatou's Theorem 1.9, and we obtain

$$
\int_{\Omega} \eta^{2 s} u^{2 t-2}|D u|^{2} d x \leq 4 L^{2} s^{2} \int_{\Omega} u^{2 t}|D \eta|^{2} \eta^{2 s-2} d x
$$

The assertion then follows from the inequality

$$
\left|D\left(u^{t} \eta^{s}\right)\right| \leq t u^{t-1}|D u| \eta^{s}+s u^{t}|D \eta| \eta^{s-1}
$$

Similarly as in De Giorgi's approach, the previous Caccioppoli-type inequalities are the key estimates for proving boundedness of weak solutions. Therefore, one might introduce a Moser class of functions $v \in W^{1,2}(\Omega)$ for which there exists a constant $M_{0}$ such that for all $s, t \geq 1$ and every $\eta \in C_{0}^{\infty}\left(\Omega, \mathbb{R}_{0}^{+}\right)$a Caccioppoli-type inequality of the form

$$
\begin{equation*}
\int_{\Omega}\left|D\left(|v|^{t} \eta^{s}\right)\right|^{2} d x \leq M_{0}\left(t^{2}+1\right) s^{2} \int_{\Omega}|v|^{2 t}|D \eta|^{2} \eta^{2 s-2} d x . \tag{3.10}
\end{equation*}
$$

holds (however, notice that the validity for all $s \geq 1$ is no restriction, but imposed only for later convenience). By linearity of the equation (3.5) and with the previous lemma at hand, we immediately observe that for every weak supersolution $u$ to (3.5) the function $u_{-}$satisfies such a condition, and, in turn, also every weak solution $u$.

Via Sobolev's inequality, we first improve the integrability by a factor $2^{*} / 2$ (which would be interpreted as any arbitrary finite number in the simpler, therefore not explicitly stated two-dimensional case $n=2$ ) and infer a reverse Hölder inequality for functions in the Moser class, cf. [67, Lemma 1]. Hence, similarly as in De Giorgi's approach, the only prerequisite for doing so is the validity of a suitable Caccioppoli inequality.
Lemma 3.20 (Moser) Consider $v \in W^{1,2}(\Omega)$ and a pair of concentric balls $B_{r}\left(x_{0}\right) \Subset B_{R}\left(x_{0}\right) \subset \Omega$. Ifv satisfies the Caccioppoli-type inequality (3.10) for some $t \geq 1$, for $s:=1+n t-n / 2$ and every function $\eta \in C_{0}^{\infty}\left(B_{R}\left(x_{0}\right),[0,1]\right)$ with $\eta \equiv 1$ on $B_{r}\left(x_{0}\right)$ and $|D \eta| \leq 2 /(R-r)$, then we also have

$$
\left(\int_{B_{R}\left(x_{0}\right)}\left(|v| \eta^{n}\right)^{\frac{2 n}{n-2} t} \eta^{-n} d x\right)^{\frac{n-2}{n}} \leq c(n) M_{0} \frac{t^{4}}{(R-r)^{2}} \int_{B_{R}\left(x_{0}\right)}\left(|v| \eta^{n}\right)^{2 t} \eta^{-n} d x
$$

Proof We first note $1 \leq s \leq n t$. Then, due to the choice of $s$, the claim is inferred from (3.9) by Sobolev's inequality from Lemma 1.51 as follows

$$
\begin{aligned}
& \left(\int_{B_{R}\left(x_{0}\right)}\left(|v| \eta^{n}\right)^{\frac{2 n}{n-2} t} \eta^{-n} d x\right)^{\frac{n-2}{n}} \\
& \quad=\left(\int_{B_{R}\left(x_{0}\right)}\left(|v|^{t} \eta^{n t-\frac{n}{2}+1}\right)^{\frac{2 n}{n-2}} d x\right)^{\frac{n-2}{n}} \\
& \quad \leq c(n) \int_{B_{R}\left(x_{0}\right)}\left|D\left(|v|^{t} \eta^{n t-\frac{n}{2}+1}\right)\right|^{2} d x \\
& \quad \leq c(n) M_{0} t^{4}(R-r)^{-2} \int_{B_{R}\left(x_{0}\right)}|v|^{2 t} \eta^{2 n t-n} d x \\
& \quad=c(n) M_{0} t^{4}(R-r)^{-2} \int_{B_{R}\left(x_{0}\right)}\left(|v| \eta^{n}\right)^{2 t} \eta^{-n} d x
\end{aligned}
$$

Since the integrals on the right-hand side and on the left-hand side of the inequality in Lemma 3.20 are of the same form, we can easily iterate these reverse Hölder inequalities. This yields implications of the type

$$
v \in L^{2}\left(B_{R}\left(x_{0}\right)\right) \Rightarrow v \in L_{\mathrm{loc}}^{2 \frac{n}{n-2}}\left(B_{R}\left(x_{0}\right)\right) \Rightarrow \ldots \Rightarrow v \in L_{\mathrm{loc}}^{2\left(\frac{n}{n-2}\right)^{j}}\left(B_{R}\left(x_{0}\right)\right)
$$

for every $j \in \mathbb{N}$. Consequently, we obtain in particular that $v$ belongs to $L^{p}\left(B_{r}\left(x_{0}\right)\right)$, and hence, that every function in the Moser class belongs to $L_{\text {loc }}^{p}(\Omega)$, for every finite exponent $p<\infty$. Moreover, we even get local boundedness by carefully estimating all constants that are involved in the iteration.

Lemma 3.21 Consider $v \in W^{1,2}(\Omega)$ and a pair of concentric balls $B_{r}\left(x_{0}\right) \Subset$ $B_{R}\left(x_{0}\right) \subset \Omega$. If $v$ satisfies, for some constant $M_{0}$, the Caccioppoli-type inequality (3.10) for all $t \geq 1$, all $s \geq 1$ and every $\eta \in C_{0}^{\infty}\left(B_{R}\left(x_{0}\right),[0,1]\right)$ with $\eta \equiv 1$ on $B_{r}\left(x_{0}\right)$ and $|D \eta| \leq 2 /(R-r)$, then $v$ is bounded in $B_{r}\left(x_{0}\right)$ and satisfies the estimate

$$
\sup _{B_{r}\left(x_{0}\right)}|v|^{2} \leq c\left(n, M_{0}\right)(R-r)^{-n} \int_{B_{R}\left(x_{0}\right)}|v|^{2} d x
$$

Proof In order to iterate the inequality in Lemma 3.20 as announced, we introduce for $j \in \mathbb{N}_{0}$ the abbreviations

$$
\begin{aligned}
t_{j} & :=\left(\frac{n}{n-2}\right)^{j} \\
\Psi_{j} & :=\left(\int_{B_{R}\left(x_{0}\right)}\left(|v| \eta^{n}\right)^{2 t_{j}} \eta^{-n} d x\right)^{\frac{1}{t_{j}}} \\
A_{j} & :=\left(\frac{c(n) M_{0} t_{j}^{4}}{(R-r)^{2}}\right)^{\frac{1}{t_{j}}}
\end{aligned}
$$

where $c(n)$ denotes the constant from Lemma 3.20. With this terminology the estimate in Lemma 3.20 reads as

$$
\Psi_{j+1} \leq A_{j} \Psi_{j}
$$

and by iterating this inequality we conclude $\Psi_{m+1} \leq\left(\prod_{j=0}^{m} A_{j}\right) \Psi_{0}$ for every $m \in \mathbb{N}$. Since the infinite product

$$
\begin{aligned}
\prod_{j=0}^{\infty} A_{j} & =\prod_{j=0}^{\infty}\left(\frac{c(n) M_{0} t_{j}^{4}}{(R-r)^{2}}\right)^{\frac{1}{t_{j}}} \\
& =\left(\frac{c(n) M_{0}}{(R-r)^{2}}\right)^{\sum_{j=0}^{\infty}\left(\frac{n-2}{n}\right)^{j}}\left(\frac{n}{n-2}\right)^{4 \sum_{j=0}^{\infty} j\left(\frac{n-2}{n}\right)^{j}} \\
& =\left(\frac{c(n) M_{0}}{(R-r)^{2}}\right)^{\frac{n}{2}}\left(\frac{n}{n-2}\right)^{n(n-2)}
\end{aligned}
$$

converges, we can pass to the limit $m \rightarrow \infty$. Employing $\eta \equiv 1$ in $B_{r}\left(x_{0}\right)$ and taking into account that $\|w\|_{L^{\infty}(\Omega)}=\lim _{p \rightarrow \infty}\|w\|_{L^{p}(\Omega)}$ holds for every measurable function $w$ defined on $\Omega$, we then obtain the assertion

$$
\begin{aligned}
\sup _{B_{r}\left(x_{0}\right)}|v|^{2} \leq \lim _{m \rightarrow \infty} \Psi_{m} & \leq c\left(n, M_{0}\right)(R-r)^{-n} \Psi_{0} \\
& \leq c\left(n, M_{0}\right)(R-r)^{-n} \int_{B_{R}\left(x_{0}\right)}|v|^{2} d x
\end{aligned}
$$

As a direct consequence of Lemma 3.19, we obtain the local boundedness from above for weak subsolutions to the equation (3.5), and, by linearity of the equation, local boundedness from below for weak supersolutions to the equation (3.5), cf. [67, Theorem 1]. This result was previously obtained via De Giorgi's approach in Sect.3.1.1 for sub- $Q$-minimizers and super- $Q$ minimizers (which applies also to the special case of linear elliptic equations).
Theorem 3.22 (Moser) Let $u \in W^{1,2}(\Omega)$ be a weak solution to the equation (3.5) with measurable coefficients $a: \Omega \rightarrow \mathbb{R}^{n \times n}$ satisfying (3.6) and (3.7). Then $u$ is locally bounded, i.e. $u \in L_{\operatorname{loc}}^{\infty}(\Omega)$, and for every pair of concentric balls $B_{r}\left(x_{0}\right) \Subset B_{R}\left(x_{0}\right) \subset \Omega$ we have

$$
\sup _{B_{r}\left(x_{0}\right)}|u|^{2} \leq c(n, L)(R-r)^{-n} \int_{B_{R}\left(x_{0}\right)}|u|^{2} d x .
$$

If $u$ is only a weak subsolution or a weak supersolution, then the same inequality is true, with $u$ replaced by $u_{+}$and $u_{-}$, respectively.

For later convenience we further state another explicit estimate, in which arbitrary positive powers of the weak solution appear.
Corollary 3.23 Let $u \in W^{1,2}(\Omega)$ be a weak solution to the equation (3.5) with measurable coefficients $a: \Omega \rightarrow \mathbb{R}^{n \times n}$ satisfying (3.6) and (3.7). Then, for every ball $B_{R}\left(x_{0}\right) \subset \Omega$ and every $q>0$, there holds

$$
\sup _{B_{R / 2}\left(x_{0}\right)}|u| \leq c(n, L, q)\left(f_{B_{R}\left(x_{0}\right)}|u|^{q} d x\right)^{\frac{1}{q}} .
$$

Proof With the result of Theorem 3.22 for the choice $r=R / 2$ at hand, the claim follows immediately for $q \geq 2$ via Jensen's inequality

$$
\sup _{B_{R / 2}\left(x_{0}\right)}|u| \leq c(n, L)\left(f_{B_{R}\left(x_{0}\right)}|u|^{2} d x\right)^{\frac{1}{2}} \leq c(n, L)\left(f_{B_{R}\left(x_{0}\right)}|u|^{q} d x\right)^{\frac{1}{q}} .
$$

If the case $q \in(0,2)$ is considered instead, we initially observe via Young's inequality (1.3)

$$
\begin{aligned}
\phi(\varrho):=\sup _{B_{\varrho}\left(x_{0}\right)}|u| & \leq c(n, L)\left((\sigma-\varrho)^{-n} \int_{B_{\sigma}\left(x_{0}\right)}|u|^{q} d x\right)^{\frac{1}{2}} \phi(\sigma)^{\frac{2-q}{2}} \\
& \leq c(n, L)\left((\sigma-\varrho)^{-n} \int_{B_{R}\left(x_{0}\right)}|u|^{q} d x\right)^{\frac{1}{q}}+\frac{1}{2} \phi(\sigma)
\end{aligned}
$$

for all $R / 2 \leq \varrho<\sigma \leq R$, which in turn implies the assertion via the iteration Lemma B.1.

### 3.2.2 Local Hölder Continuity

Before addressing the local Hölder regularity of weak solutions to the linear equation (3.5), we first establish a Harnack inequality, which allows us to estimate the maximum of a positive function in terms of its infimum. To this end, we derive a quantitative lower bound for the infimum of a positive weak supersolution (which, due to its boundedness from below from the previous Theorem 3.22, may be supposed positive).
Lemma 3.24 Let $u \in W^{1,2}(\Omega)$ be a positive weak supersolution to the equation (3.5) with measurable coefficients $a: \Omega \rightarrow \mathbb{R}^{n \times n}$ satisfying (3.6) and (3.7). Then, for every ball $B_{R}\left(x_{0}\right) \subset \Omega$ and every $q>0$, there holds

$$
\inf _{B_{R / 2}\left(x_{0}\right)} u \geq c(n, L, q)\left(f_{B_{R}\left(x_{0}\right)} u^{-q} d x\right)^{-\frac{1}{q}}
$$

and we further have $D(\log u) \in L_{\mathrm{loc}}^{2, n-2}\left(\Omega, \mathbb{R}^{n}\right)$ with

$$
\int_{B_{R / 2}\left(x_{0}\right)}|D(\log u)|^{2} d x \leq c(n, L) R^{n-2}
$$

Proof The first assertion is derived in a similar way as the statement of Lemma 3.19, with the crucial difference, that we now wish to test the equation with negative powers of the solution, instead of positive ones. To this end, for $K>0$, we define the operator $M_{K}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$via $M_{K} y:=y+K^{-1}$ and we then use the non-negative function $\varphi:=\left(M_{K} u\right)^{-2 t-1} \eta^{2 s} \in W_{0}^{1,2}(\Omega)$, for $t \geq 0, s \geq 1$ and an arbitrary function $\eta \in C_{0}^{\infty}\left(\Omega, \mathbb{R}_{0}^{+}\right)$, in the weak formulation of supersolutions, which gives

$$
\int_{\Omega} a(x) D u \cdot D \varphi d x \geq 0 .
$$

With the identity

$$
D \varphi=2 s\left(M_{K} u\right)^{-2 t-1} D \eta \eta^{2 s-1}+(-2 t-1)\left(M_{K} u\right)^{-2 t-2} D u \eta^{2 s}
$$

we then find, by taking advantage of (3.6) and (3.7), the estimate

$$
(2 t+1) \int_{\Omega}\left(M_{K} u\right)^{-2 t-2}|D u|^{2} \eta^{2 s} d x \leq 2 L s \int_{\Omega}\left(M_{K} u\right)^{-2 t-1}|D u||D \eta| \eta^{2 s-1} d x
$$

which, via Young's inequality, implies

$$
\begin{equation*}
\left(t+\frac{1}{4}\right) \int_{\Omega}\left(M_{K} u\right)^{-2 t-2}|D u|^{2} \eta^{2 s} d x \leq L^{2} s^{2} \int_{\Omega}\left(M_{K} u\right)^{-2 t}|D \eta|^{2} \eta^{2 s-2} d x \tag{3.11}
\end{equation*}
$$

Now we distinguish the cases $t>0$ and $t=0$. In the first case, via the monotone convergence Theorem 1.10 and the estimate $\left|D\left(u^{-t} \eta^{s}\right)\right| \leq$ $t u^{-t-1}|D u| \eta^{s}+s u^{-t}|D \eta| \eta^{s-1}$, we arrive at the Caccioppoli-type inequality

$$
\int_{\Omega}\left|D\left(u^{-t} \eta^{s}\right)\right|^{2} d x \leq 2 L^{2}(t+1) s^{2} \int_{\Omega} u^{-2 t}|D \eta|^{2} \eta^{2 s-2} d x
$$

which, by arbitrariness of the localization function $\eta$, in turn, provides the implication

$$
u^{-t} \in L_{\mathrm{loc}}^{2}(\Omega) \Longrightarrow u^{-t} \in W_{\mathrm{loc}}^{1,2}(\Omega)
$$

In particular, for every $q>0$, the function $u^{-q / 2}$ satisfies the Caccioppolitype inequality in (3.10), for all $s, t \geq 1$, every arbitrary function $\eta \in$ $C_{0}^{\infty}\left(\Omega, \mathbb{R}_{0}^{+}\right)$and some constant $M_{0}$ depending only on $L$ and $q$. Consequently, we may apply Lemma 3.21 to the function $u^{-q / 2}$ instead of $v$, to find

$$
\sup _{B_{R / 2}\left(x_{0}\right)} u^{-q} \leq c(n, L, q) f_{B_{R}\left(x_{0}\right)} u^{-q} d x
$$

for every ball $B_{R}\left(x_{0}\right) \subset \Omega$, and the proof of the first assertion is complete. In order to establish the second claim, we consider the case $t=0, s=1$ in (3.11) and derive

$$
\int_{\Omega}|D(\log u)|^{2} \eta^{2} d x \leq 4 L^{2} \int_{\Omega}|D \eta|^{2} d x
$$

The desired local Morrey space regularity of $D(\log u)$ follows if $\eta$ is chosen in $C_{0}^{\infty}\left(B_{R}\left(x_{0}\right),[0,1]\right)$ with $\eta \equiv 1$ on $B_{R / 2}\left(x_{0}\right)$ and $|D \eta| \leq 4 / R$.

The last crucial ingredient of Moser's technique is the application of the John-Nirenberg lemma, which allows us to infer from the previous lemma a Harnack-type inequality, cf. [67, Theorem 2].

Lemma 3.25 (Moser's Harnack inequality) Let $u \in W^{1,2}(\Omega)$ be a non-negative weak solution to the equation (3.5) with measurable coefficients $a: \Omega \rightarrow \mathbb{R}^{n \times n}$ satisfying (3.6) and (3.7). Then, for every ball $B_{\sqrt{n} R}\left(x_{0}\right) \Subset \Omega$, there holds

$$
\inf _{B_{R / 2}\left(x_{0}\right)} u \geq c(n, L) \sup _{B_{R / 2}\left(x_{0}\right)} u .
$$

Proof We may suppose that $u$ is positive (otherwise we prove the inequality for $u$ replaced by $u+\varepsilon$, and the desired inequality then follows in the limit $\varepsilon \searrow 0)$. Starting from the previous observation $D(\log u) \in L_{\mathrm{loc}}^{2, n-2}\left(\Omega, \mathbb{R}^{n}\right)$, we initially observe $\log u \in \mathcal{L}_{\text {loc }}^{2, n}(\Omega)$. Via Theorem 1.26 of John-Nirenberg and
the inclusions $B_{R}\left(x_{0}\right) \subset x_{0}+(-R, R)^{n} \subset B_{\sqrt{n} R}\left(x_{0}\right)$, this implies

$$
\begin{aligned}
& \left(f_{B_{R}\left(x_{0}\right)} u^{q} d x\right)\left(f_{B_{R}\left(x_{0}\right)} u^{-q} d x\right) \\
& \quad=\left(f_{B_{R}\left(x_{0}\right)} \exp (q \log u) d x\right)\left(f_{B_{R}\left(x_{0}\right)} \exp (-q \log u) d x\right) \leq c(n, L)
\end{aligned}
$$

for $q$ sufficiently small depending only on $n$ and $L$. Taking advantage of this fact, we find via Lemma 3.24 and Corollary 3.23

$$
\begin{aligned}
\inf _{B_{R / 2}\left(x_{0}\right)} u & \geq c(n, L)\left(f_{B_{R}\left(x_{0}\right)} u^{-q} d x\right)^{-\frac{1}{q}} \\
& \geq c(n, L)\left(f_{B_{R}\left(x_{0}\right)} u^{q} d x\right)^{\frac{1}{q}} \geq c(n, L) \sup _{B_{R / 2}\left(x_{0}\right)} u .
\end{aligned}
$$

Finally, we infer the Hölder regularity of weak solutions as a consequence of Harnack's inequality and, hence, we complete the alternative proof of De Giorgi's regularity result from Corollary 3.13 for $W^{1,2}$-weak solutions to linear, elliptic equations.

Theorem 3.26 Let $u \in W^{1,2}(\Omega)$ be a weak solution to the equation (3.5) with measurable coefficients $a: \Omega \rightarrow \mathbb{R}^{n \times n}$ satisfying (3.6) and (3.7). Then there exists a positive exponent $\alpha=\alpha(n, L)$ such that $u$ is locally Hölder continuous in $\Omega$ with Hölder exponent $\alpha$, i.e. $u \in C^{0, \alpha}(\Omega)$.

Proof We here follow the presentation in [40, Chapter 7.9]. Due to Theorem 3.22 , we already know that the supremum and infimum of $u$ are locally bounded, and it hence remains to find an estimate for a suitable Hölder semi-norm. Using the notation for supremum, infimum and oscillation of $u$ on balls in $\Omega$ as introduced at the beginning of Sect.3.1.2, we now apply Harnack's inequality from Lemma 3.25 for a given ball $B_{\sqrt{n} R}\left(x_{0}\right) \Subset \Omega$ to the (non-negative) functions

$$
M\left(x_{0}, R\right)-u \quad \text { and } \quad u-m\left(x_{0}, R\right) .
$$

In this way, we find

$$
\begin{aligned}
& M\left(x_{0}, R\right)-m\left(x_{0}, R / 2\right) \leq c(n, L)\left(M\left(x_{0}, R\right)-M\left(x_{0}, R / 2\right)\right), \\
& M\left(x_{0}, R / 2\right)-m\left(x_{0}, R\right) \leq c(n, L)\left(m\left(x_{0}, R / 2\right)-m\left(x_{0}, R\right)\right),
\end{aligned}
$$

with the same constants. Summing these inequalities up, we obtain

$$
\operatorname{osc}\left(x_{0}, R\right)+\operatorname{osc}\left(x_{0}, R / 2\right) \leq c(n, L)\left(\operatorname{osc}\left(x_{0}, R\right)-\operatorname{osc}\left(x_{0}, R / 2\right)\right)
$$

and, hence, we have

$$
\operatorname{osc}\left(x_{0}, R / 2\right) \leq 2^{-\alpha} \operatorname{osc}\left(x_{0}, R\right) \quad \text { for } \alpha \in(0,1] \text { satisfying } 2^{-\alpha} \geq \frac{c(n, L)-1}{c(n, L)+1}
$$

In particular, $\alpha$ is independent of the point $x_{0}$ under consideration. At this stage, we iterate this inequality and infer first $\operatorname{osc}\left(x_{0}, 2^{-j} R\right) \leq$ $2^{-j \alpha} \operatorname{osc}\left(x_{0}, R\right)$ for all $j \in \mathbb{N}$. For every $r \in(0, R]$ we then determine the unique number $j_{0} \in \mathbb{N}_{0}$ such that $2^{-j_{0}-1} R<r \leq 2^{-j_{0}} R$, which finally yields the assertion via

$$
\operatorname{osc}\left(x_{0}, r\right) \leq \operatorname{osc}\left(x_{0}, 2^{-j_{0}} R\right) \leq 2^{-j_{0} \alpha} \operatorname{osc}\left(x_{0}, R\right) \leq 2^{\alpha}\left(\frac{r}{R}\right)^{\alpha} \operatorname{osc}\left(x_{0}, R\right)
$$

## Chapter 4 <br> Foundations for the Vectorial Case

In this chapter we continue to investigate the regularity for weak solutions, but now we address the case of vector-valued solutions where we encounter fundamentally new phenomena when compared to the scalar case. In order to concentrate on the central concepts and ideas, we here restrict ourselves to the model case of quasilinear systems that are linear in the gradient variable, i.e., to systems of the form

$$
\operatorname{div}(a(x, u) D u)=0
$$

and we postpone the discussion of more general quasilinear elliptic systems in divergence form to Chap. 5 . We first give two examples of elliptic systems, which admit a discontinuous or even unbounded weak solution. Then we investigate the optimal regularity of weak solutions in dependency of the "degree" of nonlinearity of the governing vector field $a$ (under the permanent assumptions of suitable ellipticity, growth and regularity conditions on $a$ ). In this regard, we start by discussing the linear theory (that is for systems where the coefficients $a(x, u) \equiv a(x)$ do not depend explicitly on the weak solution) and establish full regularity estimates. This is quite peculiar and a consequence of the particular structure of the coefficients, since for more general systems, as in the counterexamples, one merely expects partial regularity results, that is, regularity outside of negligible sets. Secondly, we present three different strategies for proving partial $C^{0, \alpha}$-regularity results for such systems, where the coefficients may depend also explicitly on the weak solution. More precisely, we explain the main ideas for the blow-up technique, the method of $\mathcal{A}$-harmonic approximation, and the indirect approach.

### 4.1 Counterexamples to Full Regularity

We now present the principal ideas for the construction of some counterexamples to full regularity, which were given first by De Giorgi [16] and shortly after by Giusti and Miranda [42]. However, we remark that similar examples, which exhibit the same features, were constructed independently by May'za [58]. The main intention, why we discuss the construction in some details, is to point out that the existence of discontinuous weak solutions is not a pathological phenomenon, which occurs only for very complicated and highly nonlinear elliptic systems. In fact, the examples presented here deal with discontinuous functions $u \in W^{1,2}\left(B_{1}, \mathbb{R}^{n}\right)$ solving the weak formulation for linear or quasilinear systems in divergence form of the type div $(A(x) D u)=0$ and $\operatorname{div}(\tilde{A}(u) D u)=0$, respectively, in $B_{1} \subset \mathbb{R}^{n}$ with $n \geq 3$. To give a good motivation for the choice of the coefficients, it is actually the most illustrative to start from one of the simplest functions in $B_{1}$ with a discontinuity, namely from the function

$$
u(\alpha, x):=|x|^{-\alpha} x
$$

for some $\alpha \in[1, n / 2)$. Obviously, this function is discontinuous only at the origin and smooth everywhere else, and it also belongs to the Sobolev space $W^{1,2}\left(B_{1}, \mathbb{R}^{n}\right)$, as we have already observed in Example 1.43 . For $x \neq 0$ its weak (and in fact classical) partial derivatives are given by the formula

$$
D_{i} u^{\kappa}(\alpha, x)=|x|^{-\alpha} \delta_{i \kappa}-\alpha|x|^{-\alpha-2} x_{i} x_{\kappa}
$$

for every $i, \kappa \in\{1, \ldots, n\}$. This very particular structure of the derivatives will now play the crucial role in the construction of the coefficients, and for later convenience, we observe already at this stage the following three identities:

$$
\begin{aligned}
& \sum_{i=1}^{n} D_{i} u^{i}(\alpha, x)=\operatorname{Tr}(D u(\alpha, x))=(n-\alpha)|x|^{-\alpha}, \\
& \sum_{i, \kappa=1}^{n} x_{i} x_{\kappa} D_{i} u^{\kappa}(\alpha, x)=(1-\alpha)|x|^{2-\alpha}, \\
& \sum_{i, \kappa=1}^{n}\left(D_{i} u^{\kappa}(\alpha, x)\right)^{2}=|D u(\alpha, x)|^{2}=\left(n-2 \alpha+\alpha^{2}\right)|x|^{-2 \alpha} .
\end{aligned}
$$

The counterexample of De Giorgi We first introduce a family of bilinear forms $A\left(b_{1}, b_{2}\right)$ on $\mathbb{R}^{n \times n}$ via

$$
A_{i j}^{\kappa \lambda}\left(b_{1}, b_{2}, x\right)=\delta_{\kappa \lambda} \delta_{i j}+\left(b_{1} \delta_{i \kappa}+b_{2} \frac{x_{i} x_{\kappa}}{|x|^{2}}\right)\left(b_{1} \delta_{j \lambda}+b_{2} \frac{x_{j} x_{\lambda}}{|x|^{2}}\right)
$$

for all indices $\kappa, \lambda, i, j \in\{1, \ldots, n\}, x \neq 0$, and with two arbitrary parameters $b_{1}, b_{2} \in \mathbb{R}$, and we notice that the two constituent components $\delta_{i \kappa}$ and $x_{i} x_{\kappa}$ of the gradient $D_{i} u^{\kappa}$ reappear here. In what follows we shall use the convention

$$
A\left(b_{1}, b_{2}, x\right) z \cdot \bar{z}=\sum_{\kappa, \lambda, i, j=1}^{n} A_{i j}^{\kappa \lambda}\left(b_{1}, b_{2}, x\right) z_{i}^{\kappa} \bar{z}_{j}^{\lambda}
$$

for all $z, \bar{z} \in R^{n \times n}$. From its definition we observe that $A\left(b_{1}, b_{2}, x\right)$ is bounded and elliptic with $A\left(b_{1}, b_{2}, x\right) z \cdot z \geq|z|^{2}$ for all $z \in R^{n \times n}$, all $x \neq 0$, and every choice of $b_{1}, b_{2} \in \mathbb{R}$. It is further not difficult to check that the two free parameters $b_{1}, b_{2}$ can be chosen in such a way that, for each $\alpha \in[1, n / 2)$, the function $u(\alpha)$ defined above is a weak solution to the associated linear system. To this end, we calculate, using the identities given above, for every $x \neq 0$ and all $\lambda, j \in\{1, \ldots, n\}$ :

$$
\begin{aligned}
&\left(A\left(b_{1}, b_{2}, x\right) D u(\alpha, x)\right)_{j}^{\lambda} \\
&= D_{j} u^{\lambda}(\alpha, x) \\
&+\left(b_{1} \sum_{i=1}^{n} D_{i} u^{i}(\alpha, x)+b_{2} \sum_{i, \kappa=1}^{n} \frac{x_{i} x_{\kappa}}{|x|^{2}} D_{i} u^{\kappa}(\alpha, x)\right)\left(b_{1} \delta_{j \lambda}+b_{2} \frac{x_{j} x_{\lambda}}{|x|^{2}}\right) \\
&= {\left[b_{1}\left(b_{1}(n-\alpha)+b_{2}(1-\alpha)\right)+1\right]|x|^{-\alpha} \delta_{j \lambda} } \\
& \quad+\left[b_{2}\left(b_{1}(n-\alpha)+b_{2}(1-\alpha)\right)-\alpha\right]|x|^{-\alpha-2} x_{j} x_{\lambda} .
\end{aligned}
$$

Taking into account

$$
\sum_{j=1}^{n} D_{j}\left(|x|^{-\alpha} \delta_{j \lambda}\right)=-\alpha|x|^{-\alpha-2} x_{\lambda}
$$

and

$$
\sum_{j=1}^{n} D_{j}\left(|x|^{-\alpha-2} x_{j} x_{\lambda}\right)=(n-1-\alpha)|x|^{-\alpha-2} x_{\lambda}
$$

we conclude that $\sum_{j=1}^{n} D_{j}\left(A\left(b_{1}, b_{2}, x\right) D u(\alpha, x)\right)_{j}^{\lambda}$ vanishes for all $x \neq 0$ provided that $\alpha, b_{1}$ and $b_{2}$ fulfill the equation
$\alpha\left[b_{1}\left(b_{1}(n-\alpha)+b_{2}(1-\alpha)\right)+1\right]=(n-1-\alpha)\left[b_{2}\left(b_{1}(n-\alpha)+b_{2}(1-\alpha)\right)-\alpha\right]$,
which can equivalently be written as

$$
\alpha^{2}\left[\left(b_{1}+b_{2}\right)^{2}+1\right]-\alpha n\left[\left(b_{1}+b_{2}\right)^{2}+1\right]+(n-1) b_{2}\left(b_{2}+b_{1} n\right)=0 .
$$

In that case, as a direct application of Lemma 1.41, the function $u(\alpha)$ is in fact a weak solution to the system $\operatorname{div}\left(A\left(b_{1}, b_{2}, x\right) D u\right)=0$ in $B_{1}$. Since, for each exponent $\alpha$ in the crucial interval $[1, n / 2$ ) of our interest, one can determine parameters $b_{1}, b_{2} \in \mathbb{R}$ such that the previous equation is satisfied, we find on the one hand an example of an elliptic system that admits a bounded, discontinuous solution $(\alpha=1)$ and on the other hand examples of elliptic systems that admit not only discontinuous, but even unbounded weak solutions $(\alpha \in(1, n / 2))$. Specifically, with $b_{1}=n-2, b_{2}=n$ and $\alpha \in(1, n / 2)$ determined according to the previous identity, we have then obtained De Giorgi's counterexample from [16].

Example 4.1 (De Giorgi) Assume $n \geq 3$ and let $u: \mathbb{R}^{n} \supset B_{1} \rightarrow \mathbb{R}^{n}$ be given by

$$
u(\alpha, x)=|x|^{-\alpha} x \quad \text { for } \alpha:=\frac{n}{2}\left(1-\left((2 n-2)^{2}+1\right)^{-1 / 2}\right)
$$

Then $u \in W^{1,2}\left(B_{1}, \mathbb{R}^{n}\right)$ is an unbounded weak solution of the elliptic system

$$
\operatorname{div}(A(n-2, n, x) D u(\alpha))=0 \quad \text { in } B_{1}
$$

Remark 4.2 In the original formulation De Giorgi constructed the discontinuous functions $x \mapsto u(\alpha, x)$ in fact as minimizers of a quadratic variational functionals (defined by $w \mapsto \int_{B_{1}} A(n-2, n, x) D w \cdot D w d x$ ), and the equation above is the corresponding Euler-Lagrange system.

Since the coefficients are measurable, bounded and elliptic (hence, they satisfy all assumptions of the regularity theorems presented for the scalar case), De Giorgi's construction demonstrates that neither full Hölder regularity (for all weak solutions or even for all bounded weak solutions) nor local boundedness can in general be expected in the vectorial case $N>1$. Consequently, an extension of Theorem 3.22 and Corollary 3.13 to the vectorial case is not possible for $n \geq 3$, and the same is true for the corresponding statements for minimizers of variational functionals.

The counterexample of Giusti and Miranda The coefficients in De Giorgi's example are discontinuous in the origin, and therefore, one might ask if irregular solutions to the system $\operatorname{div}(a(x, u) D u)=0$ might also exist for coefficients $a(x, u)$ which are sufficiently regular in all variables. To answer this question, one needs to distinguish two cases. In the first case, if the coefficients depend only on the independent variable (that is, we have a linear system), then continuity or smoothness of the coefficients implies actually continuity or smoothness of every weak solution, as we will see in the next Sect.4.2. Hence, a discontinuity in the coefficients turns out to be mandatory for the existence of a discontinuous weak solution in this case. Otherwise, if the coefficients are allowed to depend also explicitly on the weak solution, the question of the existence of an irregular weak solution was answered
in the affirmative by Giusti and Miranda. By a modification of the above Example 4.1 they constructed an elliptic system whose coefficients depend smoothly on the weak solution and which admits a (bounded) discontinuous weak solution. To this end, we first observe that the function $u(1, x)=x /|x|$ is a weak solution to the system

$$
\operatorname{div}(A(1,2 /(n-2), x) D u)=0 \quad \text { in } B_{1},
$$

which corresponds to the choices $b_{1}=1, b_{2}=2 /(n-2)$ and $\alpha=1$. Then we may replace in $A(1,2 /(n-2), x)$ all occurrences of terms of the form $x_{i} /|x|$ by $u_{i}$. In view of $|u(x)|=1$ for all $x \neq 0$, we obtain in this way the modified coefficients as

$$
\tilde{A}_{i j}^{\kappa \lambda}(u)=\delta_{\kappa \lambda} \delta_{i j}+\left(\delta_{i \kappa}+\frac{4}{n-2} \frac{u_{i} u_{\kappa}}{1+|u|^{2}}\right)\left(\delta_{j \lambda}+\frac{4}{n-2} \frac{u_{j} u_{\lambda}}{1+|u|^{2}}\right),
$$

for all indices $\kappa, \lambda, i, j \in\{1, \ldots, n\}$ and all $u \in \mathbb{R}^{n}$. Obviously, these coefficients are smooth in the $u$-variable, elliptic and bounded, and with these replacements we now end up with the counterexample of Giusti and Miranda from [42].

Example 4.3 (Giusti and Miranda) Assume $n \geq 3$ and let $u: \mathbb{R}^{n} \supset$ $B_{1} \rightarrow \mathbb{R}^{n}$ be given by $u(x)=x /|x|$. Then $u \in W^{1,2}\left(B_{1}, \mathbb{R}^{n}\right) \cap L^{\infty}\left(B_{1}, \mathbb{R}^{n}\right)$, and $u$ is a discontinuous weak solution of the elliptic system

$$
\begin{equation*}
\operatorname{div}(\tilde{A}(u) D u)=0 \quad \text { in } B_{1} \tag{4.1}
\end{equation*}
$$

Remarks 4.4
(i) The situation in the two-dimensional case $n=2$ is different and all solutions are continuous (in fact, the gradient of every weak solution is as regular as the coefficients), see Theorem 5.31.
(ii) By introducing additional (dummy) variables, one can show that the function $u\left(x^{\prime}, x^{\prime \prime}\right)=x^{\prime} /\left|x^{\prime}\right|$ for $\left(x^{\prime}, x^{\prime \prime}\right) \in \mathbb{R}^{3} \times \mathbb{R}^{n-3}$ with $n \geq 4$ is a bounded weak solution to a linear system of the form (4.1), and the set of points in which $u$ is discontinuous has Hausdorff dimension $n-3$.
Here in this case, with smooth dependence of the coefficients $\tilde{A}$ on all variables, the emergence of the discontinuity of the solution is obviously caused by the interaction between the solution and the gradient of the solution. Therefore, one might ask whether or not discontinuities or singularities are necessarily caused by some kind of interaction with the solution. As anticipated above, this is indeed the case if the system in linear is the gradient variable. However, even for analytic vector fields or integrands depending only on the gradient variable (but in a nonlinear way), there may exist non-smooth solutions, see the examples given in [46, 70, 71].

### 4.2 Linear Theory

We now provide some standard results and a priori estimates for weak solutions to linear systems of the form

$$
\begin{equation*}
\operatorname{div}(a(x) D u)=\operatorname{div} f-g \quad \text { in } \Omega \tag{4.2}
\end{equation*}
$$

with coefficients $a: \Omega \rightarrow \mathbb{R}^{N n \times N n}$, which are measurable, elliptic and bounded in the sense that

$$
\begin{align*}
& a(x) \xi \cdot \xi \geq|\xi|^{2}  \tag{4.3}\\
& a(x) \xi \cdot \tilde{\xi} \leq L|\xi||\tilde{\xi}| \tag{4.4}
\end{align*}
$$

for almost every $x \in \Omega$, all $\xi, \tilde{\xi} \in \mathbb{R}^{N n}$, and some $L \geq 1$. Furthermore, we always assume $f \in L^{2}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$, which essentially means that the right-hand side of (4.2) is a generic element of the dual space $\left(W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)\right)^{*}$. We shall see how higher differentiability properties of the data (that is, of the coefficients and the inhomogeneity) carry over to the gradient of the solution. Moreover, a similar effect occurs for decay properties of the solution, i.e., we also deal with Morrey- and Campanato-type regularity properties inherited by the data. Such results are very classical and usually referred to as "Schauder theory".

### 4.2.1 Hilbert Space Regularity

We first study Hilbert space regularity of weak solutions to linear systems of the form (4.2). This means that we start with a weak solution $u$ in the Hilbert space $W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ and we then look for optimal assumptions on the coefficients and the inhomogeneity which guarantee that $u$ belongs to the Hilbert space $W_{\mathrm{loc}}^{k, 2}\left(\Omega, \mathbb{R}^{N}\right)$ for some $k \geq 1$, with a bound on the corresponding norm only in terms of the $L^{2}$-norm of $u$ and of some suitable Sobolev norm of the data. For $k=1$ such a bound is established via a Caccioppoli inequality. For later purposes we here state the Caccioppoli inequality for slightly more general elliptic systems of the form

$$
\begin{equation*}
\operatorname{div}(a(x, u) D u)=\operatorname{div} f-g \quad \text { in } \Omega \tag{4.5}
\end{equation*}
$$

with $f, g$ as above and with Carathéodory coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ (now possibly depending on the $u$-variable), i.e., they are measurable with respect to $x$ for all $u$ and continuous in $u$ for almost every $x$. Furthermore,
we assume uniform ellipticity and boundedness in the sense that we have

$$
\begin{align*}
& a(x, u) \xi \cdot \xi \geq|\xi|^{2}  \tag{4.6}\\
& a(x, u) \xi \cdot \tilde{\xi} \leq L|\xi||\tilde{\xi}| \tag{4.7}
\end{align*}
$$

for almost every $x \in \Omega$, all $u \in \mathbb{R}^{N}$, all $\xi, \tilde{\xi} \in \mathbb{R}^{N n}$, and some $L \geq 1$.
Proposition 4.5 (Caccioppoli inequality) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.5) with Carathéodory coefficients a: $\Omega \times \mathbb{R}^{N} \rightarrow$ $\mathbb{R}^{N n \times N n}$ satisfying (4.6) and (4.7), $f \in L^{2}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$. Then we have for all $\zeta \in \mathbb{R}^{N}$ and all balls $B_{r}\left(x_{0}\right) \Subset B_{R}\left(x_{0}\right) \subset \Omega$ the estimate

$$
\begin{aligned}
\int_{B_{r}\left(x_{0}\right)}|D u|^{2} d x \leq c(L)(R-r)^{-2} & \int_{B_{R}\left(x_{0}\right)}|u-\zeta|^{2} d x \\
& +c \int_{B_{R}\left(x_{0}\right)}\left(|f|^{2}+(R-r)^{2}|g|^{2}\right) d x
\end{aligned}
$$

Proof We take a cut-off function $\eta \in C_{0}^{\infty}\left(B_{R}\left(x_{0}\right),[0,1]\right)$ which satisfies $\eta \equiv 1$ in $B_{r}\left(x_{0}\right)$ and $|D \eta| \leq 2(R-r)^{-1}$. We now test the weak formulation of the elliptic system (4.5) with the function $\varphi:=\eta^{2}(u-\zeta) \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$. Thus, we get

$$
\begin{aligned}
& \int_{B_{R}\left(x_{0}\right)} a(x, u) D u \cdot D u \eta^{2} d x \\
& \quad=\int_{B_{R}\left(x_{0}\right)} a(x, u) D u \cdot\left[D\left(\eta^{2}(u-\zeta)\right)-2 \eta(u-\zeta) \otimes D \eta\right] d x \\
& =\int_{B_{R}\left(x_{0}\right)} f D\left(\eta^{2}(u-\zeta)\right) d x+\int_{B_{R}\left(x_{0}\right)} g \eta^{2}(u-\zeta) d x \\
& \quad-2 \int_{B_{R}\left(x_{0}\right)} a(x, u) D u \cdot((u-\zeta) \otimes D \eta) \eta d x
\end{aligned}
$$

Using the ellipticity condition (4.6), the boundedness of $a$ via (4.7) and Young's inequality, we next deduce

$$
\begin{align*}
& \int_{B_{R}\left(x_{0}\right)}|D u|^{2} \eta^{2} d x \\
& \leq \leq \frac{1}{2} \int_{B_{R}\left(x_{0}\right)}|D u|^{2} \eta^{2} d x+c(L) \int_{B_{R}\left(x_{0}\right)}|D \eta|^{2}|u-\zeta|^{2} d x \\
& \quad+c \int_{B_{R}\left(x_{0}\right)}|f|^{2} d x+\left|\int_{B_{R}\left(x_{0}\right)} g \eta^{2}(u-\zeta) d x\right| \tag{4.8}
\end{align*}
$$

$$
\begin{aligned}
\leq & \frac{1}{2} \int_{B_{R}\left(x_{0}\right)}|D u|^{2} \eta^{2} d x+c(L)(R-r)^{-2} \int_{B_{R}\left(x_{0}\right)}|u-\zeta|^{2} d x \\
& +c \int_{B_{R}\left(x_{0}\right)}\left(|f|^{2}+(R-r)^{2}|g|^{2}\right) d x
\end{aligned}
$$

Absorbing the first integral on the right-hand side and employing the properties on $\eta$, we end up with the asserted inequality.

In the special situation that the weak solution happens to vanish on the boundary of $B_{R}\left(x_{0}\right)$, we have the following version of a Caccioppoli inequality, for which the domain of integration on both sides is equal to $B_{R}\left(x_{0}\right)$.

Proposition 4.6 Let $\Omega=B_{R}\left(x_{0}\right)$ and consider a weak solution $u \in$ $W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ to the system (4.5) with Carathéodory coefficients $a: \Omega \times$ $\mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ satisfying (4.6) and (4.7), $f \in L^{2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N n}\right)$ and $g \in L^{2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$. Then we have

$$
\int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x \leq c(n, N) \int_{B_{R}\left(x_{0}\right)}\left(\left|f-(f)_{B_{R}\left(x_{0}\right)}\right|^{2}+R^{2}|g|^{2}\right) d x
$$

Proof This statement is proved similarly to Proposition 4.5. We first note $\operatorname{div}(f)_{B_{R}\left(x_{0}\right)}=0$, and hence, via testing the weak formulation of (4.5) with the function $\varphi:=u \in W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ and Hölder's inequality we find

$$
\begin{aligned}
\int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x \leq & \left(\int_{B_{R}\left(x_{0}\right)}\left|f-(f)_{B_{R}\left(x_{0}\right)}\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x\right)^{\frac{1}{2}} \\
& +\left(\int_{B_{R}\left(x_{0}\right)}|g|^{2} d x\right)^{\frac{1}{2}}\left(\int_{B_{R}\left(x_{0}\right)}|u|^{2} d x\right)^{\frac{1}{2}}
\end{aligned}
$$

The assertion then follows from Poincaré's inequality.
In order to illustrate the importance of Caccioppoli inequalities and also the hole-filling technique, we briefly comment on weak solutions on the whole space and how to derive the well-known Liouville property of bounded weak solutions.
Corollary 4.7 Let $u \in W_{\operatorname{loc}}^{1,2}\left(\mathbb{R}^{n}, \mathbb{R}^{N}\right)$ be a weak solution to

$$
\operatorname{div}(a(x, u) D u)=0 \quad \text { in } \mathbb{R}^{n}
$$

with Carathéodory coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ satisfying (4.6) and (4.7). If $D u \in L^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{N n}\right)$ holds, then $u$ is constant in $\mathbb{R}^{n}$. In particular, every bounded weak solution is constant for $n=2$.

Proof Let $R>0$ be arbitrary. From inequality (4.8) (with the choices $r=R / 2$ and $\zeta=(u)_{B_{R} \backslash B_{R / 2}}$ ) and Poincaré's inequality (for which the dependence on the radius $R$ is again inferred by a rescaling argument), we first deduce

$$
\begin{align*}
\int_{B_{R / 2}}|D u|^{2} d x & \leq c(L) R^{-2} \int_{B_{R} \backslash B_{R / 2}}\left|u-(u)_{B_{R} \backslash B_{R / 2}}\right|^{2} d x  \tag{4.9}\\
& \leq c^{*}(n, N, L) \int_{B_{R} \backslash B_{R / 2}}|D u|^{2} d x .
\end{align*}
$$

Thus, adding $c^{*} \int_{B_{R / 2}}|D u|^{2} d x$ to both sides (that is, applying the hole-filling argument), we find

$$
\int_{B_{R / 2}}|D u|^{2} d x \leq \frac{c^{*}(n, N, L)}{c^{*}(n, N, L)+1} \int_{B_{R}}|D u|^{2} d x .
$$

Since the constant on the left-hand side is independent of $R$ and $D u \in$ $L^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{N n}\right)$ holds by assumption, we can pass to the limit $R \rightarrow \infty$, which gives

$$
\int_{\mathbb{R}^{n}}|D u|^{2} d x \leq \frac{c^{*}(n, N, L)}{c^{*}(n, N, L)+1} \int_{\mathbb{R}^{n}}|D u|^{2} d x .
$$

Since the constant on the right-hand side is strictly less than 1 , we arrive at $D u \equiv 0$ in $\mathbb{R}^{n}$, and thus, $u$ is constant in $\mathbb{R}^{n}$ as claimed.

Finally, if $u \in W_{\text {loc }}^{1,2}\left(\mathbb{R}^{2}, \mathbb{R}^{N}\right)$ is a bounded weak solution in the twodimensional case, then we obtain from (4.9)

$$
\int_{B_{R / 2}}|D u|^{2} d x \leq c(n, L) R^{-2} R^{2}\|u\|_{L^{\infty}\left(\mathbb{R}^{2}, \mathbb{R}^{N}\right)} \leq c(n, L)\|u\|_{L^{\infty}\left(\mathbb{R}^{2}, \mathbb{R}^{N}\right)}
$$

Since $R$ was arbitrary, this implies immediately $D u \in L^{2}\left(\mathbb{R}^{2}, \mathbb{R}^{N}\right)$, and constancy of $u$ follows from the first claim.

Next, we return to the linear system (4.2) with coefficients $a(x)$ not depending explicitly on $u$ and prove interior $W^{2,2}$-regularity for weak solutions. This can be considered as the toy case for the application of the difference quotient technique in order to obtain higher regularity. We will see later that this technique is also useful for more general vector fields $a(x, u, z)$ which are possibly nonlinear in the gradient variable (still under suitable assumptions concerning the differentiability in all variables, growth and ellipticity of the bilinear form $\left.D_{z} a(x, u, z)\right)$.

Proposition 4.8 Consider a weak solution $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ to the system (4.2) with coefficients $a \in W^{1, \infty}\left(\Omega, \mathbb{R}^{N n \times N n}\right)$ satisfying (4.3), $f \in$
$W^{1,2}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$. Then $u \in W_{\text {loc }}^{2,2}\left(\Omega, \mathbb{R}^{N}\right)$, and for all balls $B_{r}\left(x_{0}\right) \Subset B_{R}\left(x_{0}\right) \subset \Omega$ we have

$$
\begin{aligned}
\int_{B_{r}\left(x_{0}\right)}\left|D^{2} u\right|^{2} d x \leq c\left(n,\|a\|_{W^{1, \infty}(\Omega)}\right)[ & \left.(R-r)^{-2}+1\right] \int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x \\
& +c(n) \int_{B_{R}\left(x_{0}\right)}\left(|D f|^{2}+|g|^{2}\right) d x
\end{aligned}
$$

Proof We take $\varphi \in C_{0}^{1}\left(\Omega, \mathbb{R}^{N}\right)$ and test the weak formulation of (4.2) with the difference quotient $\triangle_{s,-h} \varphi$ of stepsize $-h \in \mathbb{R}$ such that $|h| \in(0, \operatorname{dist}(\operatorname{spt} \varphi, \partial \Omega))$ and in an arbitrary direction $s \in\{1, \ldots, n\}$. Using the integration by parts formula for finite difference quotients from Remark 1.45 (iii), we obtain

$$
\int_{\Omega} \triangle_{s, h}(a D u) \cdot D \varphi d x=\int_{\Omega} \triangle_{s, h} f D \varphi d x+\int_{\Omega} \triangle_{s, h} g \varphi d x .
$$

With the product formula for finite difference quotients we hence find that the function $v:=\triangle_{s, h} u$ is a weak solution to the system

$$
\begin{aligned}
\operatorname{div}(a(x) D v(x)) & =\operatorname{div}\left(-\triangle_{s, h} a(x) D u\left(x+h e_{s}\right)+\triangle_{s, h} f(x)\right)-\triangle_{s, h} g(x) \\
& =: \operatorname{div} \tilde{f}(x)-\triangle_{s, h} g(x)
\end{aligned}
$$

in any subset $\Omega^{\prime} \Subset \Omega$, provided that we suppose $|h|<\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$. At this stage the application of Proposition 4.5 would not yield that the family $\triangle_{s, h} D u$ is bounded in $L^{2}$, uniformly with respect to $h$, since $g$ is assumed to belong only to $L^{2}\left(\Omega, \mathbb{R}^{N}\right)$ and consequently $\triangle_{s, h} g$ does not necessarily remain bounded. Nevertheless, the existence of second order derivatives of $u$ can be shown by a similar argument.

Heuristically, we should think of all difference quotients $\triangle_{s, h}$ in the above derivation being replaced by the weak derivative $D_{s}$ (which is rigorously not allowed). Hence, the function $w:=D_{s} u$ would formally be a weak solution to the system

$$
\begin{equation*}
\operatorname{div}(a(x) D w)=\operatorname{div}\left(-D_{s} a(x) D u+D_{s} f\right)-D_{s} g \tag{4.10}
\end{equation*}
$$

At this stage, with $-D_{s} a(x) D u+D_{s} f-g e_{s}$ and the zero-function playing the roles of $f$ and $g$ in Proposition 4.5, the desired $L^{2}$-estimate for $D w$ would follow immediately.

In a rigorous way, the problem that we need to work with difference quotients instead of weak derivatives and that consequently difference quotients of $g$ appear is resolved as follows: we go back to the proof of Proposition 4.5 and estimate the integral involving $g$ explicitly. For this purpose, given an
open subset $\Omega^{\prime} \Subset \Omega$, we consider concentric balls $B_{r}\left(x_{0}\right) \Subset B_{R}\left(x_{0}\right) \subset \Omega^{\prime}$, $h \in \mathbb{R} \backslash\{0\}$ with $|h|<\min \left\{\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right),(R-r) / 2\right\}$ and a cut-off function $\eta \in C_{0}^{\infty}\left(B_{(R+r) / 2}\left(x_{0}\right),[0,1]\right)$ satisfying $\eta \equiv 1$ in $B_{r}\left(x_{0}\right)$ and $|D \eta| \leq 4 /(R-r)$. With the integration by parts formula for finite difference quotients, Young's inequality and Lemma 1.46 we first observe that

$$
\begin{aligned}
& \left|\int_{B_{(R+r) / 2}\left(x_{0}\right)} \triangle_{s, h} g \eta^{2} \triangle_{s, h} u d x\right|=\left|\int_{B_{(R+r) / 2}\left(x_{0}\right)} g \Delta_{s,-h}\left(\eta^{2} \triangle_{s, h} u\right) d x\right| \\
& \quad \leq 2 \int_{B_{(R+r) / 2}\left(x_{0}\right)}|g|^{2} d x+\frac{1}{8} \int_{B_{(R+r) / 2}\left(x_{0}\right)}\left|D\left(\eta^{2} \triangle_{s, h} u\right)\right|^{2} d x \\
& \quad \leq 2 \int_{B_{(R+r) / 2}\left(x_{0}\right)}\left(|g|^{2}+\left|\triangle_{s, h} u\right|^{2}|D \eta|^{2}\right) d x \\
& \quad+\frac{1}{4} \int_{B_{(R+r) / 2}\left(x_{0}\right)}\left|\triangle_{s, h} D u\right|^{2} \eta^{2} d x .
\end{aligned}
$$

From inequality (4.8) (for $\zeta=0$ ), with $\triangle_{s, h} u, \tilde{f}, \triangle_{s, h} g$, and $(R+r) / 2$ instead of $u, f, g$, and, respectively, $R$ we therefore deduce

$$
\begin{aligned}
& \int_{B_{(R+r) / 2}\left(x_{0}\right)}\left|\triangle_{s, h} D u\right|^{2} \eta^{2} d x \\
& \leq \frac{1}{2} \int_{B_{(R+r) / 2}\left(x_{0}\right)}\left|\triangle_{s, h} D u\right|^{2} \eta^{2} d x \\
&+c\left(\|a\|_{L^{\infty}(\Omega)}\right) \int_{B_{(R+r) / 2}\left(x_{0}\right)}|D \eta|^{2}\left|\triangle_{s, h} u\right|^{2} d x \\
&+c \int_{B_{R}\left(x_{0}\right)}|\tilde{f}|^{2} d x+\left|\int_{B_{R}\left(x_{0}\right)} \triangle_{s, h} g \eta^{2} \triangle_{s, h} u d x\right| \\
& \leq \frac{3}{4} \int_{B_{(R+r) / 2}\left(x_{0}\right)}\left|\triangle_{s, h} D u\right|^{2} \eta^{2} d x \\
&+c\left(\|a\|_{\left.L^{\infty}(\Omega)\right)} \int_{B_{(R+r) / 2}\left(x_{0}\right)}|D \eta|^{2}\left|\triangle_{s, h} u\right|^{2} d x\right. \\
&+c\|a\|_{W^{1, \infty}(\Omega)}^{2} \int_{B_{(R+r) / 2}\left(x_{0}\right)}\left|D u\left(x+h e_{s}\right)\right|^{2} d x \\
&+c \int_{B_{(R+r) / 2}\left(x_{0}\right)}\left(\left|\triangle_{s, h} f\right|^{2}+|g|^{2}\right) d x \\
& \leq \frac{3}{4} \int_{B_{(R+r) / 2}\left(x_{0}\right)}\left|\triangle_{s, h} D u\right|^{2} \eta^{2} d x
\end{aligned}
$$

$$
\begin{aligned}
& +c\left(\|a\|_{W^{1, \infty}(\Omega)}\right)\left[(R-r)^{-2}+1\right] \int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x \\
& +c \int_{B_{R}\left(x_{0}\right)}\left(\left|D_{s} f\right|^{2}+|g|^{2}\right) d x,
\end{aligned}
$$

where we once again have used Lemma 1.46. According to Lemma 1.48, we hence obtain the existence of the second order derivative $D_{s} D u \in$ $L^{2}\left(B_{r}\left(x_{0}\right), \mathbb{R}^{N n}\right)$, and by arbitrariness of $B_{r}\left(x_{0}\right)$ we have established $D_{s} D u \in$ $L_{\text {loc }}^{2}\left(\Omega, \mathbb{R}^{N n}\right)$. Moreover, we have made the formal computation leading to the differentiated system (4.10) rigorous, and $D_{s} u$ is indeed a weak solution for every $\Omega^{\prime} \Subset \Omega$. Passing to the limit $h \rightarrow 0$ in the previous estimate (as mentioned above, one could alternatively use the validity of a Caccioppoli inequality for the differentiated system equation), we then find the estimate

$$
\begin{aligned}
\int_{B_{r}\left(x_{0}\right)}\left|D_{s} D u\right|^{2} d x \leq & c\left(\|a\|_{W^{1, \infty}(\Omega)}\left[(R-r)^{-2}+1\right] \int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x\right. \\
& +c \int_{B_{R}\left(x_{0}\right)}\left(\left|D_{s} f\right|^{2}+|g|^{2}\right) d x
\end{aligned}
$$

(and $B_{R}\left(x_{0}\right) \subset \Omega$ is indeed allowed now). The summation over $s \in\{1, \ldots, n\}$ then completes the proof of the proposition.

By an iteration of Proposition 4.8 (and combined with the Caccioppoli inequality from Proposition 4.5) we obtain the general result on interior $W^{k, 2_{-}}$ regularity.

Theorem 4.9 Let $k \in \mathbb{N}$ and consider a weak solution $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ to the system (4.2) with coefficients $a \in W^{k, \infty}\left(\Omega, \mathbb{R}^{N n \times N n}\right)$ satisfying (4.3), $f \in W^{k, 2}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in W^{k-1,2}\left(\Omega, \mathbb{R}^{N}\right)$. Then $u \in W_{\operatorname{loc}}^{k+1,2}\left(\Omega, \mathbb{R}^{N}\right)$, and for all $\Omega^{\prime} \Subset \Omega$ we have

$$
\|u\|_{W^{k+1,2}\left(\Omega^{\prime}, \mathbb{R}^{N n^{k+1}}\right)} \leq c\left(\|u\|_{L^{2}\left(\Omega, \mathbb{R}^{N}\right)}+\|f\|_{W^{k, 2}\left(\Omega, \mathbb{R}^{N n}\right)}+\|g\|_{W^{k-1,2}\left(\Omega, \mathbb{R}^{N}\right)}\right)
$$

for a constant $c$ depending only on $n, k,\|a\|_{W^{k, \infty}(\Omega)}, \Omega^{\prime}$, and $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$.
As a direct consequence of the embedding result in Corollary 1.64 for Sobolev functions we finally conclude that every weak solution is smooth in the interior, provided that the coefficients and the inhomogeneity is smooth.

Corollary 4.10 Consider a weak solution $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ to the system (4.2) with coefficients $a \in C^{\infty}\left(\Omega, \mathbb{R}^{N n \times N n}\right)$ satisfying (4.3), $f \in$ $C^{\infty}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in C^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$. Then we have $u \in C^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$.

### 4.2.2 Decay Estimates

We next establish some decay estimates for weak solutions to the linear system (4.2), in the sense that we provide the optimal scaling of the $L^{2}$ norm (of the weak solution and of their gradients, respectively) on small balls in terms of the radius. In doing so we give Morrey-type estimates in $L^{2, \lambda}$ and Campanato-type estimates in $\mathcal{L}^{2, \lambda}$, for the optimal parameter $\lambda$. Such decay estimates were first investigated in this form by Campanato in [9]. We follow his original strategy of proof and proceed in three steps. We first study the particular situation of homogeneous systems with constant, elliptic coefficients, i.e., of systems of the form

$$
\begin{equation*}
\operatorname{div}(a D u)=0 \quad \text { in } \Omega . \tag{4.11}
\end{equation*}
$$

Via a perturbation argument, this situation is then generalized in a second step to the inhomogeneous case with constant, elliptic coefficients and finally in a third step to general systems with continuous, elliptic coefficients.

Homogeneous systems with constant coefficients Due to Theorem 4.9 (or Corollary 4.10) we already know that every weak solution to the system (4.11) is smooth, and we now derive the optimal decay behavior of the $L^{2}$-norm of the weak solution on balls in terms of a suitable power of the radius.

Lemma 4.11 (Decay estimates I; Campanato) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.11) with constant coefficients $a \in \mathbb{R}^{N n \times N n}$ satisfying (4.3) and (4.4). Then for all balls $B_{r}\left(x_{0}\right) \subset B_{R}\left(x_{0}\right) \subset \Omega$ we have

$$
\int_{B_{r}\left(x_{0}\right)}|u|^{2} d x \leq c\left(\frac{r}{R}\right)^{n} \int_{B_{R}\left(x_{0}\right)}|u|^{2} d x
$$

and

$$
\int_{B_{r}\left(x_{0}\right)}\left|u-(u)_{B_{r}\left(x_{0}\right)}\right|^{2} d x \leq c\left(\frac{r}{R}\right)^{n+2} \int_{B_{R}\left(x_{0}\right)}\left|u-(u)_{B_{R}\left(x_{0}\right)}\right|^{2} d x
$$

with constants $c$ depending only on $n$, $N$, and $L$. Moreover, the same estimates are true if $u$ is replaced by any derivative $D^{k} u$ for $k \in \mathbb{N}$.

Proof We may assume $r \leq R / 2$ (otherwise both inequalities are satisfied trivially with constants $c=2^{n}$ and $c=2^{n+2}$, respectively). Due to Theorem 4.9, we have $u \in W_{\mathrm{loc}}^{k, 2}\left(\Omega, \mathbb{R}^{N}\right)$ for every $k \in \mathbb{N}$, and we further
recall that via Sobolev's and Morrey's embedding from Corollary 1.64 we have

$$
\|u\|_{L^{\infty}\left(B_{R / 2}\left(x_{0}\right), \mathbb{R}^{N}\right)} \leq c(n, N, k, R)\|u\|_{W^{k, 2}\left(B_{R / 2}\left(x_{0}\right), \mathbb{R}^{N}\right)}
$$

whenever $k>n / 2$. Choosing for example $k=n$, we then obtain

$$
\begin{aligned}
\int_{B_{r}\left(x_{0}\right)}|u|^{2} d x & \leq c(n) r^{n}\|u\|_{L^{\infty}\left(B_{R / 2}\left(x_{0}\right), \mathrm{R}^{N}\right)}^{2} \\
& \leq c(n, N, R) r^{n}\|u\|_{W^{n, 2}\left(B_{R / 2}\left(x_{0}\right), \mathbb{R}^{N}\right)}^{2} \\
& \leq c(n, N, L, R) r^{n} \int_{B_{R}\left(x_{0}\right)}|u|^{2} d x
\end{aligned}
$$

where for the last inequality we have exploited the estimate given in Theorem 4.9. By a simple rescaling argument, considering the function $v(y):=u\left(R y+x_{0}\right)$ on the unit ball $B_{1}$, we determine the dependence of the constant on the radius $R$ and find $c(n, N, L, R)=c(n, N, L) R^{-n}$. This completes the proof of the first inequality.

To prove the second inequality, we first observe that also $D_{s} u$ is a weak solution to the same system (4.11), for every $s \in\{1, \ldots, n\}$. Consequently, the first inequality, applied for $D u$ instead of $u$, yields

$$
\int_{B_{r}\left(x_{0}\right)}|D u|^{2} d x \leq c(n, N, L)\left(\frac{r}{R}\right)^{n} \int_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x .
$$

With Poincaré's inequality from Lemma 1.56 and the Caccioppoli inequality from Proposition 4.5 (applied with $\left.\zeta=(u)_{B_{R}\left(x_{0}\right)} \in \mathbb{R}^{N}\right)$, the assertion then follows from the chain of inequalities

$$
\begin{aligned}
\int_{B_{r}\left(x_{0}\right)}\left|u-(u)_{B_{r}\left(x_{0}\right)}\right|^{2} d x & \leq c(n, N) r^{2} \int_{B_{r}\left(x_{0}\right)}|D u|^{2} d x \\
& \leq c(n, N, L) r^{2}\left(\frac{r}{R}\right)^{n} \int_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x \\
& \leq c(n, N, L)\left(\frac{r}{R}\right)^{n+2} \int_{B_{R}\left(x_{0}\right)}\left|u-(u)_{B_{R}\left(x_{0}\right)}\right|^{2} d x
\end{aligned}
$$

Finally, we observe that with $u$ also each partial derivative $D^{\beta} u$ of order $|\beta|=k$ (for any $k \in \mathbb{N}$ ) is a solution to the same homogeneous, linear system with constant coefficients. Consequently, the same decay estimates hold true for arbitrary derivatives of $u$ instead of $u$.

Inhomogeneous systems with constant coefficients We next derive similar decay estimates for weak solutions of inhomogeneous systems (4.2), still with constant, elliptic coefficients. The inhomogeneity is here viewed as a perturbation of the homogeneous situation, and the decay estimates essentially follow from the previous Lemma 4.11, by controlling the $L^{2}$ distance between (the gradients of) the solution of the inhomogeneous system and the solution of the homogeneous system (with a suitable boundary constraint), in terms of the difference of these two system, that is, of the inhomogeneity. This is the first example of a comparison principle, and for its implementation we need to guarantee the existence of the comparison function. To this end, we recall the following consequence of the Lax-Milgram Theorem A. 11 concerning the existence of weak solutions in the Hilbert space $W^{1,2}$ with prescribed boundary values.

Remark 4.12 For linear systems of the form (4.2) with measurable coefficients $a: \Omega \rightarrow \mathbb{R}^{N n \times N n}$ satisfying (4.3) and (4.4) the Lax-Milgram Theorem A. 11 ensures the existence of a (unique) solution $u \in u_{0}+W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ with prescribed boundary values $u_{0} \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$. To verify this assertion, one applies Theorem A. 11 in the Hilbert space $W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$, with bilinear form $B: W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right) \times W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right) \rightarrow \mathbb{R}$ and right-hand side $F \in$ $\left(W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)\right)^{*}$ given by

$$
\begin{aligned}
B(v, w) & :=\int_{\Omega} a(x) D v \cdot D w d x \\
F(v) & :=\int_{\Omega}\left(-a(x) D u_{0} \cdot D v+f \cdot D v+g \cdot v\right) d x
\end{aligned}
$$

for all $v, w \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$. Then $u:=u_{0}+\Lambda(F) \in u_{0}+W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ is a weak solution to (4.2).

With this existence result at hand, we can now prove the decay estimates in the inhomogeneous case via the aforementioned comparison technique.

Lemma 4.13 (Decay estimates II; Campanato) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.2) with constant coefficients a $\in \mathbb{R}^{N n \times N n}$ satisfying (4.3) and (4.4), $f \in L^{2}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$. Then for all balls $B_{r}\left(x_{0}\right) \subset B_{R}\left(x_{0}\right) \subset \Omega$ we have

$$
\begin{aligned}
\int_{B_{r}\left(x_{0}\right)}|D u|^{2} d x \leq c\left[\left(\frac{r}{R}\right)^{n} \int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x\right. & \\
& \left.+\int_{B_{R}\left(x_{0}\right)}\left(|f|^{2}+R^{2}|g|^{2}\right) d x\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{B_{r}\left(x_{0}\right)}\left|D u-(D u)_{B_{r}\left(x_{0}\right)}\right|^{2} d x \\
& \leq c\left[\left(\frac{r}{R}\right)^{n+2} \int_{B_{R}\left(x_{0}\right)}\left|D u-(D u)_{B_{R}\left(x_{0}\right)}\right|^{2} d x\right. \\
&\left.+\int_{B_{R}\left(x_{0}\right)}\left(\left|f-(f)_{B_{R}\left(x_{0}\right)}\right|^{2}+R^{2}|g|^{2}\right) d x\right]
\end{aligned}
$$

with constants $c$ depending only on $n, N$, and $L$.
Proof We fix $B_{R}\left(x_{0}\right) \subset \Omega$. According to Remark 4.12 we may write the weak solution as $u=v+w$, where $v \in u+W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ is the weak solution to

$$
\operatorname{div}(a D v)=0 \quad \text { in } B_{R}\left(x_{0}\right)
$$

and $w \in W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ is the weak solution to

$$
\operatorname{div}(a D w)=\operatorname{div} f-g \quad \text { in } B_{R}\left(x_{0}\right)
$$

(notice that $v=u$ and $w=0$ if both $f$ and $g$ vanish). For the function $D v$ we have the decay estimates provided by Lemma 4.11 at our disposal, whereas the function $D w$ is controlled in $L^{2}$ by the $L^{2}$-norms of $f$ and $g$ only, due to Proposition 4.6. Using twice the fact that for every function $\varphi \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$ the $\operatorname{map} \zeta \mapsto \int_{\Omega}|\varphi-\zeta|^{2} d x$ is minimized by the mean value $\zeta=(\varphi)_{\Omega}$, we hence find

$$
\begin{aligned}
& \int_{B_{r}\left(x_{0}\right)}\left|D u-(D u)_{B_{r}\left(x_{0}\right)}\right|^{2} d x \leq \int_{B_{r}\left(x_{0}\right)}\left|D u-(D v)_{B_{r}\left(x_{0}\right)}\right|^{2} d x \\
& \leq 2 \int_{B_{r}\left(x_{0}\right)}\left|D v-(D v)_{B_{r}\left(x_{0}\right)}\right|^{2} d x+2 \int_{B_{R}\left(x_{0}\right)}|D w|^{2} d x \\
& \leq c(n, N, L)\left(\frac{r}{R}\right)^{n+2} \int_{B_{R}\left(x_{0}\right)}\left|D v-(D v)_{B_{R}\left(x_{0}\right)}\right|^{2} d x+2 \int_{B_{R}\left(x_{0}\right)}|D w|^{2} d x \\
& \leq c(n, N, L)\left[\left(\frac{r}{R}\right)^{n+2} \int_{B_{R}\left(x_{0}\right)}\left|D u-(D u)_{B_{R}\left(x_{0}\right)}\right|^{2} d x+\int_{B_{R}\left(x_{0}\right)}|D w|^{2} d x\right] \\
& \leq c(n, N, L)\left[\left(\frac{r}{R}\right)^{n+2} \int_{B_{R}\left(x_{0}\right)}\left|D u-(D u)_{B_{R}\left(x_{0}\right)}\right|^{2} d x\right. \\
& \left.\quad+\int_{B_{R}\left(x_{0}\right)}\left(\left|f-(f)_{B_{R}\left(x_{0}\right)}\right|^{2}+R^{2}|g|^{2}\right) d x\right] .
\end{aligned}
$$

This finishes the proof of the second inequality, and the first one is obtained similarly (and in a simpler way since the passage between different mean values of $D u$ is not needed).

As a direct consequence of Lemma 4.13, combined with the iteration Lemma B.3, we thus obtain the following Morrey- and Campanato-space regularity result.
Corollary 4.14 Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.2) with constant coefficients $a \in \mathbb{R}^{N n \times N n}$ satisfying (4.3) and (4.4), $f \in$ $L^{2}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$. Then we have the implications:
(i) If $f \in L^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right), g \in L^{2, \max \{0, \lambda-2\}}\left(\Omega, \mathbb{R}^{N}\right)$ for some $\lambda \in(0, n)$, then we have $D u \in L_{\mathrm{loc}}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)$, and for every subset $\Omega^{\prime} \Subset \Omega$ there holds

$$
\begin{aligned}
\|D u\|_{L^{2, \lambda}\left(\Omega^{\prime}, \mathbb{R}^{N n}\right)} \leq c\left(\|D u\|_{L^{2}\left(\Omega, \mathbb{R}^{N n}\right)}+\right. & \|f\|_{L^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)} \\
& \left.+\|g\|_{L^{2, \max \{0, \lambda-2\}}\left(\Omega, \mathbb{R}^{N}\right)}\right)
\end{aligned}
$$

for a constant $c$ depending only on $n, N, L, \lambda$, and $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$;
(ii) If $f \in \mathcal{L}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right), g \in L^{2, \max \{0, \lambda-2\}}\left(\Omega, \mathbb{R}^{N}\right)$ for some $\lambda \in(0, n+2)$, then we have $D u \in \mathcal{L}_{\text {loc }}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)$, and for every subset $\Omega^{\prime} \Subset \Omega$ there holds

$$
\begin{aligned}
\|D u\|_{\mathcal{L}^{2, \lambda}\left(\Omega^{\prime}, \mathbb{R}^{N n}\right)} \leq c\left(\|D u\|_{L^{2}\left(\Omega, \mathbb{R}^{N n}\right)}+\right. & \|f\|_{\mathcal{L}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)} \\
& \left.+\|g\|_{L^{2, \max \{0, \lambda-2\}}\left(\Omega, \mathbb{R}^{N}\right)}\right)
\end{aligned}
$$

for a constant $c$ depending only on $n, N, L, \lambda$, and $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$.
Remark 4.15 Under the same assumptions as in Corollary 4.14, we emphasize that the following Hölder regularity results are immediate. In the setting (i) with $\lambda \in(n-2, n)$, we have local Hölder regularity of $u$ with $u \in$ $C^{0,(\lambda+2-n) / 2}\left(\Omega, \mathbb{R}^{N}\right)$ (obtained by the local version of Corollary 1.58, see Remark 1.60). In the setting (ii) with $\lambda \in(n, n+2)$, we have local Hölder regularity of $D u$ with $D u \in C^{0,(\lambda-n) / 2}\left(\Omega, \mathbb{R}^{N n}\right)$ (as a direct consequence of the Campanato isomorphy in Theorem 1.27).

Inhomogeneous systems with continuous coefficients Finally, we deal with systems of the form (4.2) with uniformly continuous coefficients, i.e., we suppose that there exists a modulus of continuity $\omega: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$with $\lim _{t \searrow 0} \omega(t)=\omega(0)=0$ such that

$$
\begin{equation*}
|a(x)-a(y)| \leq \omega(|x-y|) \quad \text { for all } x, y \in \Omega . \tag{4.12}
\end{equation*}
$$

With the technique of "freezing the coefficients", which is again a perturbation argument, we immediately find the optimal decay estimates for weak solutions to such systems.
Lemma 4.16 (Decay estimates III; Campanato) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.2) with continuous coefficients $a \in C^{0}\left(\Omega, \mathbb{R}^{N n \times N n}\right)$ satisfying (4.3), (4.4), and (4.12), let $f \in L^{2}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$. Then for all balls $B_{r}\left(x_{0}\right) \subset B_{R}\left(x_{0}\right) \subset \Omega$ we have

$$
\begin{aligned}
\int_{B_{r}\left(x_{0}\right)}|D u|^{2} d x \leq c\left[\left(\left(\frac{r}{R}\right)^{n}+\omega(R)^{2}\right)\right. & \int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x \\
& \left.+\int_{B_{R}\left(x_{0}\right)}\left(|f|^{2}+R^{2}|g|^{2}\right) d x\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \int_{B_{r}\left(x_{0}\right)}\left|D u-(D u)_{B_{r}\left(x_{0}\right)}\right|^{2} d x \\
& \begin{aligned}
\leq c\left[\left.\left(\frac{r}{R}\right)^{n+2} \int_{B_{R}\left(x_{0}\right)} \right\rvert\, D u-\right. & \left.(D u)_{B_{R}\left(x_{0}\right)}\right|^{2} d x+\omega(R)^{2} \int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x \\
& \left.+\int_{B_{R}\left(x_{0}\right)}\left(\left|f-(f)_{B_{R}\left(x_{0}\right)}\right|^{2}+R^{2}|g|^{2}\right) d x\right]
\end{aligned}
\end{aligned}
$$

with constants $c$ depending only on $n, N$, and $L$.
Proof We fix $B_{R}\left(x_{0}\right) \subset \Omega$ and observe that $u$ is a weak solution to the inhomogeneous system

$$
\operatorname{div}\left(a\left(x_{0}\right) D u\right)=\operatorname{div}\left(\left(a\left(x_{0}\right)-a(x)\right) D u+f\right)-g
$$

with constant, elliptic coefficients $a\left(x_{0}\right)$. Hence, the desired inequalities follow immediately from Lemma 4.13 and the uniform continuity condition (4.12).

With the iteration Lemma B.3, we thus obtain the following Morrey- and Campanato-space regularity results, which are known as Schauder estimates.

Corollary 4.17 Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.2) with continuous coefficients $a \in C^{0}\left(\Omega, \mathbb{R}^{N n \times N n}\right)$ satisfying (4.3), (4.4),
and (4.12), $f \in L^{2}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$. Then we have the implications:
(i) If $f \in L^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in L^{2, \max \{0, \lambda-2\}}\left(\Omega, \mathbb{R}^{N}\right)$ for some $\lambda \in(0, n)$, then we have $D u \in L_{\mathrm{loc}}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)$, and for every subset $\Omega^{\prime} \Subset \Omega$ there holds

$$
\begin{aligned}
\|D u\|_{L^{2, \lambda}\left(\Omega^{\prime}, \mathbb{R}^{N n}\right)} \leq c\left(\|D u\|_{L^{2}\left(\Omega, \mathbb{R}^{N n}\right)}+\right. & \|f\|_{L^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)} \\
& \left.+\|g\|_{L^{2, \max \{0, \lambda-2\}}\left(\Omega, \mathbb{R}^{N}\right)}\right)
\end{aligned}
$$

for a constant $c$ depending only on $n, N, L, \lambda, \omega$, and $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$;
(ii) If $\omega(t) \leq t^{(\lambda-n) / 2}, f \in \mathcal{L}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in L^{2, \lambda-2}\left(\Omega, \mathbb{R}^{N}\right)$ for some $\lambda \in(n, n+2)$, then we have $D u \in \mathcal{L}_{\text {loc }}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right) \simeq C^{0,(\lambda-n) / 2}\left(\Omega, \mathbb{R}^{N n}\right)$, and for every subset $\Omega^{\prime} \Subset \Omega$ there holds

$$
\begin{aligned}
& \|D u\|_{\mathcal{L}^{2, \lambda}\left(\Omega^{\prime}, \mathbb{R}^{N n}\right)} \leq c\left(\|D u\|_{L^{2}\left(\Omega, \mathbb{R}^{N n}\right)}+\|f\|_{\mathcal{L}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)}\right. \\
& \left.\quad+\|g\|_{L^{2, \lambda-2}\left(\Omega, \mathbb{R}^{N}\right)}\right)
\end{aligned}
$$

for a constant $c$ depending only on $n, N, L, \lambda, \omega$, and $\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$.
Also here, taking into account the higher-differentiability result from Theorem 4.9 and relying on the differentiated system, we can generalize these Morrey- and Campanato-type regularity results to higher order.

Theorem 4.18 Let $k \in \mathbb{N}$ and consider a weak solution $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ to the system (4.2) with coefficients $a \in C^{k}\left(\Omega, \mathbb{R}^{N n \times N n}\right)$ satisfying (4.3), $f \in W^{k, 2}\left(\Omega, \mathbb{R}^{N n}\right)$ and $g \in W^{k-1,2}\left(\Omega, \mathbb{R}^{N}\right)$. Then we have the implications (with corresponding estimates):
(i) If $D^{k} f \in L^{2, \lambda}\left(\Omega, \mathbb{R}^{N n^{k+1}}\right)$ and $D^{k-1} g \in L^{2, \lambda}\left(\Omega, \mathbb{R}^{N n^{k-1}}\right)$ for some $\lambda \in$ $(0, n)$, then we have $D^{k+1} u \in L_{\mathrm{loc}}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n^{k+1}}\right)$;
(ii) If $a \in C^{k,(\lambda-n) / 2}\left(\Omega, \mathbb{R}^{N n \times N n}\right), D^{k} f \in \mathcal{L}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n^{k+1}}\right)$ and $D^{k-1} g \in$ $\mathcal{L}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n^{k-1}}\right)$ for some $\lambda \in(n, n+2)$, then we have $D^{k+1} u \in$ $\mathcal{L}_{\text {loc }}^{2, \lambda}\left(\Omega, \mathbb{R}^{N n^{k+1}}\right) \simeq C^{0,(\lambda-n) / 2}\left(\Omega, \mathbb{R}^{N n^{k+1}}\right)$.

Remark 4.19 Due to Theorem 4.9 and the previous result, we know that both differentiability and decay properties of the inhomogeneity are carried over to the gradient of weak solutions to the associated linear system. The same actually holds for integrability properties, i.e., whenever we have $f \in L^{p}\left(\Omega, \mathbb{R}^{N n}\right), g \in L^{n p /(n+p)}\left(\Omega, \mathbb{R}^{N}\right)$ for some $p \in(2, \infty)$ and uniformly continuous coefficients $a$, then $D u \in L_{\mathrm{loc}}^{p}\left(\Omega, \mathbb{R}^{N n}\right)$. This result is referred to as $L^{p}$-theory and is for example proved in [40, Chapter 10.4].

### 4.3 Approaches for Partial $C^{0, \alpha}$-Regularity

We next study weak solutions to particular quasilinear systems of the form

$$
\begin{equation*}
\operatorname{div}(a(x, u) D u)=0 \quad \text { in } \Omega \tag{4.13}
\end{equation*}
$$

These systems are linear in the gradient variable and play the role of model systems illustrating some essential features (cp. the counterexamples to full regularity in Sect.4.1) and techniques in the vectorial setting, specifically concerning the regularity properties of their weak solutions. The aim of this section is to present three different approaches to partial $C^{0, \alpha}$-continuity of such solutions, a regularity result, which was first established by Giusti and Miranda in [41]. As before, we assume ellipticity and boundedness of the coefficients in the sense of (4.6) and (4.7). Furthermore, we require some more regularity on the coefficients than being a Carathéodory function, namely we assume uniform continuity on $\Omega \times \mathbb{R}^{N}$. This means that there exists of a modulus of continuity $\omega: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$(concave and monotonically nondecreasing) satisfying $\lim _{t \searrow 0} \omega(t)=\omega(0)=0$ such that

$$
\begin{equation*}
|a(x, u)-a(\tilde{x}, \tilde{u})| \leq \omega(|x-\tilde{x}|+|u-\tilde{u}|) \tag{4.14}
\end{equation*}
$$

for all $x, \tilde{x} \in \Omega$ and all $u, \tilde{u} \in \mathbb{R}^{N}$.
Partial regularity as optimal regularity result In view of Example 4.3 of Giusti and Miranda, we cannot expect that a given weak solution to a system of the form (4.13) is everywhere regular in $\Omega$, under the above assumptions on the coefficients. However, the irregular solution in Example 4.3 is given by the function $u(x)=x /|x|$, which has a discontinuity in only one point and is smooth everywhere else. Such a pointwise regularity in an open subset of $\Omega$, whose complement is negligible with respect to the $\mathcal{L}^{n}$-measure, is called partial regularity. Regularity here refers to continuity of the weak solution (or of its gradient), and in order to study regularity under the aspect of optimality, we now introduce the (open) $\alpha$-regular set of a measurable function $f: \Omega \rightarrow \mathbb{R}^{N}$ via
$\operatorname{Reg}_{\alpha}(f):=\left\{x_{0} \in \Omega: f\right.$ is locally continuous

$$
\text { near } \left.x_{0} \text { with Hölder exponent } \alpha\right\}
$$

for $\alpha \in[0,1]$, and the singular set of $f$ as its complement in $\Omega$, i.e.

$$
\operatorname{Sing}_{\alpha}(f):=\Omega \backslash \operatorname{Reg}_{\alpha}(f)
$$

Note that we have the obvious inclusion $\operatorname{Reg}_{\alpha_{1}}(f) \supseteq \operatorname{Reg}_{\alpha_{2}}(f)$ whenever $\alpha_{1} \leq \alpha_{2}$.

Some general comments on the strategy of proof Apart from proving almost everywhere regularity of a weak solution $u$, almost all partial regularity results contain also a regularity improvement which states the equivalence $\operatorname{Reg}_{0}(u)=\operatorname{Reg}_{\alpha}(u)$ for some $\alpha>0$ (or the corresponding equality for the regular set of the gradient $D u$ instead of $u$ ). In this section we will give three different proofs of the partial $C^{0, \alpha}$-regularity result for weak solutions to (4.13). Since the setting is quite simple, we can get to know the essential components of these partial regularity proofs.

The first main ingredient is a Caccioppoli inequality which allows to control a suitable norm of the derivative of the weak solution by a norm of the solution itself, possibly on a larger set. For the setting under consideration here, such an inequality was already provided in Proposition 4.5. The second ingredient is an excess decay estimate, where the excess is defined as the averaged meansquare deviation from the mean of the relevant function, here for the solution itself, over a ball, that is

$$
\begin{equation*}
E\left(u ; x_{0}, \varrho\right):=f_{B_{\varrho}\left(x_{0}\right)}\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}\right|^{2} d x \tag{4.15}
\end{equation*}
$$

with $B_{\varrho}\left(x_{0}\right) \subset \Omega$. The objective is to determine the scaling behavior of the excess with respect to the radius, in a similar form as in Lemma 4.11, where we have achieved $E\left(u ; x_{0}, r\right) \leq c(r / R)^{2} E\left(u ; x_{0}, R\right)$ for every weak solution to a linear system with constant coefficients and all radii $r \leq R$. The importance of these excess decay estimates (either for any ratio or for a fixed ratio of radii) becomes clear in view of its relation to Campanato spaces and their equivalence to Hölder spaces, see Theorem 1.27. Obviously, due to the possible emergence of discontinuities, such excess decay estimates will only be true provided that we choose a "good" point (and hopefully one can justify that almost every point is actually a good one). Good here refers to the possibility of applying a comparison principle with a weak solution to a suitably linearized system - as we have already observed, these weak solutions enjoy optimal decay estimates, which can then be transferred (at least up to a certain degree) to the original solution. For the implementation of this linearization (and thus the proof of the excess decay estimate) there are several different approaches, which will be discussed in detail in the next three subsections: the blow-up technique employed by Giusti and Miranda [41], the method of $\mathcal{A}$-harmonic approximation used by Duzaar and Grotowski [21], and finally the direct approach implemented by Giaquinta and Giusti [31] and by Ivert [48]. Once these initial excess decay estimates for the weak solution are established, we can proceed to the proof of the partial $C^{0, \alpha}$-regularity result. This is stated in Theorem 4.23 along with the characterization of singular points (namely as the set of points for which the comparison with a linearized system might fail). In what follows, we stay close to the presentation of Duzaar's lecture series [20].

### 4.3.1 The Blow-Up Technique

We first explain the proof of the partial $C^{0, \alpha}$-regularity given by Giusti and Miranda in [41], which is based on an indirect approach, called the "blow-up technique". This technique traces its origins back to works of De Giorgi [14] and of Almgren [2] in the context of regularity of minimal surfaces and can roughly be described as follows. One proceeds by contradiction and therefore assumes that there exist a sequence of balls $\left(B_{R_{j}}\left(x_{j}\right)\right)_{j \in \mathbb{N}}$ and a sequence of weak solutions $\left(u_{j}\right)_{j \in \mathbb{N}}$ for which the excess decay estimate fails. One then rescales and translates these functions in order to obtain a related sequence of functions $\left(v_{j}\right)_{j \in \mathbb{N}}$ defined on the unit ball (which has the interpretation of a blown-up neighbourhood of each $x_{j}$ ), each of which still fails to satisfy the decay estimate. This new sequence is bounded uniformly in $L^{2}$ and hence has a subsequence converging weakly in $L^{2}$. Moreover, its weak limit is a weak solution to a linear system obtained during the blow-up process. As a consequence of the relevant linear theory, this limit function now does satisfy the desired excess decay estimate. Since the excess is given in terms of an $L^{2}$-estimate of $v$, this contradicts the fact that the sequence $\left(v_{j}\right)_{j \in \mathbb{N}}$ fails to satisfy the decay estimate, provided that one can improve the a priori weak convergence of the sequence $\left(v_{j}\right)_{j \in \mathbb{N}}$ to strong convergence in $L^{2}$.

To start the detailed discussion of the regularity proof of Giusti and Miranda, we first provide the improvement of weak to strong convergence for a suitable sequence of weak solutions.

Lemma 4.20 ([41], Lemma 2) Let $\left(b_{j}\right)_{j \in \mathbb{N}}$ be a sequence of bilinear forms such that for every $j \in \mathbb{N}$ the functions $b_{j}: B_{1} \rightarrow \mathbb{R}^{N n \times N n}$ are measurable, bounded and elliptic in the sense of

$$
\begin{gathered}
b_{j}(x) \xi \cdot \xi \geq|\xi|^{2} \\
b_{j}(x) \xi \cdot \tilde{\xi} \leq L|\xi||\tilde{\xi}|
\end{gathered}
$$

for almost every $x \in B_{1}$, all $\xi, \tilde{\xi} \in \mathbb{R}^{N n}$ and some $L \geq 1$. Suppose that $b_{j}$ converges pointwise almost everywhere in $B_{1}$ to some bilinear form $b: B_{1} \rightarrow$ $\mathbb{R}^{N n \times N n}$. Let further $\left(u_{j}\right)_{j \in \mathbb{N}}$ be a sequence in $W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$ such that $u_{j}$ solves the system $\operatorname{div}\left(b_{j}(x) D u_{j}\right)=0$ in $B_{1}$ in the weak sense for every $j \in \mathbb{N}$, and which converges weakly in $L^{2}\left(B_{1}, \mathbb{R}^{N}\right)$ to a function $u \in L^{2}\left(B_{1}, \mathbb{R}^{N}\right)$. Then $u \in W_{\text {loc }}^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$, and we have
(i) $u_{j} \rightarrow u$ strongly in $L^{2}\left(B_{\varrho}, \mathbb{R}^{N}\right), D u_{j} \rightharpoonup D u$ weakly in $L^{2}\left(B_{\varrho}, \mathbb{R}^{N n}\right)$ for every $\varrho<1$;
(ii) $u$ solves the system $\operatorname{div}(b(x) D u)=0$ in $B_{1}$ in the weak sense.

Proof The sequence $\left(u_{j}\right)_{j \in \mathbb{N}}$ converges weakly in $L^{2}\left(B_{1}, \mathbb{R}^{N}\right)$. Hence, in particular, it is bounded in $L^{2}\left(B_{1}, \mathbb{R}^{N}\right)$. By the Caccioppoli inequality from

Proposition 4.5, the sequence $\left(u_{j}\right)_{j \in \mathbb{N}}$ is then bounded in $W^{1,2}\left(B_{\varrho}, \mathbb{R}^{N}\right)$ for every $\varrho<1$, since we have

$$
\int_{B_{\varrho}}\left|D u_{j}\right|^{2} d x \leq c(L)(1-\varrho)^{-2} \int_{B_{1}}\left|u_{j}\right|^{2} d x \leq c(L, \varrho) \sup _{j \in \mathbb{N}}\left\|u_{j}\right\|_{L^{2}\left(B_{1}, \mathbb{R}^{N}\right)}^{2}
$$

with a constant $c$ that is independent of $j \in \mathbb{N}$. By weak precompactness of $W^{1,2}\left(B_{\varrho}, \mathbb{R}^{N}\right)$ and Rellich's Theorem 1.54 , we can therefore extract a subsequence of $\left(u_{j}\right)_{j \in \mathbb{N}}$ that converges weakly in $W^{1,2}\left(B_{\varrho}, \mathbb{R}^{N}\right)$ and strongly in $L^{2}\left(B_{\varrho}, \mathbb{R}^{N}\right)$. Due to the a priori weak convergence $u_{j} \rightharpoonup u$ in $L^{2}\left(B_{1}, \mathbb{R}^{N}\right)$, the whole sequence actually converges, and the limit is given by $u$. It only remains to prove (ii). To this end we take a test function $\varphi \in C_{0}^{1}\left(B_{1}, \mathbb{R}^{N}\right)$ with $\operatorname{spt} \varphi \subset B_{\varrho}$ for some $\varrho<1$. Now we write

$$
\begin{aligned}
\int_{B_{1}} b D u \cdot D \varphi d x= & \int_{B_{1}} b\left(D u-D u_{j}\right) \cdot D \varphi d x \\
& +\int_{B_{1}}\left(b-b_{j}\right) D u_{j} \cdot D \varphi d x+\int_{B_{1}} b_{j} D u_{j} \cdot D \varphi d x
\end{aligned}
$$

for $j \in \mathbb{N}$. In view of the weak convergence $D u_{j} \rightharpoonup D u$ in $L^{2}\left(B_{\varrho}, \mathbb{R}^{N n}\right)$, the first integral vanishes in the limit $j \rightarrow \infty$. For the second integral we compute via Hölder's inequality

$$
\left|\int_{B_{1}}\left(b-b_{j}\right) D u_{j} \cdot D \varphi d x\right| \leq \sup _{B_{\varrho}}|D \varphi|\left(\int_{B_{\varrho}}\left|b-b_{j}\right|^{2} d x\right)^{\frac{1}{2}}\left(\int_{B_{\varrho}}\left|D u_{j}\right|^{2} d x\right)^{\frac{1}{2}}
$$

and observe that the right-hand side converges to zero by the pointwise convergence $b_{j} \rightarrow b$, the dominated convergence Theorem 1.11 and the boundedness of $\left(u_{j}\right)_{j \in \mathbb{N}}$ in $W^{1,2}\left(B_{\varrho}, \mathbb{R}^{N}\right)$. Finally, the third integral vanishes for every $j \in \mathbb{N}$ by assumption, since the functions $u_{j}$ are weak solutions of the system $\operatorname{div}\left(b_{j}(x) D u_{j}\right)=0$ in $B_{1}$. Hence, we obtain $\operatorname{div}(b(x) D u)=0$ in $B_{1}$ in the weak sense as claimed in (ii), and the proof of the lemma is complete.

Lemma 4.21 (Excess decay estimate via blow up; [41], Lemma 4) For every $\tau \in(0,1)$ there exist two positive constants $\varepsilon_{0}, R_{0}$ depending only on $n, N, L, \omega$, and $\tau$ such that the following statement is true: if $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ is a weak solution to the system (4.13) with continuous coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ satisfying (4.6), (4.7) and (4.14), and if for some ball $B_{R}\left(x_{0}\right) \subset \Omega$ with $R \leq R_{0}$ there holds

$$
\begin{equation*}
E\left(u ; x_{0}, R\right)<\varepsilon_{0}^{2} \tag{4.16}
\end{equation*}
$$

then we have the excess decay estimate

$$
\begin{equation*}
E\left(u ; x_{0}, \tau R\right) \leq c_{*}(n, N, L) \tau^{2} E\left(u ; x_{0}, R\right) \tag{4.17}
\end{equation*}
$$

Proof If the conclusion of the lemma were false, we could find a number $\tau \in(0,1)$, a sequence of balls $\left(B_{R_{j}}\left(x_{j}\right)\right)_{j \in \mathbb{N}}$ contained in $\Omega$ with $R_{j} \searrow 0$, a sequence of uniformly continuous bilinear forms $\left(a_{j}\right)_{j \in \mathbb{N}}$ with $a_{j}: \Omega \times \mathbb{R}^{N} \rightarrow$ $\mathbb{R}^{N n \times N n}$ satisfying (4.6), (4.7) and (4.14) for all $j \in \mathbb{N}$, and a sequence of functions $\left(u_{j}\right)_{j \in \mathbb{N}}$ in $W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ with the following properties:
(i) $u_{j}$ is weak solution to the system $\operatorname{div}\left(a_{j}\left(x, u_{j}\right) D u_{j}\right)=0$ in $\Omega$,
(ii) $E\left(u_{j} ; x_{j}, R_{j}\right)=\varepsilon_{j}^{2} \searrow 0$,
(iii) $E\left(u_{j} ; x_{j}, \tau R_{j}\right)>c_{*}(n, N, L) \tau^{2} \varepsilon_{j}^{2}$,
for all $j \in \mathbb{N}$ and for some constant $c_{*}(n, N, L)$ that will be fixed at the end of the proof. Now we rescale and normalize the functions $u_{j}$ and accordingly the coefficients $a_{j}$ in order to obtain a sequence $\left(v_{j}\right)_{j \in \mathbb{N}}$ of functions in $W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$ (having in addition average zero in $B_{1}$ ), via

$$
v_{j}(y):=\varepsilon_{j}^{-1}\left[u_{j}\left(x_{j}+R_{j} y\right)-\left(u_{j}\right)_{B_{R_{j}}\left(x_{j}\right)}\right] \quad \text { for } y \in B_{1}
$$

and a sequence of bilinear forms $\left(b_{j}\right)_{j \in \mathbb{N}}$ in $L^{\infty}\left(B_{1}, \mathbb{R}^{N n \times N n}\right)$, via

$$
\begin{aligned}
b_{j}(y) & :=a_{j}\left(x_{j}+R_{j} y, \varepsilon_{j} v_{j}(y)+\left(u_{j}\right)_{B_{R_{j}}\left(x_{j}\right)}\right) \\
& =a_{j}\left(x_{j}+R_{j} y, u_{j}\left(x_{j}+R_{j} y\right)\right) \quad \text { for } y \in B_{1}
\end{aligned}
$$

for all $j \in \mathbb{N}$. Using the change of variable formula, we easily check that the previous properties of the sequence $\left(u_{j}\right)_{j \in \mathbb{N}}$ imply the following properties for the sequence $\left(v_{j}\right)_{j \in \mathbb{N}}$ :
(o ${ }^{\prime}$ ) the mean value of $v_{j}$ in $B_{1}$ vanishes,
(i') $v_{j}$ is a weak solution to $\operatorname{div}\left(b_{j}(y) D v_{j}\right)=0$ in $B_{1}$ since for every function $\psi \in C_{0}^{1}\left(B_{1}, \mathbb{R}^{N}\right)$ we have, by definition of $v_{j}$ and $b_{j}$,

$$
\begin{aligned}
& \int_{B_{1}} b_{j}(y) D v_{j}(y) \cdot D \psi(y) d y \\
& =\varepsilon_{j}^{-1} R_{j} \int_{B_{1}} a_{j}\left(x_{j}+R_{j} y, u_{j}\left(x_{j}+R_{j} y\right)\right) D u_{j}\left(x_{j}+R_{j} y\right) \cdot D \psi(y) d y \\
& =\varepsilon_{j}^{-1} R_{j}^{1-n} \int_{B_{R_{j}}\left(x_{j}\right)} a_{j}\left(x, u_{j}(x)\right) D u_{j}(x) \cdot D \psi\left(R_{j}^{-1}\left(x-x_{j}\right)\right) d x \\
& =\varepsilon_{j}^{-1} R_{j}^{2-n} \int_{B_{R_{j}\left(x_{j}\right)}} a_{j}\left(x, u_{j}(x)\right) D u_{j}(x) \cdot D \varphi(x) d x=0
\end{aligned}
$$

as a consequence of the weak formulation of (i), tested with the function

$$
\varphi(x):=\psi\left(R_{j}^{-1}\left(x-x_{j}\right)\right) \in C_{0}^{1}\left(B_{R_{j}}\left(x_{j}\right), \mathbb{R}^{N}\right),
$$

(ii') The excess of $v_{j}$ in $B_{1}$ is normalized to 1 since

$$
\begin{aligned}
E\left(v_{j} ; 0,1\right) & =f_{B_{1}}\left|v_{j}-\left(v_{j}\right)_{B_{1}}\right|^{2} d x \\
& =f_{B_{1}}\left|v_{j}\right|^{2} d x=\varepsilon_{j}^{-2} E\left(u_{j} ; x_{j}, R_{j}\right)=1,
\end{aligned}
$$

(iii') $E\left(v_{j} ; 0, \tau\right)=\varepsilon_{j}^{-2} E\left(u_{j} ; x_{j}, \tau R_{j}\right)>c_{*} \tau^{2}$,
for all $j \in \mathbb{N}$. In view of (ii') and the boundedness (4.7) of the bilinear forms, we can choose a subsequence such that

$$
\begin{array}{ll}
v_{j(\ell)} \rightharpoonup v & \text { weakly in } L^{2}\left(B_{1}, \mathbb{R}^{N}\right), \\
\varepsilon_{j(\ell)} v_{j(\ell)} \rightarrow 0 & \text { almost everywhere in } B_{1}, \\
a_{j(\ell)}\left(x_{j(\ell)},\left(u_{j(\ell)}\right)_{B_{R_{j(\ell)}}\left(x_{j(\ell)}\right)}\right) \rightarrow b & \text { in } \mathbb{R}^{N n \times N n} .
\end{array}
$$

Moreover, for the limit function $v$ there hold $(v)_{B_{1}}=0$ and, by weak semicontinuity of the norm,

$$
\begin{equation*}
\int_{B_{1}}|v|^{2} d x \leq 1 \tag{4.18}
\end{equation*}
$$

We now observe that all bilinear forms of the sequence $\left(b_{j}\right)_{j \in \mathbb{N}}$ are measurable, and they further satisfy (4.6) and (4.7). Moreover, due to the uniform continuity assumption on the coefficients $a_{j}$, we find the estimate

$$
\begin{align*}
\left|b_{j}(y)-b\right| \leq & \left|a_{j}\left(x_{j}+R_{j} y, \varepsilon_{j} v_{j}(y)+\left(u_{j}\right)_{B_{R_{j}}\left(x_{j}\right)}\right)-a_{j}\left(x_{j},\left(u_{j}\right)_{B_{R_{j}}\left(x_{j}\right)}\right)\right| \\
& +\left|a_{j}\left(x_{j},\left(u_{j}\right)_{B_{R_{j}}}\left(x_{j}\right)\right)-b\right| \\
\leq & \omega\left(R_{j}+\varepsilon_{j}\left|v_{j}(y)\right|\right)+\left|a_{j}\left(x_{j},\left(u_{j}\right)_{B_{R_{j}}\left(x_{j}\right)}\right)-b\right| \tag{4.19}
\end{align*}
$$

Both terms on the right-hand side vanish in the limit for the subsequence $j(\ell)$, for almost every $y \in B_{1}$. This means that the sequence $b_{j(\ell)}$ converges almost everywhere to $b$, and in combination with the above properties, we have therefore verified all assumptions of the previous Lemma 4.20. Consequently, we obtain in particular strong convergence $v_{j(\ell)} \rightarrow v$ in $L^{2}\left(B_{\tau}, \mathbb{R}^{N}\right)$ for the number $\tau<1$ fixed at the beginning of the proof, and $v$ is a weak solution to the homogeneous linear system $\operatorname{div}(b D v)=0$ in $B_{1}$, where the coefficients $b$ are constant by construction. Thus, Lemma 4.11 from the linear
theory provides the decay estimate

$$
E(v ; 0, \tau)=f_{B_{\tau}}\left|v-(v)_{B_{\tau}}\right|^{2} d x \leq c(n, N, L) \tau^{2} f_{B_{1}}|v|^{2} d x \leq c(n, N, L) \tau^{2}
$$

In view of the strong convergence $v_{j(\ell)} \rightarrow v$ in $L^{2}\left(B_{\tau}, \mathbb{R}^{N}\right)$, we find $\ell_{0} \in \mathbb{N}$ such that

$$
E\left(v_{j(\ell)} ; 0, \tau\right) \leq 2 c(n, N, L) \tau^{2} \quad \text { for all } \ell \geq \ell_{0}
$$

For the choice $c_{*}:=2 c(n, N, L)$ of the constant in property (iii) at the beginning of the proof, this is a contradiction to (iii'), and hence, the lemma is proved.

Remark 4.22 In fact, an excess decay estimate of the form (4.17) is also obtained under the assumption of continuous, but not necessarily uniformly continuous coefficients, i.e., if we assume

$$
\begin{equation*}
|a(x, u)-a(\tilde{x}, \tilde{u})| \leq \tilde{\omega}(|u|+|\tilde{u}|,|x-\tilde{x}|+|u-\tilde{u}|) \tag{4.20}
\end{equation*}
$$

for all $x, \tilde{x} \in \Omega$, all $u, \tilde{u} \in \mathbb{R}^{N}$, and where $\tilde{\omega}: \mathbb{R}_{0}^{+} \times \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$is a function with the following properties: $t \mapsto \tilde{\omega}(M, t)$ is a modulus of continuity with $\lim _{t \searrow 0} \tilde{\omega}(M, t)=\tilde{\omega}(M, 0)=0$ for every $M \in \mathbb{R}_{0}^{+}$, and $M \rightarrow \tilde{\omega}(M, t)$ is nondecreasing for every $t \in \mathbb{R}_{0}^{+}$. In this case, we additionally need to assume a bound of the form $\left|(u)_{B_{R}\left(x_{0}\right)}\right| \leq M$ on the mean values (consequently, the numbers $\varepsilon_{0}$ and $R_{0}$ will also depend on this number $M$ ). This assumption still allows us to deduce the pointwise convergence $b_{j} \rightarrow b$ almost everywhere in $B_{1}$ as in (4.19), and then the statement follows exactly as in the situation of uniformly continuous coefficients.

The previous excess decay estimate constitutes the main component of the proof of the partial $C^{0, \alpha}$-regularity result for weak solutions, which was first achieved by Giusti and Miranda in [41] and by Morrey in [66]. In fact, once such excess decay estimates are proven, the partial regularity result follows essentially from an iteration argument, which is given right away (and which is in fact the same for the three presented comparison approaches leading to the excess decay estimate in Lemma 4.21).

Theorem 4.23 (Giusti and Miranda, Morrey) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.13) with continuous coefficients $a: \Omega \times$ $\mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ satisfying (4.6), (4.7) and (4.14). Then we have the characterization of the singular set via

$$
\operatorname{Sing}_{0}(u)=\left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\left|u-(u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{2} d x>0\right\}
$$

and in particular $\mathcal{L}^{n}\left(\operatorname{Sing}_{0}(u)\right)=0$. Moreover, for every $\alpha \in(0,1)$ there holds $\operatorname{Reg}_{0}(u)=\operatorname{Reg}_{\alpha}(u)$, i.e. $u \in C^{0, \alpha}\left(\operatorname{Reg}_{0}(u), \mathbb{R}^{N}\right)$.

Proof We fix $\alpha \in(0,1)$ and choose $\tau=\tau(n, N, L, \alpha) \in(0,1)$ such that $c_{*}(n, N, L) \tau^{2(1-\alpha)} \leq 1$, where $c_{*}$ is the constant determined in Lemma 4.21. We now need to prove that if $x_{0} \in \Omega$ is a point for which

$$
\liminf _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\left|u-(u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{2} d x=0
$$

is satisfied, then we have $x_{0} \in \operatorname{Reg}_{0}(u)$ (while the reverse implication is obviously true) and, moreover, also $x_{0} \in \operatorname{Reg}_{\alpha}(u)$ holds. We first observe that, by assumption, we can find a ball $B_{R}\left(x_{0}\right) \Subset \Omega$ centered in $x_{0}$ and with $R \leq R_{0}$ such that

$$
E\left(u ; x_{0}, R\right)<\varepsilon_{0}^{2}
$$

holds, where $\varepsilon_{0}=\varepsilon_{0}(n, N, L, \omega, \alpha)$ is the smallness constant from Lemma 4.21. Consequently, the excess decay estimate (4.17) and the choice of $\tau$ imply

$$
E\left(u ; x_{0}, \tau R\right) \leq c_{*} \tau^{2} E\left(u ; x_{0}, R\right) \leq \tau^{2 \alpha} E\left(u ; x_{0}, R\right)<\varepsilon_{0}^{2} .
$$

Therefore, the smallness condition (4.17) is also satisfied on the smaller ball $B_{\tau R}\left(x_{0}\right)$, and then, by induction, on each ball $B_{\tau^{k} R}\left(x_{0}\right)$ for $k \in \mathbb{N}_{0}$, with the estimate

$$
E\left(u ; x_{0}, \tau^{k} R\right) \leq \tau^{2 \alpha k} E\left(u ; x_{0}, R\right)
$$

For an arbitrary radius $r \in(0, R)$ we find the final decay estimate by interpolation, which means that we determine first a number $k \in \mathbb{N}_{0}$ such that $\tau^{k+1} R<r \leq \tau^{k} R$ holds, and we then compute

$$
\begin{aligned}
E\left(u ; x_{0}, r\right) & \leq\left(\frac{\tau^{k} R}{r}\right)^{n} E\left(u ; x_{0}, \tau^{k} R\right) \\
& \leq\left(\frac{r}{R}\right)^{2 \alpha} \tau^{-n-2 \alpha(k+1)+2 \alpha k} E\left(u ; x_{0}, R\right) \\
& \leq c(n, N, L, \alpha)\left(\frac{r}{R}\right)^{2 \alpha} E\left(u ; x_{0}, R\right)
\end{aligned}
$$

In order to show a local Campanato estimate in $\mathcal{L}^{2, n+2 \alpha}$ (and hence local $\alpha$-Hölder continuity) we need to verify such an estimate not only for the point $x_{0}$, but for all points in a neighbourhood of $x_{0}$. For this purpose, we note, by the absolute continuity of the integral, that the function $x \mapsto$ $E(u ; x, R)$ is continuous for every fixed radius $R>0$. Therefore, there exists
a ball $B_{\delta}\left(x_{0}\right)$ such that both the inclusion $B_{R}(y) \Subset \Omega$ and the estimate $E(u ; y, R)<\varepsilon_{0}^{2}$ are satisfied for all points $y \in B_{\delta}\left(x_{0}\right)$. In this way, we obtain

$$
E(u ; y, r) \leq c(n, N, L, \omega, \alpha)\left(\frac{r}{R}\right)^{2 \alpha} \quad \text { for all } y \in B_{\delta}\left(x_{0}\right) \text { and } r \in(0, R)
$$

i.e., we end up with $u \in \mathcal{L}^{2, n+2 \alpha}\left(B_{\delta}\left(x_{0}\right), \mathbb{R}^{N}\right) \simeq C^{0, \alpha}\left(\overline{B_{\delta}\left(x_{0}\right)} ; \mathbb{R}^{N}\right)$ (see Theorem 1.27). Finally, we observe that $\operatorname{Sing}_{0}(u)$ is of $\mathcal{L}^{n}$-measure zero, as a direct consequence of the characterization of the singular points and Lebesgue's differentiation Theorem (see Corollary 1.13).

Remark 4.24 If the coefficients are more regular, then we can also deduce higher regularity of weak solutions $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ to the system (4.13), under the assumptions of Theorem 4.23. More precisely, we have:
(i) If the coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ are uniformly Hölder continuous, i.e., if they satisfy (4.14) with a Hölder continuous modulus of continuity $\omega(t) \leq \min \left\{1, t^{\alpha}\right\}$ for all $t \in \mathbb{R}_{0}^{+}$and some $\alpha \in(0,1)$, then there holds $\operatorname{Reg}_{0}(u)=\operatorname{Reg}_{\alpha}(D u)$. This is a consequence of the linear theory, see Corollary 4.17, applied with coefficients $\tilde{a}(x):=a(x, u(x))$ on the regular set of $u$.
(ii) If the coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ are $k$-times differentiable with respect to both variables and if the $k$-th order derivatives are uniformly Hölder continuous with exponent $\alpha \in(0,1)$, then we obtain $\operatorname{Reg}_{0}(u)=$ $\operatorname{Reg}_{\alpha}\left(D^{k+1} u\right)$ with similar arguments.

With the characterization of the singular points in Theorem 4.23 and the estimate for the Hausdorff dimension of the set of non-Lebesgue points of a Sobolev function from Proposition 1.76, we further get an improved estimate on the size of the singular set.

Corollary 4.25 Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.13) under the assumptions of Theorem 4.23. Then we have $\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(u)\right) \leq n-2$.

### 4.3.2 The Method of $\mathcal{A}$-Harmonic Approximation

We now address the first alternative approach for proving partial regularity for weak solutions to the system (4.13). More precisely, we now wish to obtain the excess decay estimate, which was established in the proof of Lemma 4.21 before via the blow-up technique, by the method of $\mathcal{A}$-harmonic approximation. This is again an implementation of a comparison principle, which allows us to transfer decay properties from a suitable solution of a linearized system (for which we have good a priori estimates, due to the linear theory from Sect.4.2) to the weak solutions of the original system.

In the setting of partial regularity theory for elliptic systems this approach was first implemented by Duzaar and Grotowski [21] (but also employed by Duzaar and Steffen [23] for proving an interior $\varepsilon$-regularity theorem for rectifiable currents in the context of geometric measure theory). Since then it has been applied in various situations concerning partial regularity of solutions to elliptic and parabolic problems. To explain the idea of $\mathcal{A}$ harmonic approximation we first define $\mathcal{A}$-harmonic functions (extending the definition of harmonic functions):

Definition 4.26 Let $\mathcal{A} \in \mathbb{R}^{N n \times N n}$. A function $h \in W^{1,1}\left(\Omega, \mathbb{R}^{N}\right)$ is called $\mathcal{A}$-harmonic if it satisfies

$$
\int_{\Omega} \mathcal{A} D h \cdot D \varphi d x=0 \quad \text { for all } \varphi \in C_{0}^{1}\left(\Omega, \mathbb{R}^{N}\right)
$$

We now explain the main ingredient of the $\mathcal{A}$-harmonic approximation technique, namely the $\mathcal{A}$-harmonic approximation (see Lemma 4.27 below), and we describe how it will be employed in our setting. The $\mathcal{A}$-harmonic approximation is inspired by Simon's proof of the regularity theorem of Allard, cf. [76, Section 23], and extends the method of harmonic approximation (that is, an approximation with solutions to the Laplace equation) of De Giorgi [14] in a natural way to bounded elliptic operators with constant coefficients. The central idea (and statement of this $\mathcal{A}$-harmonic approximation lemma) is that if a function $u$ is in some quantified way "close" to being $\mathcal{A}$-harmonic, in the sense that the integral in Definition 4.26 is small in terms of $\sup |D \varphi|$ for all functions $\varphi \in C_{0}^{1}\left(\Omega, \mathbb{R}^{N}\right)$, then $u$ is actually close to an $\mathcal{A}$-harmonic function $h$ in the $L^{2}$-sense. Since $h$, as a solution to an elliptic system with constant coefficients, is smooth and satisfies optimal decay estimates, this $L^{2}$-closeness is sufficient to establish the desired excess decay estimates for $u$. With this argument in mind, one needs to find a criterion that guarantees that a weak solution to the elliptic system (4.13) is close to being $\mathcal{A}$-harmonic for a suitable $\mathcal{A} \in \mathbb{R}^{N n \times N n}$. This will be achieved in the second Lemma 4.28 , with $\mathcal{A}$ being a linearization of the original (possibly nonlinear) system and under the hypothesis that we are in a suitable neighbourhood of a "good" point (with small initial excess).

We now give the precise statement of the announced $\mathcal{A}$-harmonic approximation lemma. The proof that we present here follows [21, Lemma 2.1] (see also [22, Lemma 2.1]).

Lemma 4.27 (De Giorgi; Duzaar and Grotowski) Let $L \geq 1$ be a fixed constant, $n, N \in \mathbb{N}$ with $n \geq 2$ and $B_{\varrho}\left(x_{0}\right) \subset \mathbb{R}^{n}$. For every $\varepsilon>0$ there exists $\delta=\delta(n, N, L, \varepsilon)>0$ with the following property: if $\mathcal{A}$ is a constant bilinear form on $\mathbb{R}^{N n}$ which is elliptic with (4.3) and bounded by $L$ with (4.4), and if $u \in W^{1,2}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ satisfies

$$
\varrho^{2 \gamma-n} \int_{B_{\varrho}\left(x_{0}\right)}|D u|^{2} d x \leq 1
$$

(for some $\gamma \in \mathbb{R}$ ) and is approximately $\mathcal{A}$-harmonic in the sense of

$$
\left|\varrho^{\gamma-n} \int_{B_{\varrho}\left(x_{0}\right)} \mathcal{A} D u \cdot D \varphi d x\right| \leq \delta \sup _{B_{\varrho}\left(x_{0}\right)}|D \varphi| \quad \text { for all } \varphi \in C_{0}^{1}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)
$$

then there exists an $\mathcal{A}$-harmonic function $h \in W^{1,2}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ which satisfies

$$
\begin{equation*}
\varrho^{2 \gamma-n-2} \int_{B_{\varrho}\left(x_{0}\right)}|u-h|^{2} d x \leq \varepsilon \quad \text { and } \quad \varrho^{2 \gamma-n} \int_{B_{\varrho}\left(x_{0}\right)}|D h|^{2} d x \leq 1 \tag{4.21}
\end{equation*}
$$

Proof Without loss of generality we may assume $x_{0}=0$ and $\varrho=1$. The general case follows by a rescaling argument (given at the end of the proof). If the conclusion of the lemma were false, we could find $\varepsilon>0$, a sequence $\left(\mathcal{A}_{j}\right)_{j \in \mathbb{N}}$ of elliptic, bounded bilinear forms on $\mathbb{R}^{N n}$ which all satisfy (4.3) and (4.4), a sequence of functions $\left(u_{j}\right)_{j \in \mathbb{N}}$ in $W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$ such that for every $j \in \mathbb{N}$ there hold

$$
\int_{B_{1}}\left|D u_{j}\right|^{2} d x \leq 1
$$

and

$$
\begin{equation*}
\left|\int_{B_{1}} \mathcal{A}_{j} D u_{j} \cdot D \varphi d x\right| \leq k^{-1} \sup _{B_{1}}|D \varphi| \quad \text { for all } \varphi \in C_{0}^{1}\left(B_{1}, \mathbb{R}^{N}\right) \tag{4.22}
\end{equation*}
$$

but the assertion of the lemma fails, i.e., the inequality

$$
\begin{equation*}
\int_{B_{1}}\left|u_{j}-h_{j}\right|^{2} d x>\varepsilon \tag{4.23}
\end{equation*}
$$

is satisfied for every $\mathcal{A}_{j}$-harmonic functions $h_{j}$ with $\int_{B_{1}}\left|D h_{j}\right|^{2} d x \leq 1$ (note that this class contains all constant functions and is thus non-empty). Without loss of generality, we can further assume $\left(u_{j}\right)_{B_{1}}=0$ (otherwise we replace $u_{j}$ by $\left.u_{j}-\left(u_{j}\right)_{B_{1}}\right)$.

In view of Poincaré's inequality, the sequence $\left(u_{j}\right)_{j \in \mathbb{N}}$ is bounded in $W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$. Hence, via weak compactness of $W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$ and Rellich's Theorem 1.54 , we can pass to a subsequence (again labeled by $j$ ) with the following properties:

$$
\begin{array}{ll}
u_{j} \rightharpoonup v & \text { weakly in } W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right) \\
u_{j} \rightarrow v & \text { strongly in } L^{2}\left(B_{1}, \mathbb{R}^{N}\right) \\
\mathcal{A}_{j} \rightarrow \mathcal{A} & \text { in } \mathbb{R}^{N n \times N n}
\end{array}
$$

for some function $v \in W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$ and for a bilinear form $\mathcal{A}$ on $\mathbb{R}^{N n}$. Several properties of $v$ are inherited from the sequence $\left(u_{j}\right)_{j \in \mathbb{N}}$. First, using the lower semicontinuity of $w \mapsto \int_{B}|D w|^{2} d x$ with respect to weak convergence in $W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$, also $v$ satisfies $\int_{B_{1}}|D v|^{2} d x \leq 1$. Next, the strong convergence in $L^{2}\left(B_{1}, \mathbb{R}^{N}\right)$ guarantees in particular $(v)_{B_{1}}=0$. Lastly, $v$ is $\mathcal{A}$-harmonic in $B_{1}$; indeed, for an arbitrary test function $\varphi \in$ $C_{0}^{\infty}\left(B_{1}, \mathbb{R}^{N}\right)$ we can write

$$
\begin{aligned}
\int_{B_{1}} \mathcal{A} D v \cdot & D \varphi d x=\int_{B_{1}} \mathcal{A}\left(D v-D u_{j}\right) \cdot D \varphi d x \\
& +\int_{B_{1}}\left(\mathcal{A}-\mathcal{A}_{j}\right) D u_{j} \cdot D \varphi d x+\int_{B_{1}} \mathcal{A}_{j} D u_{j} \cdot D \varphi d x
\end{aligned}
$$

Now, the first term on the right-hand side vanishes in the limit $j \rightarrow \infty$ by the weak convergence of $u_{j} \rightharpoonup v$ in $W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$, the second term due to the convergence of $\mathcal{A}_{j} \rightarrow \mathcal{A}$ and the boundedness of $\left(u_{j}\right)_{j \in \mathbb{N}}$ in $W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$, and the third term by the $1 / k$-approximate $\mathcal{A}_{j}$-harmonicity of $u_{j}$ from (4.22).

In order to get a contradiction to (4.23), we now consider the Dirichlet problem $\mathcal{D}_{j}$ given by

$$
\left\{\begin{aligned}
\operatorname{div}\left(\mathcal{A}_{j} D v_{j}\right)=0 & \text { in } B_{1} \\
v_{j}=v & \text { on } \partial B_{1}
\end{aligned}\right.
$$

for every $j \in \mathbb{N}$. By the Lax-Milgram Theorem A. 11 (see also Remark 4.12) there exists a unique weak solution $v_{j} \in v+W_{0}^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$ to each Dirichlet problem $\mathcal{D}_{j}$. Using the ellipticity condition (4.3) for each bilinear form $\mathcal{A}_{j}$, the $\mathcal{A}_{j}$-harmonicity of $v_{j}$ and the $\mathcal{A}$-harmonicity of $v$ (with the test function $v_{j}-v$, which is admissible after an approximation argument), we see via Hölder's inequality

$$
\begin{aligned}
\int_{B_{1}}\left|D v_{j}-D v\right|^{2} d x & \leq \int_{B_{1}} \mathcal{A}_{j}\left(D v_{j}-D v\right) \cdot\left(D v_{j}-D v\right) d x \\
& =-\int_{B_{1}} \mathcal{A}_{j} D v \cdot\left(D v_{j}-D v\right) d x \\
& =\int_{B_{1}}\left(\mathcal{A}-\mathcal{A}_{j}\right) D v \cdot\left(D v_{j}-D v\right) d x \\
& \leq\left|\mathcal{A}-\mathcal{A}_{j}\right|\left(\int_{B_{1}}|D v|^{2} d x\right)^{\frac{1}{2}}\left(\int_{B_{1}}\left|D v_{j}-D v\right|^{2} d x\right)^{1 / 2} .
\end{aligned}
$$

In view of $\int_{B_{1}}|D v|^{2} d x \leq 1$ and the convergence $\mathcal{A}_{j} \rightarrow \mathcal{A}$, we obtain strong convergence $D v_{k} \rightarrow D v$ in $L^{2}\left(B_{1}, \mathbb{R}^{N n}\right)$. In turn, via $v_{j}=v$ on $\partial B_{1}$ and

Poincaré's inequality, this can be improved to strong convergence $v_{j} \rightarrow v$ in $W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$. Therefore, having the strong convergences of $v_{j} \rightarrow v$ as well as of $u_{j} \rightarrow v$ in $L^{2}\left(\Omega, \mathbb{R}^{N}\right)$ at hand, we have $v_{j}-u_{j} \rightarrow 0$ in $L^{2}\left(B_{1}, \mathbb{R}^{N}\right)$ and the function $v_{j}$ would provide a contradiction to (4.23) if we also knew $\int_{B_{1}}\left|D v_{j}\right|^{2} d x \leq 1$. Since in general this bound cannot be guaranteed (it is known to be true only in the limit $j \rightarrow \infty$ ), we rescale the functions $v_{j}$ via

$$
h_{j}:=\frac{v_{j}}{m_{j}} \quad \text { with } m_{j}:=\max \left\{1,\left(\int_{B_{1}}\left|D v_{j}\right|^{2} d x\right)^{1 / 2}\right\}
$$

and notice $m_{j} \rightarrow 1$ as $j \rightarrow \infty$. The functions $h_{j}$ are still $\mathcal{A}_{j}$-harmonic, but now they additionally satisfy $\int_{B_{1}}\left|D h_{j}\right|^{2} d x \leq 1$ for every $j \in \mathbb{N}$ by construction. Moreover, we have

$$
\begin{aligned}
& \left\|h_{j}-u_{j}\right\|_{L^{2}\left(B_{1}, \mathbb{R}^{N}\right)} \\
& \quad \leq\left\|h_{j}-v_{j}\right\|_{L^{2}\left(B_{1}, \mathbb{R}^{N}\right)}+\left\|v_{j}-v\right\|_{L^{2}\left(B_{1}, \mathbb{R}^{N}\right)}+\left\|v-u_{j}\right\|_{L^{2}\left(B_{1}, \mathbb{R}^{N}\right)} .
\end{aligned}
$$

The first term on the right-hand side is bounded by $\left(1-m_{j}^{-1}\right)\left\|v_{j}\right\|_{L^{2}\left(B_{1}, \mathbb{R}^{N}\right)}$, and due to the strong convergence $v_{j} \rightarrow v$ in $L^{2}\left(B_{1}, \mathbb{R}^{N}\right)$, the norms $\left\|v_{j}\right\|_{L^{2}\left(B_{1}, \mathbb{R}^{N}\right)}$ are bounded uniformly for all $j \in \mathbb{N}$. Therefore, the first term vanishes in the limit because of $m_{j} \rightarrow 1$ as $j \rightarrow \infty$. Moreover, the second and the third term vanish in the limit, due to the strong convergences $v_{j} \rightarrow v$ and $u_{j} \rightarrow v$, respectively, in $L^{2}\left(B_{1}, \mathbb{R}^{N}\right)$. Consequently, we infer $\left\|h_{j}-u_{j}\right\|_{L^{2}\left(B_{1}, \mathbb{R}^{N}\right)} \rightarrow 0$ as $j \rightarrow \infty$, which contradicts (4.23) and finishes the proof of the lemma for $\varrho=1$ and $x_{0}=0$.

It remains to explain the rescaling argument to prove the result for an arbitrary balls $B_{\varrho}\left(x_{0}\right)$. If a function $u \in W^{1,2}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ is given as in the statement, then we can define a function $U \in W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$ via $U(y):=\varrho^{\gamma-1} u\left(x_{0}+\varrho y\right)$ for all $y \in B_{1}$. It is easy to verify that $U$ satisfies the assumptions of the $\mathcal{A}$-harmonic approximation lemma on $B_{1}$. Thus, there exists an $\mathcal{A}$-harmonic function $H \in W^{1,2}\left(B_{1}, \mathbb{R}^{N}\right)$, which satisfies (4.21) (with $u$ and $h$ replaced by $U$ and $H$ ). Then the $\mathcal{A}$-harmonic function $h \in W^{1,2}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ defined via $h(x):=\varrho^{1-\gamma} H\left(\left(x-x_{0}\right) / \varrho\right)$ for $x \in B_{\varrho}\left(x_{0}\right)$ provides the desired conclusion.

We now return to the setting of the previous Sect.4.3.1 and study weak solutions $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ to quasilinear systems of the form (4.13), under the permanent assumptions of ellipticity, boundedness and uniform continuity on the coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ in the sense of (4.6), (4.7) and (4.14). These particular systems will now serve as a toy case in order to illustrate the basic ingredients of the partial regularity proofs by means of the method of $\mathcal{A}$-harmonic approximation (and we will treat the regularity of weak solutions to more general systems and of minimizers of convex variational functionals later in Sect. 5.2 with the same approach).

As explained above, we next need to establish a criterion that ensures that the weak solution is close to being $\mathcal{A}$-harmonic for a suitable bilinear form $\mathcal{A}$. This is achieved by an appropriate freezing of the original coefficients, provided that the initial excess is small, and this will allow us in the next step to give an alternative proof of the excess decay estimate in the key Lemma 4.21 (and hence of Theorem 4.23).
Lemma 4.28 (Approximate $\mathcal{A}$-harmonicity I) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.13) with continuous coefficients a: $\Omega \times \mathbb{R}^{N} \rightarrow$ $\mathbb{R}^{N n \times N n}$ satisfying (4.7) and (4.14). Then, for every $B_{\varrho}\left(x_{0}\right) \subset \Omega$ and all $u_{0} \in \mathbb{R}^{N}$, we have

$$
\begin{aligned}
&\left|\varrho^{1-n} \int_{B_{\varrho}\left(x_{0}\right)} a\left(x_{0}, u_{0}\right) D u \cdot D \varphi d x\right| \\
& \leq c(n, L) \omega^{1 / 2}(\varrho\left.+\left(f_{B_{\varrho}\left(x_{0}\right)}\left|u-u_{0}\right|^{2} d x\right)^{\frac{1}{2}}\right) \\
& \times\left(\varrho^{2-n} \int_{B_{\varrho}\left(x_{0}\right)}|D u|^{2} d x\right)^{\frac{1}{2}} \sup _{B_{\varrho}\left(x_{0}\right)}|D \varphi|
\end{aligned}
$$

for all $\varphi \in C_{0}^{1}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$.
Proof We consider an arbitrary function $\varphi \in C_{0}^{1}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ satisfying $\sup _{B_{e}\left(x_{0}\right)}|D \varphi| \leq 1$ (the general result then follows after rescaling). Since $u$ is a weak solution to the system (4.13), we first observe

$$
\int_{B_{\varrho}\left(x_{0}\right)} a\left(x_{0}, u_{0}\right) D u \cdot D \varphi d x=\int_{B_{\varrho}\left(x_{0}\right)}\left[a\left(x_{0}, u_{0}\right)-a(x, u)\right] D u \cdot D \varphi d x .
$$

Via the uniform continuity condition (4.14) and the boundedness condition (4.7), Hölder's and Jensen's inequality (which is applicable since $\omega$ is concave), we then derive the desired statement as follows:

$$
\begin{aligned}
& \left|f_{B_{\varrho}\left(x_{0}\right)} a\left(x_{0}, u_{0}\right) D u \cdot D \varphi d x\right| \\
& \quad \leq c(L) f_{B_{\varrho}\left(x_{0}\right)} \omega^{1 / 2}\left(\left|x-x_{0}\right|+\left|u-u_{0}\right|\right)|D u||D \varphi| d x \\
& \quad \leq c(L)\left(f_{B_{\varrho}\left(x_{0}\right)} \omega\left(\left|x-x_{0}\right|+\left|u-u_{0}\right|\right) d x\right)^{\frac{1}{2}}\left(f_{B_{\varrho}\left(x_{0}\right)}|D u|^{2} d x\right)^{\frac{1}{2}} \\
& \quad \leq c(L) \omega^{1 / 2}\left(\varrho+\left(f_{B_{\varrho}\left(x_{0}\right)}\left|u-u_{0}\right|^{2} d x\right)^{\frac{1}{2}}\right)\left(f_{B_{\varrho}\left(x_{0}\right)}|D u|^{2} d x\right)^{\frac{1}{2}} .
\end{aligned}
$$

Before proceeding to the alternative proof of the excess decay estimate we recall from (4.15) the definition of the excess

$$
E\left(u ; x_{0}, \varrho\right):=f_{B_{\varrho}\left(x_{0}\right)}\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}\right|^{2} d x
$$

for every ball $B_{\varrho}\left(x_{0}\right) \subset \Omega$. We now introduce a similar excess quantity (appearing on the right-hand side in the estimate of Lemma 4.28) via

$$
\tilde{E}\left(u ; x_{0}, \varrho\right):=\varrho^{2-n} \int_{B_{\varrho}\left(x_{0}\right)}|D u|^{2} d x
$$

From the Poincaré and the Caccioppoli inequalities (Lemma 1.56 and Proposition 4.5, respectively) we observe that both excess quantities are comparable for weak solutions to (4.13) in the limit $\varrho \searrow 0$, since we have

$$
\begin{equation*}
E\left(u ; x_{0}, \varrho\right) \leq c(n, N) \tilde{E}\left(u ; x_{0}, \varrho\right) \leq c(n, N, L) E\left(u ; x_{0}, 2 \varrho\right) \tag{4.24}
\end{equation*}
$$

First alternative proof of Lemma 4.21 Let $B_{R}\left(x_{0}\right) \subset \Omega$. For what follows, we may suppose that $E\left(u ; x_{0}, R / 2\right) \neq 0$ holds (which in particular implies $\tilde{E}\left(u ; x_{0}, R / 2\right) \neq 0$ by Poincaré's inequality), since otherwise the excess decay estimate is trivially satisfied. We start by defining a rescaling $w \in$ $W^{1,2}\left(B_{R / 2}\left(x_{0}\right), \mathbb{R}^{N}\right)$ of the weak solution $u$ via

$$
w(x):=u(x)\left(\tilde{E}\left(u ; x_{0}, R / 2\right)\right)^{-1 / 2} .
$$

Thus, we obtain

$$
\left(\frac{R}{2}\right)^{2-n} \int_{B_{R / 2}\left(x_{0}\right)}|D w|^{2} d x \leq 1
$$

and Lemma 4.28 with the choice $u_{0}:=(u)_{B_{R / 2}\left(x_{0}\right)}$ gives

$$
\begin{aligned}
& \left\lvert\,\left(\frac{R}{2}\right)^{1-n} \int_{B_{R / 2}\left(x_{0}\right)} a\left(x_{0},(u)_{\left.B_{R / 2}\left(x_{0}\right)\right) D w \cdot D \varphi d x \mid}\right.\right. \\
& \quad \leq c(n, L) \omega^{1 / 2}\left(R+E\left(u ; x_{0}, R / 2\right)^{\frac{1}{2}}\right) \sup _{B_{R / 2}\left(x_{0}\right)}|D \varphi|
\end{aligned}
$$

for all functions $\varphi \in C_{0}^{1}\left(B_{R / 2}\left(x_{0}\right), \mathbb{R}^{N}\right)$. Now we consider $\varepsilon>0$ (to be fixed later) and take $\delta=\delta(n, N, L, \varepsilon)>0$ to be the constant from the $\mathcal{A}$-harmonic approximation Lemma 4.27. Assuming the smallness condition

$$
\begin{equation*}
c(n, L) \omega^{1 / 2}\left(R+E\left(u ; x_{0}, R / 2\right)^{\frac{1}{2}}\right) \leq \delta \tag{4.25}
\end{equation*}
$$

we deduce that all assumptions of Lemma 4.27 are satisfied for the function $w$ on $B_{R / 2}\left(x_{0}\right)$, with $\gamma=1$ and the bilinear form given by $\mathcal{A}:=$ $a\left(x_{0},(u)_{B_{R / 2}\left(x_{0}\right)}\right)$, which is elliptic and bounded by $L$ due to (4.6) and (4.7). Consequently, we can find an $\mathcal{A}$-harmonic function $h \in W^{1,2}\left(B_{R / 2}\left(x_{0}\right), \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
\left(\frac{R}{2}\right)^{-n} \int_{B_{R / 2}\left(x_{0}\right)}|w-h|^{2} d x \leq \varepsilon \quad \text { and } \quad\left(\frac{R}{2}\right)^{2-n} \int_{B_{R / 2}\left(x_{0}\right)}|D h|^{2} d x \leq 1 \tag{4.26}
\end{equation*}
$$

hold. Since $h$ satisfies the decay estimates given in Lemma 4.11, we find for every $\tau \in(0,1 / 2)$

$$
\begin{aligned}
& E\left(u ; x_{0}, \tau R\right)=f_{B_{\tau R}\left(x_{0}\right)}\left|u-(u)_{B_{\tau R}\left(x_{0}\right)}\right|^{2} d x \\
& \leq f_{B_{\tau R}\left(x_{0}\right)}\left|u-\left(\tilde{E}\left(u ; x_{0}, R / 2\right)\right)^{1 / 2}(h)_{B_{\tau R}\left(x_{0}\right)}\right|^{2} d x \\
& =\tilde{E}\left(u ; x_{0}, R / 2\right) f_{B_{\tau R}\left(x_{0}\right)}\left|w-(h)_{B_{\tau R}\left(x_{0}\right)}\right|^{2} d x \\
& \leq 2 \tilde{E}\left(u ; x_{0}, R / 2\right)\left[f_{B_{\tau R}\left(x_{0}\right)}|w-h|^{2} d x+f_{B_{\tau R}\left(x_{0}\right)}\left|h-(h)_{B_{\tau R}\left(x_{0}\right)}\right|^{2} d x\right] \\
& \leq 2 \tilde{E}\left(u ; x_{0}, R / 2\right)\left[(2 \tau)^{-n} f_{B_{R / 2}\left(x_{0}\right)}|w-h|^{2} d x\right. \\
& \left.\quad+c(n, N, L) \tau^{2} f_{B_{R / 2}\left(x_{0}\right)}\left|h-(h)_{B_{R / 2}\left(x_{0}\right)}\right|^{2} d x\right] .
\end{aligned}
$$

Then, using Poincaré's inequality and employing the estimates in (4.26), we arrive at

$$
\begin{aligned}
& E\left(u ; x_{0}, \tau R\right) \\
& \quad \leq c(n, N, L) \tilde{E}\left(u ; x_{0}, R / 2\right)\left[\tau^{-n} \varepsilon+\tau^{2}\left(\frac{R}{2}\right)^{2-n} \int_{B_{R / 2}\left(x_{0}\right)}|D h|^{2} d x\right] \\
& \quad \leq c(n, N, L) \tilde{E}\left(u ; x_{0}, R / 2\right)\left[\tau^{-n} \varepsilon+\tau^{2}\right] .
\end{aligned}
$$

With the choice $\varepsilon=\tau^{n+2}$ (which in turn determines $\delta$ in dependency of $n, N$, $L$, and $\tau$ ), the Caccioppoli inequality from Proposition 4.5 then establishes the desired excess decay estimate

$$
E\left(u ; x_{0}, \tau R\right) \leq c(n, N, L) \tau^{2} \tilde{E}\left(u ; x_{0}, R / 2\right) \leq c(n, N, L) \tau^{2} E\left(u ; x_{0}, R\right)
$$

for all $\tau \in(0,1 / 2)$ (and $\tau \in[1 / 2,1)$ is again trivial), provided that the smallness condition (4.25) is satisfied. This is precisely the excess decay estimate (4.17), and thus it only remains to comment on the validity of (4.25). Clearly, we can determine the parameters $\varepsilon_{0}$ and $R_{0}$ depending only on $n, N, L, \omega$, and $\tau$ in such a way that $R \leq R_{0}$ and $E\left(u ; x_{0}, R\right)<\varepsilon_{0}^{2}$ guarantee (4.25) (and in turn the claim (4.17)). This finishes the proof of the lemma.

### 4.3.3 The Direct Approach

The third and last approach, which implements a comparison principle with a solution to the linearized system, is called the direct method. We now explain the underlying ideas of this technique by considering weak solutions $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ to quasilinear systems of the form (4.13), and we give another proof of the excess decay estimate from Lemma 4.21 in this simple model case. Here we follow the proof of Giaquinta and Giusti [31] (who in fact gave the corresponding result for inhomogeneous systems), but we note that the same method was employed independently by Ivert [48]. The excess decay estimate is now obtained by a direct comparison principle, which is quite similar to the perturbation argument in the derivation of the excess decay estimate for linear systems with $x$-dependent coefficients, see the proof of Lemma 4.16. In that situation, the original solution was compared to the solution of the frozen system in a suitable Dirichlet class (preserving the boundary values of the weak solution).

Before we proceed to the proof of Lemma 4.21, we first establish a local higher integrability result for $D u$, which is in fact one of the central ingredients of the direct approach.
Proposition 4.29 Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (4.13) with Carathéodory coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ which satisfy (4.6) and (4.7). Then there exists a number $p>2$ depending only on $n, N$, and $L$ such that we have $u \in W_{\operatorname{loc}}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, and for every ball $B_{R}\left(x_{0}\right) \subset \Omega$ there holds

$$
\left(f_{B_{R / 2}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{2}{p}} \leq c(n, N, L) f_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x
$$

Proof It suffices to verify the prerequisite of Gehring's Theorem 1.22. To this end we combine the Caccioppoli inequality from Proposition 4.5 with the

Sobolev-Poincaré inequality, see Remark 1.57 (iv), and we find

$$
\begin{aligned}
f_{B_{\varrho / 2}(y)}|D u|^{2} d x & \leq c(L) \varrho^{-2} f_{B_{\varrho}(y)}\left|u-(u)_{B_{\varrho}(y)}\right|^{2} d x \\
& \leq c(n, N, L) \varrho^{-2-n}\left(\int_{B_{\varrho}(y)}|D u|^{\frac{2 n}{n+2}} d x\right)^{\frac{n+2}{n}} \\
& =c(n, N, L)\left(f_{B_{\varrho}(y)}|D u|^{\frac{2 n}{n+2}} d x\right)^{\frac{n+2}{n}}
\end{aligned}
$$

for all balls $B_{\varrho}(y) \subset \Omega$. Thus, the reverse-Hölder type inequality in the assumptions of Theorem 1.22 is satisfied with $f=|D u|^{2}, g=0, \sigma=1 / 2$, and $m=n /(n+2) \in(0,1)$. Therefore, the asserted local higher integrability is justified for an exponent $p>2$ and a constant $c$, which both depend only on $n, N$, and $L$.

Second alternative proof of Lemma 4.21 We take $B_{R}\left(x_{0}\right) \subset \Omega$ and start by considering the Dirichlet problem

$$
\left\{\begin{aligned}
\operatorname{div}\left(a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right) D v\right)=0 & \text { in } B_{R / 4}\left(x_{0}\right) \\
v=u & \text { on } \partial B_{R / 4}\left(x_{0}\right) .
\end{aligned}\right.
$$

Using the Lax-Milgram Theorem A. 11 as explained in Remark 4.12, we find a unique weak solution $v$ in the Dirichlet class $u+W_{0}^{1,2}\left(B_{R / 4}\left(x_{0}\right), \mathbb{R}^{N}\right)$. Our first goal is to show that $v$ is close to the original solution provided that $x_{0}$ is a regular point and that $R$ is sufficiently small. Indeed, we first observe

$$
\begin{align*}
& \int_{B_{R / 4}\left(x_{0}\right)} a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right)(D u-D v) \cdot D \varphi d x \\
&=\int_{B_{R / 4}\left(x_{0}\right)}\left[a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right)-a(x, u)\right] D u \cdot D \varphi d x \tag{4.27}
\end{align*}
$$

for all $\varphi \in W_{0}^{1,2}\left(B_{R / 4}\left(x_{0}\right), \mathbb{R}^{N}\right)$. Testing the latter identity with $\varphi=u-v$ and keeping in mind the ellipticity condition (4.6), we get

$$
\begin{aligned}
& \int_{B_{R / 4}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \quad \leq \int_{B_{R / 4}\left(x_{0}\right)} a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right)(D u-D v) \cdot(D u-D v) d x
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{B_{R / 4}\left(x_{0}\right)}\left[a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right)-a(x, u)\right] D u \cdot(D u-D v) d x \\
& \leq c(L) \int_{B_{R / 4}\left(x_{0}\right)} \omega^{\theta}\left(\left|x-x_{0}\right|+\left|u-(u)_{B_{R / 4}\left(x_{0}\right)}\right|\right)|D u||D u-D v| d x
\end{aligned}
$$

with $\theta \in[0,1]$ arbitrary, where we have used the boundedness (4.7) and uniform continuity (4.14) of the coefficients. From Young's inequality we hence obtain

$$
\begin{align*}
& \int_{B_{R / 4}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \quad \leq c(L) \int_{B_{R / 4}\left(x_{0}\right)} \omega^{2 \theta}\left(\left|x-x_{0}\right|+\left|u-(u)_{B_{R / 4}\left(x_{0}\right)}\right|\right)|D u|^{2} d x \tag{4.28}
\end{align*}
$$

This inequality is not yet sufficient in order to find a good decay estimate for $D u$ since the $\omega^{2 \theta}$-factor in the integral in (4.28) is not uniformly small (which means that this term cannot be made arbitrarily small, merely by assuming a small initial radius $R$ and a small initial excess $E\left(u ; x_{0}, R\right)$ as claimed). At this stage, the previous higher integrability result comes into play, yielding the reverse Hölder inequality

$$
\left(f_{B_{R / 4}\left(x_{0}\right)}|D u|^{p} d x\right)^{\frac{1}{p}} \leq c(n, N, L)\left(f_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x\right)^{\frac{1}{2}}
$$

Choosing $2 \theta=(1-2 / p) \in(0,1)$ and employing Hölder's and Jensen's inequalities, we then infer for the right-hand side of inequality (4.28)

$$
\begin{aligned}
& f_{B_{R / 4}\left(x_{0}\right)} \omega^{2 \theta}\left(\left|x-x_{0}\right|+\left|u-(u)_{B_{R / 4}\left(x_{0}\right)}\right|\right)|D u|^{2} d x \\
& \leq\left(f_{B_{R / 4}\left(x_{0}\right)} \omega\left(\left|x-x_{0}\right|+\left|u-(u)_{B_{R / 4}\left(x_{0}\right)}\right|\right) d x\right)^{1-\frac{2}{p}}\left(f_{B_{R / 4}\left(x_{0}\right)}|D u|^{p} d x\right)^{\frac{2}{p}} \\
& \leq \omega^{1-2 / p}\left(R+\left(f_{B_{R / 4}\left(x_{0}\right)}\left|u-(u)_{B_{R / 4}\left(x_{0}\right)}\right|^{2} d x\right)^{\frac{1}{2}}\right)\left(f_{B_{R / 4}\left(x_{0}\right)}|D u|^{p} d x\right)^{\frac{2}{p}}
\end{aligned}
$$

Plugging this into (4.28) and taking advantage of the higher integrability estimate, we end up with

$$
\begin{align*}
& \int_{B_{R / 4}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \quad \leq c(n, N, L) \omega^{1-2 / p}\left(R+c(n) E\left(u ; x_{0}, R\right)^{1 / 2}\right) \int_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x . \tag{4.29}
\end{align*}
$$

With this estimate for the $L^{2}$-distance between $D u$ and $D v$ at hand, our next objective is to deduce a Morrey-type decay estimate for the gradient $D u$ (which is essentially equivalent to the Campanato-type decay estimates for $u$ derived before, cf. (4.24), but gradient estimates here appear to be the more natural ones). Since $v$ is a solution of an elliptic system with constant coefficients, the decay estimates from Lemma 4.11 imply for every $\tau \in(0,1 / 4)$ :

$$
\begin{aligned}
& \int_{B_{\tau R}\left(x_{0}\right)}|D u|^{2} d x \leq 2 \int_{B_{\tau R}\left(x_{0}\right)}|D u-D v|^{2} d x+2 \int_{B_{\tau R}\left(x_{0}\right)}|D v|^{2} d x \\
& \leq 2 \int_{B_{R / 4}\left(x_{0}\right)}|D u-D v|^{2} d x+c(n, N, L)(4 \tau)^{n} \int_{B_{R / 4}\left(x_{0}\right)}|D v|^{2} d x \\
& \leq c(n, N, L) \int_{B_{R / 4}\left(x_{0}\right)}|D u-D v|^{2} d x+c(n, N, L) \tau^{n} \int_{B_{R / 4}\left(x_{0}\right)}|D u|^{2} d x \\
& \leq c(n, N, L)\left(\omega^{1-2 / p}\left(R+c(n) E\left(u ; x_{0}, R\right)^{1 / 2}\right)+\tau^{n}\right) \int_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x .
\end{aligned}
$$

Therefore, under the smallness assumption

$$
\begin{equation*}
\omega^{1-2 / p}\left(R+c(n) E\left(u ; x_{0}, R\right)^{1 / 2}\right) \leq \tau^{n} \tag{4.30}
\end{equation*}
$$

we obtain the inequality

$$
\int_{B_{\tau R}\left(x_{0}\right)}|D u|^{2} d x \leq c(n, N, L) \tau^{n} \int_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x
$$

which then, via the Poincaré and Caccioppoli inequalities (Lemma 1.56 and Proposition 4.5), yields the decay estimate

$$
\begin{aligned}
E\left(u ; x_{0}, \tau R\right) & =f_{B_{\tau R}\left(x_{0}\right)}\left|u-(u)_{B_{\tau R}\left(x_{0}\right)}\right|^{2} d x \\
& \leq c(n, N)(\tau R)^{2} f_{B_{\tau R}\left(x_{0}\right)}|D u|^{2} d x \\
& \leq c(n, N, L)(\tau R)^{2} f_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x \\
& \leq c(n, N, L) \tau^{2} f_{B_{R}\left(x_{0}\right)}\left|u-(u)_{B_{R}\left(x_{0}\right)}\right|^{2} d x \\
& =c(n, N, L) \tau^{2} E\left(u ; x_{0}, R\right)
\end{aligned}
$$

In conclusion, we arrive at the excess decay estimate stated in Lemma 4.21 provided that the smallness assumption (4.30) on the initial radius $R$ and on
the excess on the initial ball $B_{R}\left(x_{0}\right)$ are satisfied (which in turn gives the asserted dependencies for the constants $\varepsilon_{0}$ and $R_{0}$, by noting that the higher integrability exponent $p$ depends only on $n, N$, and $L$ ).

For comparison: A partial regularity result for minimizers to quadratic variational integrals To conclude this chapter on the fundamentals on (partial) regularity for elliptic problems in the vectorial case, we sketch a related result for a simple minimization problem, namely of quadratic functionals of the form

$$
\mathcal{Q}[w ; \Omega]:=\int_{\Omega} a(x, w) D w \cdot D w d x
$$

with symmetric Carathéodory coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$, and we now wish to investigate the regularity of minimizers in Dirichlet classes of $W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$. In a regular setting the associated Euler-Lagrange system is of the type (4.13), cf. Lemma 2.8, but our main interest lies in the case for which only low regularity of the coefficients is supposed. In particular, if the coefficients are not differentiable with respect to the $u$-variable, then the Euler-Lagrange system does in general not exist, and consequently, partial regularity is not any more a consequence of the previous results on weak solutions to systems of the form (4.13). However, it is still possible to follow a modified version of any of the previous approaches. For illustration, here we implement a version of the direct approach in order to prove the following partial regularity result for minimizers, due to Giaquinta and Giusti [32].
Theorem 4.30 (Giaquinta and Giusti) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a minimizer of the functional $\mathcal{Q}$ with continuous coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow$ $\mathbb{R}^{N n \times N n}$ satisfying (4.6), (4.7) and (4.14). Then we have the characterization of the singular set via

$$
\operatorname{Sing}_{0}(u)=\left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\left|u-(u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{2} d x>0\right\}
$$

and $\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(u)\right) \leq n-2$. Moreover, for every $\alpha \in(0,1)$ there holds $\operatorname{Reg}_{0}(u)=\operatorname{Reg}_{\alpha}(u)$, i.e. $u \in C^{0, \alpha}\left(\operatorname{Reg}_{0}(u), \mathbb{R}^{N}\right)$.

The starting point is again a suitable version of a Caccioppoli inequality.
Proposition 4.31 (Caccioppoli inequality) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a minimizer of the functional $\mathcal{Q}$ with Carathéodory coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow$ $\mathbb{R}^{N n \times N n}$ satisfying (4.6) and (4.7). Then we have for all $\zeta \in \mathbb{R}^{N}$ and for all $B_{r}\left(x_{0}\right) \Subset B_{R}\left(x_{0}\right) \subset \Omega$

$$
\int_{B_{r}\left(x_{0}\right)}|D u|^{2} d x \leq c(L)(R-r)^{-2} \int_{B_{R}\left(x_{0}\right)}|u-\zeta|^{2} d x
$$

Proof We consider $r \leq \varrho<\sigma \leq R$ and take a cut-off function $\eta \in$ $C_{0}^{\infty}\left(B_{\sigma}\left(x_{0}\right),[0,1]\right)$ satisfying $\eta \equiv 1$ in $B_{\varrho}\left(x_{0}\right)$ and $|D \eta| \leq 2(\sigma-\varrho)^{-1}$. We now use as a competitor the function

$$
u+\varphi:=u-\eta(u-\zeta) \quad \in u+W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)
$$

which essentially means that we compare the minimizer $u$ to a modification of $u$ obtained by replacing $u$ with the constant $\zeta$ in the smaller ball $B_{\varrho}\left(x_{0}\right)$ (and interpolating $u$ and $\zeta$ in the annulus $\left.B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)\right)$. Since $u$ coincides with $u+\varphi$ outside of $B_{\sigma}\left(x_{0}\right)$, we infer from the minimality of $u$ the inequality $\mathcal{Q}\left[u ; B_{\sigma}\left(x_{0}\right)\right] \leq \mathcal{Q}\left[u+\varphi ; B_{\sigma}\left(x_{0}\right)\right]$, which, via (4.6), (4.7) and Young's inequality, in turn implies

$$
\begin{aligned}
& \int_{B_{\sigma}\left(x_{0}\right)}|D u|^{2} d x \leq \int_{B_{\sigma}\left(x_{0}\right)} a(x, u) D u \cdot D u d x \\
& \quad \leq \int_{B_{\sigma}\left(x_{0}\right)} a(x, u+\varphi)(D u+D \varphi) \cdot(D u+D \varphi) d x \\
& \quad \leq L \int_{B_{\sigma}\left(x_{0}\right)}|D u+D \varphi|^{2} d x \\
& \quad \leq c(L)(\sigma-\varrho)^{-2} \int_{B_{\sigma}\left(x_{0}\right)}|u-\zeta|^{2} d x+c^{*}(L) \int_{B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)}|D u|^{2} d x
\end{aligned}
$$

Adding $c^{*}(L) \int_{B_{\varrho}\left(x_{0}\right)}|D u|^{2} d x$ to both sides (in order to apply the hole-filling technique), we then find

$$
\begin{aligned}
\int_{B_{\varrho}\left(x_{0}\right)}|D u|^{2} d x \leq c(L)(\sigma-\varrho)^{-2} \int_{B_{R}\left(x_{0}\right)} \mid & u-\left.\zeta\right|^{2} d x \\
& +\frac{c^{*}(L)}{c^{*}(L)+1} \int_{B_{\sigma}\left(x_{0}\right)}|D u|^{2} d x
\end{aligned}
$$

and the iteration Lemma B. 1 finally yields the assertion.
With the help of the Sobolev-Poincaré inequality and Gehring's lemma, we then obtain, analogously to the proof of Proposition 4.29, a (local) higher integrability result.
Proposition 4.32 Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a minimizer of the functional $\mathcal{Q}$ with Carathéodory coefficients $a: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N n \times N n}$ satisfying (4.6) and (4.7). Then there exists a number $p>2$ depending only on $n, N$, and $L$ such that $u \in W_{\operatorname{loc}}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, and for every ball $B_{R}\left(x_{0}\right) \subset \Omega$ there holds

$$
\left(f_{B_{R / 2}\left(x_{0}\right)}|D u|^{p} d x\right)^{\frac{2}{p}} \leq c(n, N, L) f_{B_{R}\left(x_{0}\right)}|D u|^{2} d x .
$$

With these preliminary estimates at hand, we may now proceed to the proof of the partial regularity result.

Proof of Theorem 4.30 We may follow the line of argument of the proof of the related Theorem 4.23 and Corollary 4.25 for elliptic systems, and hence, it only remains to establish an excess decay estimate as in Lemma 4.21. For this purpose, we follow the strategy of the second alternative proof of Lemma 4.21, that is, we use the direct approach, up to some modifications which are necessary since we now work with variational integrals and not any more with elliptic systems. We start by considering, for $B_{R}\left(x_{0}\right) \subset \Omega$, the unique function $v \in u+W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ which is a weak solution to the system

$$
\begin{equation*}
\operatorname{div}\left(a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right) D v\right)=0 \quad \text { in } B_{R / 4}\left(x_{0}\right) \tag{4.31}
\end{equation*}
$$

(note that existence is guaranteed by Lax-Milgram Theorem A.11) or equivalently, which minimizes the functional

$$
\int_{B_{R / 4}\left(x_{0}\right)} a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right) D w \cdot D w d x
$$

among all functions $w \in u+W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ (the equivalence of these two formulations is a consequence of the convexity of the integrand, which implies that every weak solution of the Euler-Lagrange system is in fact a minimizer). Concerning the function $v$ we have on the one hand the excess decay estimates from Lemma 4.11 at our disposal, but on the other hand $D v$ and $D u$ are also comparable in the $L^{2}\left(B_{R / 4}\left(x_{0}\right), \mathbb{R}^{N n}\right)$-sense. In fact, via (4.6) and (4.7) we find

$$
\begin{align*}
\int_{B_{R / 4}\left(x_{0}\right)}|D v|^{2} d x & \leq \int_{B_{R / 4}\left(x_{0}\right)} a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right) D v \cdot D v d x \\
& \leq \int_{B_{R / 4}\left(x_{0}\right)} a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right) D u \cdot D u d x \\
& \leq L \int_{B_{R / 4}\left(x_{0}\right)}|D u|^{2} d x \tag{4.32}
\end{align*}
$$

(and the same is true with interchanged roles of $u$ and $v$ if we consider the original minimization problem). Moreover, in order to estimates the $L^{2}$ distance between $D u$ and $D v$, we first observe from (4.6) and the weak formulation of the system (4.31)

$$
\begin{aligned}
& \int_{B_{R / 4}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \quad \leq \int_{B_{R / 4}\left(x_{0}\right)} a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right)(D u-D v) \cdot(D u-D v) d x
\end{aligned}
$$

$$
\begin{aligned}
= & \int_{B_{R / 4}\left(x_{0}\right)} a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right) D u \cdot(D u-D v) d x \\
= & \int_{B_{R / 4}\left(x_{0}\right)}\left[a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right)-a(x, u)\right](D u+D v) \cdot(D u-D v) d x \\
& +\int_{B_{R / 4}\left(x_{0}\right)} a(x, u) D u \cdot D u d x-\int_{B_{R / 4}\left(x_{0}\right)} a(x, v) D v \cdot D v d x \\
& +\int_{B_{R / 4}\left(x_{0}\right)}[a(x, v)-a(x, u)] D v \cdot D v d x
\end{aligned}
$$

In view of the minimality of $u$ the second-last line is non-positive, and therefore, (4.14) and Young's inequality allow us to conclude that

$$
\begin{aligned}
& \int_{B_{R / 4}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \leq \int_{B_{R / 4}\left(x_{0}\right)}\left[|D u|^{2}+|D v|^{2}\right] \omega\left(\left|x-x_{0}\right|+\left|u-(u)_{B_{R / 4}\left(x_{0}\right)}\right|+|u-v|\right) d x
\end{aligned}
$$

Next, we observe that also $D v$ has higher integrability, without loss of generality with the same exponent $p>2$ (depending only on $n, N$, and $L$ ) as $D u$, and it satisfies the estimate

$$
\left(f_{B_{R / 4}\left(x_{0}\right)}|D v|^{p} d x\right)^{\frac{2}{p}} \leq c(n, N, L) f_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x .
$$

This follows as a consequence of the so-called $L^{p}$-theory (combined with the higher integrability estimate for $D u$ ), but alternatively we may interpret $v-u \in W_{0}^{1,2}\left(B_{R / 4}\left(x_{0}\right), \mathbb{R}^{N}\right)$ as a weak solution of a system of the form (4.5) (with inhomogeneities given by $f=-a\left(x_{0},(u)_{B_{R / 4}\left(x_{0}\right)}\right) D u$ and $g \equiv 0$ ). Therefore, $v-u$ satisfies the Caccioppoli inequality in Proposition 4.6 and consequently it has also higher integrability by the direct application of Gehring's Theorem 1.22. We next observe

$$
\int_{B_{R / 4}\left(x_{0}\right)}|u-v|^{2} d x \leq c(L) \int_{B_{R / 2}\left(x_{0}\right)}\left|u-(u)_{B_{R / 2}\left(x_{0}\right)}\right|^{2} d x
$$

by applying first Poincaré's inequality, then employing (4.32) and finally the Caccioppoli inequality with $\zeta:=(u)_{B_{R / 2}\left(x_{0}\right)}$. At this stage we may proceed, exactly as for the derivation of (4.29) for elliptic systems, via Hölder's and

Jensen's inequalities, and we find the desired estimate for the $L^{2}$-difference of $D u$ and $D v$ :

$$
\begin{align*}
& \int_{B_{R / 4}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \quad \leq c(n, N, L) \omega^{1-2 / p}\left(R+c E\left(u ; x_{0}, R\right)^{\frac{1}{2}}\right) f_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x \tag{4.33}
\end{align*}
$$

Now we take $\tau \in(0,1 / 4)$ and deduce from the Morrey-type excess decay estimate for $D v$ in Lemma 4.11, combined with (4.33), the estimate

$$
\begin{aligned}
& \int_{B_{\tau R}\left(x_{0}\right)}|D u|^{2} d x \leq 2 \int_{B_{\tau R}\left(x_{0}\right)}|D u-D v|^{2} d x+2 \int_{B_{\tau R}\left(x_{0}\right)}|D v|^{2} d x \\
& \quad \leq 2 \int_{B_{R / 4}\left(x_{0}\right)}|D u-D v|^{2} d x+c(n, N, L)(4 \tau)^{n} \int_{B_{R / 4}\left(x_{0}\right)}|D v|^{2} d x \\
& \quad \leq c(n, N, L)\left(\omega^{1-2 / p}\left(R+c E\left(u ; x_{0}, R\right)^{\frac{1}{2}}\right)+\tau^{n}\right) \int_{B_{R / 4}\left(x_{0}\right)}|D u|^{2} d x .
\end{aligned}
$$

Under the same smallness assumption $\omega^{1-2 / p}\left(R+c E\left(u ; x_{0}, R\right)^{\frac{1}{2}}\right) \leq \tau^{n}$ as in (4.30) in the setting of elliptic systems (which requires smallness of the initial radius $R$ and of the initial excess $E\left(u ; x_{0}, R\right)$ in terms of $n, N, L, \omega$, and $\tau$ ), we then obtain

$$
\int_{B_{\tau R}\left(x_{0}\right)}|D u|^{2} d x \leq c(n, N, L) \tau^{n} \int_{B_{R / 2}\left(x_{0}\right)}|D u|^{2} d x
$$

which, via Poincaré's and of Caccioppoli's inequalities, yields the desired excess decay estimate

$$
E\left(u ; x_{0}, \tau R\right) \leq c(n, N, L) \tau^{2} E\left(u ; x_{0}, R\right)
$$

This finishes the proof of the corresponding version of Lemma 4.21 for minimizers, and thus the proof of the partial regularity result is complete.

## Chapter 5 <br> Partial Regularity Results for Quasilinear Systems

We next study more general quasilinear systems in divergence form

$$
\begin{equation*}
\operatorname{div} a(x, u, D u)=0 \quad \text { in } \Omega \tag{5.1}
\end{equation*}
$$

and deal with partial $C^{1, \alpha}$-regularity results for their weak solutions. More precisely, we first give a basic higher integrability statement. Then we employ the method of $\mathcal{A}$-harmonic approximation, which was introduced in the previous chapter, in order to prove in the first place the partial $C^{1}$-regularity of weak solutions outside of a singular set which is of $\mathcal{L}^{n}$-measure zero and in the second place the optimal regularity improvement from $C^{1}$ to $C^{1, \alpha}$ for some $\alpha>0$ (determined by the regularity of the vector field $a$ ). These results come along with a characterization of the exceptional set on which singularities of a weak solution may arise. However, it does not directly allow for a non-trivial bound on its Hausdorff dimensions, but this requires further work. In different settings, from simple to quite general ones, we explain (fractional) higher differentiability estimates for the gradient of weak solutions. These provide, in turn, the desired bounds for the Hausdorff dimension of the singular set.

### 5.1 Initial Observations and Higher Integrability

Throughout this chapter, we impose on the Carathéodory vector field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ the following assumptions concerning growth, differentiability, and ellipticity:
(H1) $a$ is differentiable with respect to $z$ with

$$
|a(x, u, z)|+\left|D_{z} a(x, u, z)\right|(1+|z|) \leq L(1+|z|),
$$

(H2) $a$ is uniformly elliptic in the sense of

$$
D_{z} a(x, u, z) \xi \cdot \xi \geq|\xi|^{2} \quad \text { for all } \xi \in \mathbb{R}^{N n}
$$

for almost every $x \in \Omega$, all $(u, z) \in \mathbb{R}^{N} \times \mathbb{R}^{N n}$, and with a constant $L \geq 1$. We note that these assumptions essentially guarantee that the vector field $a$ is possibly nonlinear in the gradient variable, but still of linear growth (see also the Remarks 5.1 below), and the particular quasilinear system considered in the previous chapter satisfies in particular these assumptions. Later on, we will assume further continuity assumptions on the vector field $a$, but we here want to comment on some general facts, which rely only on the assumptions (H1) and (H2).

## Remarks 5.1

(i) The assumption (H1) implies $a(\cdot, u, D u) \in L^{2}\left(\Omega, \mathbb{R}^{N n}\right)$ for every $u \in$ $W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$. Consequently, via an approximation argument (see also Remark 2.5), a function $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ is a weak solution to the system (5.1) if and only if we have

$$
\begin{equation*}
\int_{\Omega} a(x, u, D u) \cdot D \varphi d x=0 \quad \text { for all } \varphi \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right) \tag{5.2}
\end{equation*}
$$

(ii) For almost every $x \in \Omega$, all $u \in \mathbb{R}^{N}$, and all $z, \tilde{z} \in \mathbb{R}^{N n}$ we observe from the bound on $D_{z} a$ in (H1) that $a$ is Lipschitz continuous with respect to the $z$-variable, since we have

$$
\begin{aligned}
|a(x, u, z)-a(x, u, \tilde{z})| & =\left|\int_{0}^{1} \frac{d}{d t} a(x, u, t z+(1-t) \tilde{z}) d t\right| \\
& =\left|\int_{0}^{1} D_{z} a(x, u, t z+(1-t) \tilde{z}) d t(z-\tilde{z})\right| \\
& \leq L|z-\tilde{z}|
\end{aligned}
$$

(iii) For almost every $x \in \Omega$, all $u \in \mathbb{R}^{N}$, and all $z, \tilde{z} \in \mathbb{R}^{N n}$ the ellipticity condition (H2) gives

$$
\begin{aligned}
& (a(x, u, z)-a(x, u, \tilde{z})) \cdot(z-\tilde{z}) \\
& \quad=\int_{0}^{1} D_{z} a(x, u, t z+(1-t) \tilde{z}) d t(z-\tilde{z}) \cdot(z-\tilde{z}) \geq|z-\tilde{z}|^{2}
\end{aligned}
$$

(for this reason $a$ is called a monotone operator with respect to the gradient variable).

We next state a very simple version of a Caccioppoli inequality, which is a straightforward extension of Proposition 4.5 from the linear to the quasilinear case.
Proposition 5.2 (Basic Caccioppoli inequality) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a Carathéodory vector field a: $\Omega \times$ $\mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ satisfying (H1)-(H2). Then, for all $\zeta \in \mathbb{R}^{N}$ and all balls $B_{r}\left(x_{0}\right) \subset \Omega$, we have

$$
\int_{B_{r / 2}\left(x_{0}\right)}|D u|^{2} d x \leq c(L) \int_{B_{r}\left(x_{0}\right)}\left(1+r^{-2}|u-\zeta|^{2}\right) d x
$$

Proof We take a cut-off function $\eta \in C_{0}^{\infty}\left(B_{r}\left(x_{0}\right),[0,1]\right)$ which satisfies $\eta \equiv 1$ in $B_{r / 2}\left(x_{0}\right)$ and $|D \eta| \leq 4 r^{-1}$. We now test the weak formulation (5.2) with the function $\varphi:=\eta^{2}(u-\zeta) \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$. In view of the ellipticity estimate in Remark 5.1 (iii) and with (H1), we then find

$$
\begin{aligned}
& \int_{B_{r}\left(x_{0}\right)}|D u|^{2} \eta^{2} d x \leq \int_{B_{r}\left(x_{0}\right)}(a(x, u, D u)-a(x, u, 0)) \cdot D u \eta^{2} d x \\
& \quad=-\int_{B_{r}\left(x_{0}\right)}(2 a(x, u, D u) \cdot(u-\zeta) \otimes D \eta+a(x, u, 0) \cdot D u \eta) \eta d x \\
& \quad \leq L \int_{B_{r}\left(x_{0}\right)}(2(1+|D u|)|u-\zeta||D \eta|+|D u|) \eta d x
\end{aligned}
$$

and the assertion now follows from Young's inequality and the choice of $\eta$.
With the previous proposition at hand, a higher integrability of $D u$, which is analogous to the result of Proposition 4.29 for the linear model systems, follows immediately:
Lemma 5.3 Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a Carathéodory vector field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ satisfying (H1)(H2). Then there exists a number $p>2$ depending only on $n, N$, and $L$ such that $u \in W_{\mathrm{loc}}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, and for every ball $B_{2 R}\left(x_{0}\right) \subset \Omega$ there holds

$$
\begin{equation*}
\left(f_{B_{R}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}} \leq c(n, N, L)\left(f_{B_{2 R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x\right)^{\frac{1}{2}} \tag{5.3}
\end{equation*}
$$

Proof With the Sobolev-Poincaré inequality, see Remark 1.57 (iv), we first deduce from Proposition 5.2 (on balls $B_{\varrho}(y)$ and with the choice $\left.\zeta:=(u)_{B_{\varrho}(y)}\right)$ the reverse Hölder inequalities

$$
f_{B_{\varrho / 2}(y)}\left(1+|D u|^{2}\right) d x \leq c(n, N, L)\left(f_{B_{\varrho}(y)}\left(1+|D u|^{\frac{2 n}{n+2}}\right) d x\right)^{\frac{n+2}{n}}
$$

for all interior balls $B_{\varrho}(y) \subset \Omega$. The claim now follows from Gehring's Theorem 1.22.

### 5.2 Partial $C^{1, \alpha}$-Regularity via the Method of $\mathcal{A}$-Harmonic Approximation

In what follows, we adjust the method of $\mathcal{A}$-harmonic approximation, which was detailed in Sect.4.3.2, in order to investigate systems of the form (5.1), with the aim to establish a partial $C^{0}$-regularity result for the gradient of weak solutions (and to prove in addition the optimal regularity improvement to Hölder continuity). For this purpose, we assume for the vector field $a: \Omega \times$ $\mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ in addition to (H1) and (H2) also the following continuity assumptions:
(H3) $a$ is Hölder continuous with respect to $(x, u)$ with

$$
|a(x, u, z)-a(\tilde{x}, \tilde{u}, z)| \leq 2 L \omega_{\alpha}(|x-\tilde{x}|+|u-\tilde{u}|)(1+|z|)
$$

(H4) $D_{z} a$ is continuous with

$$
\left|D_{z} a(x, u, z)-D_{z} a(x, u, \tilde{z})\right| \leq 2 L \tilde{\omega}(|z-\tilde{z}|),
$$

for all $x, \tilde{x} \in \Omega, u, \tilde{u} \in \mathbb{R}^{N}$ and $z, \tilde{z} \in \mathbb{R}^{N n}$. Here, $\omega_{\alpha}, \widetilde{\omega}: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$are two moduli of continuity, bounded by 1 from above, monotonically non-decreasing and concave. Furthermore, we suppose $\omega_{\alpha}(t) \leq \min \left\{1, t^{\alpha}\right\}$ for some $\alpha \in(0,1)$ and $\lim _{t \searrow 0} \tilde{\omega}(t)=\tilde{\omega}(0)=0$. We note that these assumptions are still satisfied by the particular quasilinear system considered in the previous chapter.

For the proof of the partial $C^{1, \alpha}$-regularity for weak solutions to the system (5.1), we essentially follow the exposition in the paper [21] of Duzaar and Grotowski. The starting point for the investigation of such regularity properties is again a Caccioppoli-type inequality, which now, in contrast to the basic Caccioppoli inequality derived in Proposition 5.2, concerns affine perturbations of the weak solution.

Proposition 5.4 (Caccioppoli inequality) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow$ $\mathbb{R}^{N n}$ satisfying (H1), (H2), and $(\mathrm{H} 3)$. Then, for all $\zeta \in \mathbb{R}^{N}, z_{0} \in \mathbb{R}^{N n}$ and $B_{r}\left(x_{0}\right) \subset \Omega$ with $r \leq 1$, we have

$$
\begin{aligned}
\int_{B_{r / 2}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x \leq & c(L) r^{-2} \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2} d x \\
& +c(L)\left(1+\left|z_{0}\right|\right)^{\frac{2}{1-\alpha}} r^{n+2 \alpha}
\end{aligned}
$$

Proof We take a standard cut-off function $\eta \in C_{0}^{\infty}\left(B_{r}\left(x_{0}\right),[0,1]\right)$ which satisfies $\eta \equiv 1$ in $B_{r / 2}\left(x_{0}\right)$ and $|D \eta| \leq 4 r^{-1}$. We now test the weak formulation of the system (5.1), see (5.2), with the function $\varphi:=\eta^{2}(u-$ $\left.\zeta-z_{0}\left(x-x_{0}\right)\right) \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$. Thus, we get

$$
\begin{aligned}
& \int_{B_{r}\left(x_{0}\right)} a(x, u, D u) \cdot\left(D u-z_{0}\right) \eta^{2} d x \\
&=-2 \int_{B_{r}\left(x_{0}\right)} a(x, u, D u) \cdot\left(u-\zeta-z_{0}\left(x-x_{0}\right)\right) \otimes D \eta \eta d x
\end{aligned}
$$

Moreover, we observe

$$
\begin{aligned}
-\int_{B_{r}\left(x_{0}\right)} a\left(x, u, z_{0}\right) \cdot\left(D u-z_{0}\right) \eta^{2} d x & \\
=2 \int_{B_{r}\left(x_{0}\right)} a\left(x, u, z_{0}\right) \cdot(u-\zeta- & \left.z_{0}\left(x-x_{0}\right)\right) \otimes D \eta \eta d x \\
& -\int_{B_{r}\left(x_{0}\right)} a\left(x, u, z_{0}\right) \cdot D \varphi d x
\end{aligned}
$$

and, since $a\left(x_{0}, \zeta, z_{0}\right)$ is constant, we also have

$$
0=\int_{B_{r}\left(x_{0}\right)} a\left(x_{0}, \zeta, z_{0}\right) \cdot D \varphi d x
$$

We now want to employ the ellipticity (or monotonicity) condition for $D u-z_{0}$ from Remark 5.1 (iii). For this purpose, we add the three previous identities and find

$$
\begin{align*}
& \int_{B_{r}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} \eta^{2} d x \\
& \leq \int_{B_{r}\left(x_{0}\right)}\left(a(x, u, D u)-a\left(x, u, z_{0}\right)\right) \cdot\left(D u-z_{0}\right) \eta^{2} d x \\
&=-2 \int_{B_{r}\left(x_{0}\right)}\left(a(x, u, D u)-a\left(x, u, z_{0}\right)\right) \cdot\left(u-\zeta-z_{0}\left(x-x_{0}\right)\right) \otimes D \eta \eta d x \\
&-\int_{B_{r}\left(x_{0}\right)}\left(a\left(x, u, z_{0}\right)-a\left(x, \zeta+z_{0}\left(x-x_{0}\right), z_{0}\right)\right) \cdot D \varphi d x \\
&-\int_{B_{r}\left(x_{0}\right)}\left(a\left(x, \zeta+z_{0}\left(x-x_{0}\right), z_{0}\right)-a\left(x_{0}, \zeta, z_{0}\right)\right) \cdot D \varphi d x \\
&= I+I I+I I I \tag{5.4}
\end{align*}
$$

with the obvious abbreviations. The first term $I$ is estimated via Remark 5.1 (ii) and Young's inequality by

$$
\begin{aligned}
|I| & \leq 2 L \int_{B_{r}\left(x_{0}\right)}\left|D u-z_{0}\right|\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right||D \eta| \eta d x \\
& \leq \frac{1}{4} \int_{B_{r}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} \eta^{2} d x+c(L) r^{-2} \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2} d x .
\end{aligned}
$$

For the second term $I I$ we take advantage of the continuity assumption (H3) (note that $\omega_{\alpha}$ is a Hölder modulus with $\omega_{\alpha} \leq \min \left\{1, t^{\alpha}\right\}$ ) and apply repeatedly Young's inequality. In this way we find

$$
\begin{aligned}
|I I| \leq & 2 L\left(1+\left|z_{0}\right|\right) \int_{B_{r}\left(x_{0}\right)} \omega_{\alpha}\left(\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|\right)|D \varphi| d x \\
\leq & 2 L\left(1+\left|z_{0}\right|\right) \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{\alpha} \\
& \times\left(\left|D u-z_{0}\right| \eta^{2}+2\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right||D \eta| \eta\right) d x \\
\leq & \frac{1}{4} \int_{B_{r}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} \eta^{2} d x+r^{-2} \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2} d x \\
& +c(L)\left(1+\left|z_{0}\right|\right)^{2} \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2 \alpha} r^{-2 \alpha} r^{2 \alpha} d x \\
\leq & \frac{1}{4} \int_{B_{r}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} \eta^{2} d x+r^{-2} \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2} d x \\
& +c(L)\left(1+\left|z_{0}\right|\right)^{\frac{2}{1-\alpha}} r^{n+\frac{2 \alpha}{1-\alpha}} .
\end{aligned}
$$

Similarly, we obtain for the last term III

$$
\begin{aligned}
|I I I| \leq & 2 L\left(1+\left|z_{0}\right|\right) \int_{B_{r}\left(x_{0}\right)} \omega_{\alpha}\left(\left(1+\left|z_{0}\right|\right) r\right)|D \varphi| d x \\
\leq & \frac{1}{4} \int_{B_{r}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} \eta^{2} d x+r^{-2} \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2} d x \\
& +c(L)\left(1+\left|z_{0}\right|\right)^{2(1+\alpha)} r^{n+2 \alpha}
\end{aligned}
$$

Combining the previous three estimates with (5.4), we thus infer

$$
\begin{aligned}
& \int_{B_{r}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} \eta^{2} d x \\
& \leq \frac{3}{4} \int_{B_{r}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} \eta^{2} d x+c(L) r^{-2} \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2} d x \\
& \quad+c(L)\left(\left(1+\left|z_{0}\right|\right)^{\frac{2}{1-\alpha}} r^{n+\frac{2 \alpha}{1-\alpha}}+\left(1+\left|z_{0}\right|\right)^{2(1+\alpha)} r^{n+2 \alpha}\right) \\
& \leq \frac{3}{4} \int_{B_{r}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} \eta^{2} d x+c(L) r^{-2} \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2} d x \\
& \quad+c(L)\left(1+\left|z_{0}\right|\right)^{\frac{2}{1-\alpha}} r^{n+2 \alpha}
\end{aligned}
$$

(here we have used the assumption $r \leq 1$ ). The assertion now follows from the choice of cut-off function $\eta$, which satisfies $\eta=1$ in $B_{r / 2}\left(x_{0}\right)$.

The second step in the partial regularity proof via the approach of $\mathcal{A}$ harmonic approximation is to determine the setting in which the $\mathcal{A}$-harmonic approximation lemma shall be applied. We now show that, for a suitable linearization of the system (which then defines the bilinear form $\mathcal{A}$ ) and under some appropriate smallness assumption, a rescaling of the weak solution is approximately $\mathcal{A}$-harmonic.

Lemma 5.5 (Approximate $\mathcal{A}$-harmonicity II) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow$ $\mathbb{R}^{N n}$ satisfying (H1), (H2), (H3), and (H4). Then, for all $z_{0} \in \mathbb{R}^{N n}$ and every $B_{\varrho}\left(x_{0}\right) \subset \Omega$ with $\varrho \leq 1$, we have

$$
\begin{aligned}
& \left|\varrho^{-n} \int_{B_{\varrho}\left(x_{0}\right)} D_{z} a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)\left(D u-z_{0}\right) \cdot D \varphi d x\right| \\
& \leq c_{A p}(n, N, L)\left[\tilde{\omega}^{1 / 2}\left(\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right)^{\frac{1}{2}}\right)\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right)^{\frac{1}{2}}\right. \\
& \\
& \left.\quad+f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x+\left(1+\left|z_{0}\right|\right)^{1+\alpha} \varrho^{\alpha}\right] \sup _{B_{\varrho}\left(x_{0}\right)}|D \varphi|
\end{aligned}
$$

for all $\varphi \in C_{0}^{1}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$.
Proof We consider an arbitrary function $\varphi \in C_{0}^{1}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ satisfying $\sup _{B_{\varrho}\left(x_{0}\right)}|D \varphi| \leq 1$ (the general result then follows after rescaling). Since $a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)$ is constant, we observe

$$
\operatorname{div} a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)=0
$$

and therefore, we find

$$
\begin{aligned}
& f_{B_{\varrho}\left(x_{0}\right)} D_{z} a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)\left(D u-z_{0}\right) \cdot D \varphi d x \\
& \begin{aligned}
&= f_{B_{\varrho}\left(x_{0}\right)} \int_{0}^{1}\left[D_{z} a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)\right. \\
&\left.\quad-D_{z} a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}+t\left(D u-z_{0}\right)\right)\right] d t\left(D u-z_{0}\right) \cdot D \varphi d x \\
& \quad+f_{B_{\varrho}\left(x_{0}\right)}\left[a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, D u\right)-a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)\right] \cdot D \varphi d x \\
&=f_{B_{\varrho}\left(x_{0}\right)} \int_{0}^{1}\left[D_{z} a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)\right. \\
&\left.\quad-D_{z} a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}+t\left(D u-z_{0}\right)\right)\right] d t\left(D u-z_{0}\right) \cdot D \varphi d x \\
& \quad+f_{B_{\varrho}\left(x_{0}\right)}\left[a\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, D u\right)-a(x, u, D u)\right] \cdot D \varphi d x .
\end{aligned}
\end{aligned}
$$

With the continuity assumptions (H3) on $D_{z} a$ with respect to the gradient variable $z$ and (H4) on $a$ with respect to the first and second argument ( $x, u$ ) combined with the boundedness of $\tilde{\omega}$ from above by $1-$, the previous identity yields the estimate

$$
\left|f_{B_{\varrho}\left(x_{0}\right)} D_{z} a\left(x_{0}, u_{0}, z_{0}\right)\left(D u-z_{0}\right) \cdot D \varphi d x\right| \leq I+I I
$$

with the abbreviations

$$
\begin{aligned}
I & :=2 L f_{B_{\varrho}\left(x_{0}\right)} \tilde{\omega}^{1 / 2}\left(\left|D u-z_{0}\right|\right)\left|D u-z_{0}\right| d x \\
I I & :=2 L f_{B_{\varrho}\left(x_{0}\right)} \omega_{\alpha}\left(\left|x-x_{0}\right|+\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}\right|\right)(1+|D u|) d x .
\end{aligned}
$$

From Hölder's and Jensen's inequality (which is applicable since $\tilde{\omega}$ is concave), we find

$$
\begin{aligned}
I & \leq 2 L\left(f_{B_{\varrho}\left(x_{0}\right)} \tilde{\omega}\left(\left|D u-z_{0}\right|\right) d x\right)^{\frac{1}{2}}\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right)^{\frac{1}{2}} \\
& \leq 2 L \tilde{\omega}^{1 / 2}\left(\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right)^{\frac{1}{2}}\right)\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right)^{\frac{1}{2}} .
\end{aligned}
$$

For the second term $I I$ we use the particular form of $\omega_{\alpha}$ and employ repeatedly Young's inequality. This gives

$$
\begin{aligned}
I I \leq & 2 L f_{B_{\varrho}\left(x_{0}\right)}\left[\varrho^{\alpha}+\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}\right|^{\alpha}\right](1+|D u|) d x \\
\leq & 2 L f_{B_{\varrho}\left(x_{0}\right)}\left[\left(1+\left|z_{0}\right|^{\alpha}\right) \varrho^{\alpha}+\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}-z_{0}\left(x-x_{0}\right)\right|^{\alpha}\right] \\
& \times\left(1+\left|z_{0}\right|+\left|D u-z_{0}\right|\right) d x \\
\leq & c L\left(1+\left|z_{0}\right|\right)^{1+\alpha} \varrho^{\alpha}+c L\left(1+\left|z_{0}\right|\right)^{2 \alpha} \varrho^{2 \alpha}+c L f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x \\
& +L\left(1+\left|z_{0}\right|\right) f_{B_{\varrho}\left(x_{0}\right)}\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}-z_{0}\left(x-x_{0}\right)\right|^{\alpha} d x \\
& +c L f_{B_{\varrho}\left(x_{0}\right)}\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}-z_{0}\left(x-x_{0}\right)\right|^{2 \alpha} d x \\
\leq & c L\left(1+\left|z_{0}\right|\right)^{1+\alpha} \varrho^{\alpha}+c L\left(1+\left|z_{0}\right|\right)^{2 \alpha} \varrho^{2 \alpha}+c L f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x \\
& +c L \varrho^{-2} f_{B_{\varrho}\left(x_{0}\right)}\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}-z_{0}\left(x-x_{0}\right)\right|^{2} d x \\
& +c L\left(1+\left|z_{0}\right|\right)^{\frac{2}{2-\alpha}} \varrho^{\frac{2 \alpha}{2-\alpha}}+c L \varrho^{\frac{2 \alpha}{1-\alpha}} .
\end{aligned}
$$

With $\varrho \leq 1$ (which allows to estimate all terms involving only powers of $\varrho$ and of $1+\left|z_{0}\right|$ by only one term) and Poincaré's inequality (note that the function $u-(u)_{B_{\varrho}\left(x_{0}\right)}-z_{0}\left(x-x_{0}\right)$ has vanishing mean value on $\left.B_{\varrho}\left(x_{0}\right)\right)$ we then obtain

$$
I I \leq c(n, N) L f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x+c L\left(1+\left|z_{0}\right|\right)^{1+\alpha} \varrho^{\alpha} .
$$

Inserting the estimates for $I$ and $I I$ above, we finally arrive at the claim of the lemma.

With the Caccioppoli inequality and the approximate $\mathcal{A}$-harmonicity lemma at hand, we can now proceed to a preliminary excess decay estimate.

Lemma 5.6 Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ satisfying (H1), (H2), (H3), and (H4). Then there exist two parameters $\tau=\tau(n, N, L, \alpha) \in(0,1)$ and $\tilde{\varepsilon}_{0}=\tilde{\varepsilon}_{0}(n, N, L, \alpha, \tilde{\omega}) \in(0,1)$ such that

$$
\begin{equation*}
E\left(D u ; x_{0}, \tau R\right) \leq \tau^{1+\alpha} E\left(D u ; x_{0}, R\right)+c_{D e c}\left(n, N, L, \alpha, M_{0}\right)(\tau R)^{2 \alpha} \tag{5.5}
\end{equation*}
$$

holds for every ball $B_{R}\left(x_{0}\right) \subset \Omega$ with radius $R \leq 1$, provided that we have

$$
E\left(D u ; x_{0}, R\right) \leq 2 \tilde{\varepsilon}_{0}^{2} \quad \text { and } \quad\left|(D u)_{B_{R}\left(x_{0}\right)}\right| \leq 2 M_{0}
$$

Proof For $\varepsilon>0$ to be determined later we take $\delta=\delta(n, N, L, \varepsilon)>0$ according to the $\mathcal{A}$-harmonic approximation Lemma 4.27. Then, motivated from the estimate in the previous Lemma 5.5, we define a bilinear form $\mathcal{A} \in \mathbb{R}^{N n \times N n}$ and a rescaling of the weak solution $u$ via

$$
\begin{align*}
\mathcal{A} & :=D_{z} a\left(x_{0},(u)_{B_{R}\left(x_{0}\right)},(D u)_{B_{R}\left(x_{0}\right)}\right), \\
\gamma & :=c_{A p}\left[E\left(D u ; x_{0}, R\right)+4 \delta^{-2}\left(1+\left|(D u)_{B_{R}\left(x_{0}\right)}\right|\right)^{2(1+\alpha)} R^{2 \alpha}\right]^{\frac{1}{2}},  \tag{5.6}\\
w(x) & :=\gamma^{-1}\left[u(x)-(D u)_{B_{R}\left(x_{0}\right)}\left(x-x_{0}\right)\right],
\end{align*}
$$

where $B_{R}\left(x_{0}\right) \subset \Omega$ is a ball of radius $R \leq 1, c_{A p}$ is the constant from Lemma 5.5 and the excess $E\left(D u ; x_{0}, R\right)$ is defined as in (4.15). Due to the assumptions (H1) and (H2) we observe that $\mathcal{A}$ is bounded and elliptic, and we easily verify (noting that it is not restrictive to assume $c_{A p}^{2} \geq \mathcal{L}^{n}\left(B_{1}\right)$ )

$$
R^{-n} \int_{B_{R}\left(x_{0}\right)}|D w|^{2} d x \leq 1
$$

Moreover, Lemma 5.5 (with the choice $\left.z_{0}=(D u)_{B_{R}\left(x_{0}\right)}\right)$ implies that $w$ is approximate $\mathcal{A}$-harmonic with the estimate

$$
\begin{aligned}
& \left|R^{-n} \int_{B_{R}\left(x_{0}\right)} \mathcal{A D w} \cdot D \varphi d x\right| \\
& \leq \frac{\tilde{\omega}^{1 / 2}\left(E^{1 / 2}\left(D u ; x_{0}, R\right)\right) E^{1 / 2}\left(D u ; x_{0}, R\right)+E\left(D u ; x_{0}, R\right)}{E^{1 / 2}\left(D u ; x_{0}, R\right)} \sup _{B_{R}\left(x_{0}\right)}|D \varphi| \\
& \quad+\frac{\left(1+\left|(D u)_{B_{R}\left(x_{0}\right)}\right|\right)^{1+\alpha} R^{\alpha}}{\left[4 \delta^{-2}\left(1+\left|(D u)_{B_{R}\left(x_{0}\right)}\right|\right)^{2(1+\alpha)} R^{2 \alpha}\right]^{1 / 2}} \sup _{B_{R}\left(x_{0}\right)}|D \varphi| \\
& \leq\left[\tilde{\omega}^{1 / 2}\left(E^{1 / 2}\left(D u ; x_{0}, R\right)\right)+E^{1 / 2}\left(D u ; x_{0}, R\right)+\frac{\delta}{2}\right] \sup _{B_{R}\left(x_{0}\right)}|D \varphi| .
\end{aligned}
$$

If the smallness assumption

$$
\begin{equation*}
\tilde{\omega}^{1 / 2}\left(E^{1 / 2}\left(D u ; x_{0}, R\right)\right)+E^{1 / 2}\left(D u ; x_{0}, R\right) \leq \frac{\delta}{2} \tag{5.7}
\end{equation*}
$$

on the initial excess $E\left(D u ; x_{0}, R\right)$ is satisfied, then the right-hand side of the previous inequality is estimated by $\delta \sup _{B_{R}\left(x_{0}\right)}|D \varphi|$ from above, and hence,
we may apply the $\mathcal{A}$-harmonic approximation Lemma 4.27 (with $\gamma=0$ ). Consequently, we find a function $h \in W^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ which is $\mathcal{A}$-harmonic in $B_{R}\left(x_{0}\right)$ and which satisfies
$R^{-n-2} \int_{B_{R}\left(x_{0}\right)}|w-h|^{2} d x \leq \varepsilon \quad$ and $\quad R^{-n} \int_{B_{R}\left(x_{0}\right)}|D h|^{2} d x \leq 1$.
Since $h$ solves a linear elliptic system with constant coefficients, the results from the linear theory apply. In particular, we know that $h$ is locally smooth, and moreover, all excess decay estimates from Lemma 4.11 are available. We here note that we are interested in (Hölder-)continuity of the gradient, and not of the solution itself as before in Sect.4.3.2. For this reason we take advantage of the decay estimates for $D h$ (and not for $h$ ). In this situation, Lemma 4.11 yields for every $r \in(0, R]$ the following two fundamental estimates:

$$
\begin{align*}
& \int_{B_{r}\left(x_{0}\right)}|D h|^{2} d x \leq c\left(\frac{r}{R}\right)^{n} \int_{B_{R}\left(x_{0}\right)}|D h|^{2} d x,  \tag{5.9}\\
& \int_{B_{r}\left(x_{0}\right)}\left|D h-(D h)_{B_{r}\left(x_{0}\right)}\right|^{2} d x \leq c\left(\frac{r}{R}\right)^{n+2} \int_{B_{R}\left(x_{0}\right)}|D h|^{2} d x, \tag{5.10}
\end{align*}
$$

with a constant $c$ depending only on $n, N$, and $L$, but we emphasize that rather $\gamma h$ than $h$ is the relevant function, due to the rescaling of $u$. Next we want to carry these decay estimates over to the gradient of the weak solution $u$ (or its rescaled version $w$ ). However, a priori, the $\mathcal{A}$-harmonic approximation lemma allows only to compare the $L^{2}$-distance of $h$ and $w$, and not of their gradients. Nevertheless, with the Caccioppoli inequality at hand, this estimate on the level of the function $u$ (or $w$ ) and not the gradient turns out to be sufficient to find a decay estimate for the excess of $D u$. For this purpose, we now consider $\tau \in(0,1 / 2)$. In view of the minimizing property of the mean value for the $\operatorname{map} \zeta \mapsto \int_{\Omega}|\varphi-\zeta|^{2} d x$ for every $\varphi \in L^{2}\left(\Omega, \mathbb{R}^{N}\right)$, the Caccioppoli inequality from Proposition 5.4 allows to infer

$$
\begin{align*}
E\left(D u ; x_{0}, \tau R\right)= & f_{B_{\tau R}\left(x_{0}\right)}\left|D u-(D u)_{B_{\tau R}\left(x_{0}\right)}\right|^{2} d x \\
\leq & f_{B_{\tau R}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x \\
\leq & c(n, L)(2 \tau R)^{-2} f_{B_{2 \tau R}\left(x_{0}\right)}\left|u-(u)_{B_{2 \tau R}\left(x_{0}\right)}-z_{0}\left(x-x_{0}\right)\right|^{2} d x \\
& +c(n, L)\left(1+\left|z_{0}\right|\right)^{\frac{2}{1-\alpha}}(2 \tau R)^{2 \alpha} \tag{5.11}
\end{align*}
$$

for each $z_{0} \in \mathbb{R}^{N n}$, and we next need to make a good choice for $z_{0}$. Using once again the minimizing property of the mean value as above, the definition of $w$, and Poincaré's inequality, we compute

$$
\begin{aligned}
& f_{B_{2 \tau R}\left(x_{0}\right)}\left|u-(u)_{B_{2 \tau R}\left(x_{0}\right)}-\left((D u)_{B_{R}\left(x_{0}\right)}+\gamma(D h)_{B_{2 \tau R}\left(x_{0}\right)}\right)\left(x-x_{0}\right)\right|^{2} d x \\
& \leq f_{B_{2 \tau R}\left(x_{0}\right)}\left|u-\gamma(h)_{B_{2 \tau R}\left(x_{0}\right)}-\left((D u)_{B_{R}\left(x_{0}\right)}+\gamma(D h)_{B_{2 \tau R}\left(x_{0}\right)}\right)\left(x-x_{0}\right)\right|^{2} d x \\
& =\gamma^{2} f_{B_{2 \tau R}\left(x_{0}\right)}\left|w-(h)_{B_{2 \tau R}\left(x_{0}\right)}-(D h)_{B_{2 \tau R}\left(x_{0}\right)}\left(x-x_{0}\right)\right|^{2} d x \\
& \leq 2 \gamma^{2}\left[f_{B_{2 \tau R}\left(x_{0}\right)}|w-h|^{2} d x\right. \\
& \left.\quad \quad+f_{B_{2 \tau R}\left(x_{0}\right)}\left|h-(h)_{B_{2 \tau R}\left(x_{0}\right)}-(D h)_{B_{2 \tau R}\left(x_{0}\right)}\left(x-x_{0}\right)\right|^{2} d x\right] \\
& \begin{array}{c}
\leq c(n, N) \gamma^{2}\left[(2 \tau R)^{-n} \int_{B_{R}\left(x_{0}\right)}|w-h|^{2} d x\right. \\
\left.\quad \quad+(2 \tau R)^{2-n} \int_{B_{2 \tau R}\left(x_{0}\right)}\left|D h-(D h)_{B_{2 \tau R}\left(x_{0}\right)}\right|^{2} d x\right] .
\end{array}
\end{aligned}
$$

With the decay estimate for $D h$ from (5.10) as well as with both the $\varepsilon$-closeness of $w$ and $h$ in the $L^{2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$-sense and the $L^{2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N n}\right)$ bound on $D h$ in (5.8), we then find

$$
\begin{aligned}
f_{B_{2 \tau R}\left(x_{0}\right)} & \left|u-(u)_{B_{2 \tau R}\left(x_{0}\right)}-\left((D u)_{B_{R}\left(x_{0}\right)}+\gamma(D h)_{B_{2 \tau R}\left(x_{0}\right)}\right)\left(x-x_{0}\right)\right|^{2} d x \\
& \leq c(n, N, L) \gamma^{2}\left[\tau^{-n} R^{2} \varepsilon+\tau^{4} R^{2-n} \int_{B_{R}\left(x_{0}\right)}|D h|^{2} d x\right] \\
& \leq c(n, N, L)(2 \tau R)^{2} \gamma^{2}\left[\tau^{-n-2} \varepsilon+\tau^{2}\right]
\end{aligned}
$$

In combination with (5.11) for the choice $z_{0}=(D u)_{B_{R}\left(x_{0}\right)}+\gamma(D h)_{B_{2 \tau R}\left(x_{0}\right)}$, this gives

$$
\begin{aligned}
E\left(D u ; x_{0}, \tau R\right) \leq & c(n, N, L) \gamma^{2}\left[\tau^{-n-2} \varepsilon+\tau^{2}\right] \\
& +c(n, L)\left(1+\left|(D u)_{B_{R}\left(x_{0}\right)}+\gamma(D h)_{B_{2 \tau R}\left(x_{0}\right)}\right|\right)^{\frac{2}{1-\alpha}}(2 \tau R)^{2 \alpha}
\end{aligned}
$$

Now, employing the definition of $\gamma$ from (5.6) and taking into account the boundedness of the mean values of $D h$ via (5.9), we can continue to estimate
the excess of $D u$, and we arrive at

$$
\begin{align*}
E\left(D u ; x_{0}, \tau R\right) \leq & c_{*}(n, N, L)\left[\tau^{-n-2} \varepsilon+\tau^{2}\right] E\left(D u ; x_{0}, R\right) \\
& +c(n, N, L)\left[\tau^{-n-2} \varepsilon+\tau^{2}\right] \delta^{-2}\left(1+\left|(D u)_{B_{R}\left(x_{0}\right)}\right|\right)^{2(1+\alpha)} R^{2 \alpha} \\
& +c(n, N, L)\left(1+\left|(D u)_{B_{R}\left(x_{0}\right)}\right|+\gamma\right)^{\frac{2}{1-\alpha}}(\tau R)^{2 \alpha} \tag{5.12}
\end{align*}
$$

Now we fix the free parameters $\tau$ and $\varepsilon$ as follows: we first choose $\tau \in(0,1 / 2)$ such that

$$
2 c_{*} \tau^{2} \leq \tau^{1+\alpha}
$$

holds, where $c_{*}$ is the constant from the previous inequality. This fixes $\tau$ in dependency of $n, N, L$, and $\alpha$. Next, we set $\varepsilon=\tau^{n+4}$. This determines $\varepsilon$ and in turn the parameter $\delta$ in dependency of $n, N, L$, and $\alpha$. As a consequence of these choices and the assumed bound $\left|(D u)_{B_{R}\left(x_{0}\right)}\right| \leq 2 M_{0}$, the previous estimate (5.12) and once again the definition of $\gamma$ yield the desired preliminary decay estimate

$$
E\left(D u ; x_{0}, \tau R\right) \leq \tau^{1+\alpha} E\left(D u ; x_{0}, R\right)+c\left(n, N, L, \alpha, M_{0}\right)(\tau R)^{2 \alpha},
$$

and the latter constant might blow up when $M_{0} \nearrow \infty$ or when $\alpha \nearrow$. Since this decay estimate was proved to hold under the one and only smallness assumption (5.7), which can be rephrased as a smallness condition on the initial excess and the function $\tilde{\omega}$, the proof of the lemma is complete.

Remark 5.7 In contrast to the excess decay estimate (4.17), which was achieved before via the three different comparison techniques (for the toy case of elliptic systems with vector fields that are linear in the gradient variable), not only the initial excess appears on the right-hand side of the excess decay estimate (5.5), but also an expression involving the initial mean value $(D u)_{B_{R}\left(x_{0}\right)}$. For this reason, in order to iterate this preliminary excess decay estimate, it is necessary to control the mean values of $D u$ on balls of different scales, i.e., we need to bound $\left|(D u)_{B_{\tau^{k} R}\left(x_{0}\right)}\right|$ for all $k \in \mathbb{N}$.

An iteration argument, which relies on the previous Lemma (5.6), then yields the final excess decay estimate, provided that the initial excess is sufficiently small.

Lemma 5.8 Let $M_{0}>0$. There exist constants $R_{0}=R_{0}\left(n, N, L, \alpha, M_{0}\right) \in$ $(0,1)$ and $\varepsilon_{0}=\varepsilon_{0}\left(n, N, L, \alpha, \tilde{\omega}, M_{0}\right) \in(0,1)$ such that the following statement is true: whenever $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ is a weak solution to the system (5.1) under the assumptions (H1), (H2), (H3), and (H4) such that for some ball $B_{R}\left(x_{0}\right) \subset \Omega$ with $R \leq R_{0}$ we have

$$
\begin{equation*}
E\left(D u ; x_{0}, R\right) \leq \varepsilon_{0}^{2} \quad \text { and } \quad\left|(D u)_{B_{R}\left(x_{0}\right)}\right| \leq M_{0} \tag{5.13}
\end{equation*}
$$

then, for all $r \in(0, R]$, we have the decay estimate

$$
\begin{equation*}
E\left(D u ; x_{0}, r\right) \leq c\left(n, N, L, \alpha, M_{0}\right)\left(\left(\frac{r}{R}\right)^{2 \alpha} E\left(D u ; x_{0}, R\right)+r^{2 \alpha}\right) \tag{5.14}
\end{equation*}
$$

Proof The strategy of proof for such a result - also in more general situations - is based on an iteration of a preliminary excess decay estimate, which is here provided by Lemma 5.6. Such an iteration argument requires in general that the assumptions of the preliminary excess decay estimate are satisfied in each iteration step, which here means that we need to verify on the one hand that the excesses of $D u$ satisfy the same smallness condition, and on the other hand that the mean values of $D u$ remain uniformly bounded. The first requirement follows immediately from the preliminary excess decay estimate and a suitable choice of the maximal radius $R_{0}$, whereas the second requirement is achieved by taking advantage of the relation between mean values on two different balls and the excess on the bigger ball. In this way, we obtain the excess decay estimate in (5.14) for every value $r$ of the form $\tau^{k} R$, for a fixed number $\tau \in(0,1)$ (stemming from the preliminary excess decay estimate) and all $k \in \mathbb{N}$. The final estimate for an arbitrary radius $r \in(0, R]$ then follows by a standard interpolation argument.

We start by fixing the two parameters $\tau=\tau(n, N, L, \alpha) \in(0,1)$ and $\tilde{\varepsilon}_{0}=\tilde{\varepsilon}_{0}(n, N, L, \alpha, \tilde{\omega}) \in(0,1)$ according to Lemma 5.6. We now select first $\varepsilon_{0} \in(0,1]$ and then $R_{0} \in(0,1]$ such that

$$
\begin{equation*}
\varepsilon_{0} \leq \min \left\{\tilde{\varepsilon}_{0}, M_{0}\left(1-\tau^{\alpha}\right) \tau^{n / 2}\right\} \quad \text { and } \quad c_{D e c} R_{0}^{2 \alpha} \leq\left(1-\tau^{1-\alpha}\right) \varepsilon_{0}^{2} \tag{5.15}
\end{equation*}
$$

are satisfied, where $c_{D e c}=c_{D e c}\left(n, N, L, \alpha, M_{0}\right)$ denotes the constant from the estimate (5.5) (with $M_{0}$ fixed as in the hypotheses of Lemma 5.8). With these smallness conditions in mind, we now check by induction that the estimates

$$
\begin{gather*}
E\left(D u ; x_{0}, \tau^{k} R\right) \leq \tau^{(1+\alpha) k} E\left(D u ; x_{0}, R\right)+c_{D e c} \frac{1-\tau^{(1-\alpha) k}}{1-\tau^{1-\alpha}}\left(\tau^{k} R\right)^{2 \alpha}  \tag{5.16}\\
E\left(D u ; x_{0}, \tau^{k} R\right) \leq \tau^{2 \alpha k} \varepsilon_{0}^{2} \quad \text { and } \quad\left|(D u)_{B_{\tau^{k} R_{R}}\left(x_{0}\right)}\right| \leq 2 M_{0} \tag{5.17}
\end{gather*}
$$

are true for all $k \in \mathbb{N}_{0}$, provided that the initial conditions in (5.13) are fulfilled for the initial ball $B_{R}\left(x_{0}\right) \subset \Omega$ with $R \leq R_{0}$.

Obviously, (5.16) $)_{0}$ always holds, while the two bounds in (5.17) $)_{0}$ are already satisfied by the assumptions in (5.13). Let us now suppose that $(5.16)_{j}$ and $(5.17)_{j}$ are true for all $j \in\{0, \ldots, k-1\}$ and some $k \in \mathbb{N}$, and we need to verify $(5.16)_{k}$ and $(5.17)_{k}$. To this end, we first observe that, for every $j \in\{0, \ldots, k-1\}$, we have the preliminary decay estimate (5.5) for $R$ replaced by $\tau^{j} R$ at our disposal, as a consequence of $(5.17)_{j}$. Combining this decay
estimate for $j=k-1$ with $(5.16)_{k-1}$ immediately gives $(5.16)_{k}$ :

$$
\begin{aligned}
E\left(D u ; x_{0}, \tau^{k} R\right) \leq & \tau^{1+\alpha} E\left(D u ; x_{0}, \tau^{k-1} R\right)+c_{D e c}\left(\tau^{k} R\right)^{2 \alpha} \\
\leq & \tau^{(1+\alpha) k} E\left(D u ; x_{0}, R\right) \\
& +\tau^{1+\alpha} c_{D e c} \frac{1-\tau^{(1-\alpha)(k-1)}}{1-\tau^{1-\alpha}}\left(\tau^{k-1} R\right)^{2 \alpha}+c_{D e c}\left(\tau^{k} R\right)^{2 \alpha} \\
= & \tau^{(1+\alpha) k} E\left(D u ; x_{0}, R\right)+c_{D e c} \frac{1-\tau^{(1-\alpha) k}}{1-\tau^{1-\alpha}}\left(\tau^{k} R\right)^{2 \alpha}
\end{aligned}
$$

We next check the conditions in $(5.17)_{k}$. Employing $E\left(D u ; x_{0}, R\right) \leq \varepsilon_{0}^{2}$ and the smallness condition on $R_{0}$ from (5.15) in the latter inequality, we deduce the first assertion in $(5.17)_{k}$ :

$$
\begin{aligned}
E\left(D u ; x_{0}, \tau^{k} R\right) & \leq \tau^{(1+\alpha) k} E\left(D u ; x_{0}, R\right)+c_{D e c} \frac{1-\tau^{(1-\alpha) k}}{1-\tau^{1-\alpha}} \tau^{2 \alpha k} R_{0}^{2 \alpha} \\
& \leq \tau^{(1+\alpha) k} \varepsilon_{0}^{2}+\left(1-\tau^{(1-\alpha) k}\right) \tau^{2 \alpha k} \varepsilon_{0}^{2}=\tau^{2 \alpha k} \varepsilon_{0}^{2}
\end{aligned}
$$

In order to prove the second assertion in $(5.17)_{k}$, we use Jensen's inequality, the initial bound $\left|(D u)_{B_{R}\left(x_{0}\right)}\right| \leq M_{0}$ from (5.14), the first bound in (5.17) ${ }_{j}$ for every $j \in\{0, \ldots, k-1\}$ and the smallness condition on $\varepsilon_{0}$ in (5.15), and we find

$$
\begin{aligned}
\left|(D u)_{B_{\tau^{k} R}\left(x_{0}\right)}\right| & \leq\left|(D u)_{B_{R}\left(x_{0}\right)}\right|+\sum_{j=0}^{k-1}\left|(D u)_{B_{\tau^{j} R}\left(x_{0}\right)}-(D u)_{B_{\tau^{j+1} R_{R}}\left(x_{0}\right)}\right| \\
& \leq M_{0}+\tau^{-\frac{n}{2}} \sum_{j=0}^{k-1}\left(E\left(D u ; x_{0}, \tau^{j} R\right)\right)^{\frac{1}{2}} \\
& \leq M_{0}+\tau^{-\frac{n}{2}} \sum_{j=0}^{\infty} \tau^{\alpha j} \varepsilon_{0} \leq 2 M_{0}
\end{aligned}
$$

To complete the proof of the lemma, it still remains to establish a continuous version of the excess decay estimate (5.16). To this end, we consider an arbitrary radius $r \in(0, R]$ and determine the unique number $k \in \mathbb{N}_{0}$ such that $\tau^{k+1} R<r \leq \tau^{k} R$. With $(5.16)_{k}$ we then infer

$$
\begin{aligned}
E\left(D u ; x_{0}, r\right) & \leq\left(\frac{\tau^{k} R}{r}\right)^{n} E\left(D u ; x_{0}, \tau^{k} R\right) \\
& \leq\left(\frac{\tau^{k} R}{r}\right)^{n}\left(\tau^{2 \alpha k} E\left(D u ; x_{0}, R\right)+c_{D e c} \frac{1-\tau^{(1-\alpha) k}}{1-\tau^{1-\alpha}}\left(\tau^{k} R\right)^{2 \alpha}\right) \\
& \leq \tau^{-n-2 \alpha}\left(\left(\frac{r}{R}\right)^{2 \alpha} E\left(D u ; x_{0}, R\right)+c_{D e c} \frac{1-\tau^{(1-\alpha) k}}{1-\tau^{1-\alpha}} r^{2 \alpha}\right)
\end{aligned}
$$

This yields the assertion (5.14), when we take into account that the constants $c_{D e c}$ and $\tau$ depend only on the parameters $n, N, L, \alpha$, and $M_{0}$.

The previous lemma states that an excess decay estimate for the gradient of a weak solution $u$ holds, whenever, in the limit $R \searrow 0$, on the one hand the mean value of $D u$ on $B_{R}\left(x_{0}\right)$ remains bounded and on the other hand the excess on $B_{R}\left(x_{0}\right)$ can be made arbitrarily small. These requirements now allow us to characterize the set of singular points of $D u$ and to state the announced partial regularity result for $D u$, which is the main result of this section. This statement was obtained first by Giaquinta and Modica [36] via the direct method (at the same time, Ivert [48] proved in a similar way partial regularity for bounded solutions to inhomogeneous elliptic systems). Later on, alternative proofs were given by Hamburger [45] via a blow-up technique, and by Duzaar and Grotowski [21] via the method of $\mathcal{A}$-harmonic approximation, which we have presented here. The latter approach has the advantage that the optimal $C^{1, \alpha}$-regularity of weak solutions (see Example 5.10 for the optimality of the Hölder exponent) follows in only one step, while in the original proof [36] initially $C^{1, \delta}$-regularity is proved (for some $\delta>0$ resulting from the higher integrability of the gradients), which only in a second step is improved to the optimal Hölder exponent $\alpha$.

Theorem 5.9 (Giaquinta and Modica; Ivert) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field a: $\Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow$ $\mathbb{R}^{N n}$ satisfying the assumptions (H1), (H2), (H3), and (H4). Then we have the characterization of the singular set $\operatorname{Sing}_{0}(D u)=\Sigma_{1} \cup \Sigma_{2}$ via

$$
\begin{aligned}
& \Sigma_{1}:=\left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\left|D u-(D u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{2} d x>0\right\}, \\
& \Sigma_{2}:=\left\{x_{0} \in \Omega: \limsup _{\varrho \searrow 0}\left|(D u)_{\Omega\left(x_{0}, \varrho\right)}\right|=\infty\right\},
\end{aligned}
$$

and in particular, $\mathcal{L}^{n}\left(\operatorname{Sing}_{0}(D u)\right)=0$. Moreover, we have $\operatorname{Reg}_{0}(D u)=$ $\operatorname{Reg}_{\beta}(D u)$ for every $\beta \in(0, \alpha]$, i.e. $u \in C^{1, \alpha}\left(\operatorname{Reg}_{0}(D u), \mathbb{R}^{N}\right)$.

Proof Given $x_{0} \in \Omega \backslash\left(\Sigma_{1} \cup \Sigma_{2}\right)$, we can find $M_{0}>0$ and ball $B_{R}\left(x_{0}\right) \Subset \Omega$ with $R<R_{0}\left(n, N, L, \alpha, M_{0}\right)$ such that

$$
E\left(D u ; x_{0}, R\right)<\varepsilon_{0}^{2} \quad \text { and } \quad\left|(D u)_{B_{R}\left(x_{0}\right)}\right|<M_{0}
$$

hold, for $R_{0}$ and $\varepsilon_{0}$ the constants chosen according to Lemma 5.8. Moreover, since $B_{R}\left(x_{0}\right)$ is compactly contained in $\Omega$ and since the functions $y \mapsto$ $E(D u ; y, R)$ and $y \mapsto(D u)_{B_{R}(y)}$ are continuous for every fixed $R>0$, we find a small neighbourhood $B_{\delta}\left(x_{0}\right) \subset B_{R}\left(x_{0}\right)$ of $x_{0}$ such that $B_{R}(y) \subset \Omega$ holds and such that the bounds

$$
E(D u ; y, R)<\varepsilon_{0}^{2} \quad \text { and } \quad\left|(D u)_{B_{R}(y)}\right|<M_{0}
$$

are satisfied for all $y \in B_{\delta}\left(x_{0}\right)$. Hence, the application of the previous Lemma 5.8 yields

$$
E(D u ; y, r) \leq c\left(n, N, L, \alpha, M_{0}\right)\left(\left(\frac{r}{R}\right)^{2 \alpha} E(D u ; y, R)+r^{2 \alpha}\right)
$$

for all $y \in B_{\delta}\left(x_{0}\right)$, and consequently, local $C^{1, \alpha}$-regularity of $D u$ in $B_{\delta}\left(x_{0}\right)$ follows from Theorem 1.27 with $p=2$ (and in combination with Corollary 1.63). This proves $\Omega \backslash\left(\Sigma_{1} \cup \Sigma_{2}\right) \subset \operatorname{Reg}_{\alpha}(D u) \subset \operatorname{Reg}_{0}(D u)$, and the claimed characterization then follows from the obvious inclusion $\operatorname{Reg}_{0}(D u) \subset \Omega \backslash\left(\Sigma_{1} \cup \Sigma_{2}\right)$.

We finally observe that the Hölder regularity exponent $\alpha$, which was found for $D u$ in the last Theorem 5.9, is the one given by the regularity of the vector field $a$ with respect to the first and second variable. In fact, this is the optimal result: the regularity of $D u$ cannot be expected to be better than the one of the vector field, as the following example shows. In particular, we emphasize that this fact is true already in the scalar case (and moreover, the vector field given below is linear in the gradient variable and does not depend explicitly on the solution).

Example 5.10 ([43], Example 1.1) Let $n \geq 2, N=1$ and $\alpha \in(0,1)$. The vector field $a: B_{1} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ defined via

$$
a(x, z):=\frac{z}{1+x_{n}^{\alpha}} .
$$

satisfies the assumptions $(\mathrm{H} 1),(\mathrm{H} 2),(\mathrm{H} 3)$, and $(\mathrm{H} 4)$, and the function

$$
u(x)=x_{n}^{1+\alpha}+(1+\alpha) x_{n}
$$

is a weak solution to $\operatorname{div} a(x, D u)=0$ in $B_{1}$. Furthermore, $u$ is of class $C^{1, \alpha}\left(B_{1}\right)$, but no more regular.

For comparison: a partial regularity result for minimizers to convex variational integrals Concerning partial $C^{1}$-regularity results, we would also like to address very briefly a related result for minimizers of variational integrals of the form

$$
\begin{equation*}
F[w ; \Omega]:=\int_{\Omega} f(x, w, D w) d x \tag{5.18}
\end{equation*}
$$

We here suppose on the integrand $f$ suitable growth and continuity assumptions, and most importantly, strict convexity in the gradient variable, see further below. For simplicity we here restrict ourselves to the case of quadratic growth in the gradient variable (which then is a straightforward extension of the case of quadratic variational integrals mentioned in Chap.4.3.3), and
we wish to investigate the regularity of minimizers in Dirichlet classes of $W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$. Again, we want to work under low regularity assumptions on the integrand, which in general do not permit to take advantage of the associated Euler-Lagrange system. Therefore, we need to develop the regularity proof with new ingredients, which rather rely on the minimization property and not on the Euler-Lagrange system, but which nevertheless shares the same intermediate steps as in the case of quasilinear elliptic systems. We now implement a simple version of the method of $\mathcal{A}$-harmonic version given by Schmidt [74], under the following assumptions:
(F0) $f$ is coercive and satisfies a quadratic growth condition

$$
|z|^{2} \leq f(x, u, z) \leq L(1+|z|)^{2}
$$

(F1) $f$ is of class $C^{2}$ with respect to $z$ with

$$
\left|D_{z}^{2} f(x, u, z)\right| \leq L
$$

(F2) $f$ is strictly convex in $z$ with

$$
D_{z}^{2} f(x, u, z) \xi \cdot \xi \geq|\xi|^{2} \quad \text { for all } \xi \in \mathbb{R}^{N n}
$$

(F3) $f$ and $D_{z} f$ are Hölder continuous in $u$ and $(x, u)$ with

$$
\begin{aligned}
& |f(x, u, z)-f(x, \tilde{u}, z)| \leq 2 L \omega_{\alpha_{1}}(|u-\tilde{u}|)(1+|z|)^{2} \\
& \left|D_{z} f(x, u, z)-D_{z} f(\tilde{x}, \tilde{u}, z)\right| \leq 2 L \omega_{\alpha_{2}}(|x-\tilde{x}|+|u-\tilde{u}|)(1+|z|)
\end{aligned}
$$

(F4) $D_{z}^{2} f$ is continuous with

$$
\left|D_{z}^{2} f(x, u, z)-D_{z}^{2} f(x, u, \tilde{z})\right| \leq 2 L \tilde{\omega}(|z-\tilde{z}|)
$$

for all $x, \tilde{x} \in \Omega, u, \tilde{u} \in \mathbb{R}^{N}$ and $z, \tilde{z} \in \mathbb{R}^{N n}$, with a constant $L \geq 1$. Here $\omega_{\alpha_{1}}$, $\omega_{\alpha_{2}}$ and $\tilde{\omega}$ are moduli of continuity, bounded by 1 from above, monotonically non-decreasing and concave. Furthermore, we suppose $\omega_{\alpha_{i}}(t) \leq \min \left\{1, t^{\alpha_{i}}\right\}$ for $i \in\{1,2\}$ and exponents $\alpha_{1}, \alpha_{2} \in(0,1)$ and $\lim _{t \searrow 0} \tilde{\omega}(t)=\tilde{\omega}(0)=0$.

## Remarks 5.11

(i) Under the assumptions (F0) and (F2) one automatically has a linear growth condition on $D_{z} f$ with respect to the gradient variable. This ensures in particular that all integrals appearing later on are well-defined.
(ii) The Hölder continuity assumption (F3) is more general than the requirement that $f$ is Hölder continuous in $(x, u)$ with

$$
\begin{equation*}
|f(x, u, z)-f(\tilde{x}, \tilde{u}, z)| \leq 2 L \omega_{\alpha}(|x-\tilde{x}|+|u-\tilde{u}|)(1+|z|), \tag{5.19}
\end{equation*}
$$

provided that in addition (F1) is supposed. In fact, in this case the Hölder continuity condition on $D_{z} f$ can be shown to be true with exponent $\alpha_{2}=\alpha / 2$ (possibly after choosing $L$ larger), see [74, Appendix A].
Under the assumptions (F0), (F1), (F2), (F3), and (F4), partial $C^{1}$ regularity of minimizers to the functional $F$ in Dirichlet classes can be shown. This was first achieved by Giaquinta and Giusti [33] via a version of the direct method (with a similar reasoning as in Sect. 4.3.3), but we here present the proof via the method of $\mathcal{A}$-harmonic approximation, as suggested by Schmidt [74]. As before in the situation of elliptic systems, this approach has the advantage that the optimal Hölder exponent is achieved in only one step. However, we emphasize that the partial regularity result holds in fact under the weaker assumption of strict quasiconvexity instead of convexity, as it was shown by Giaquinta and Modica [38] via a the direct method and, simultaneously, by Fusco and Hutchinson [27] via the blow-up technique.

Theorem 5.12 (Giaquinta and Giusti) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a minimizer of the functional $F$ with a Carathéodory integrand $f$ satisfying (F0), (F1), (F2), (F3), and (F4). Then we have the characterization of the singular set $\operatorname{Sing}_{0}(D u)=\Sigma_{1} \cup \Sigma_{2}$ via

$$
\begin{aligned}
\Sigma_{1} & :=\left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\left|D u-(D u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{2} d x>0\right\}, \\
\Sigma_{2} & :=\left\{x_{0} \in \Omega: \limsup _{\varrho \searrow 0}\left|(D u)_{\Omega\left(x_{0}, \varrho\right)}\right|=\infty\right\},
\end{aligned}
$$

and in particular, $\mathcal{L}^{n}\left(\operatorname{Sing}_{0}(D u)\right)=0$. Moreover, we have $\operatorname{Reg}_{0}(D u)=$ $\operatorname{Reg}_{\beta}(D u)$ for every $\beta \in(0, \tilde{\alpha}]$ with

$$
\begin{equation*}
\tilde{\alpha}:=\min \left\{\alpha_{1} /\left(2-\alpha_{1}\right), \alpha_{2}\right\} \tag{5.20}
\end{equation*}
$$

and therefore $u \in C^{1, \tilde{\alpha}}\left(\operatorname{Reg}_{0}(D u), \mathbb{R}^{N}\right)$.
The Hölder exponent (5.20) appeared for the first time in a paper by Phillips [73] and is sharp. Moreover, in the case of the sole Hölder continuity condition (5.19) on $f$ instead of (F3) (which is precisely the setting of the papers $[27,33,38]$ ), we end up with partial $C^{1, \alpha / 2}$-regularity of minimizers.

Similarly as for the elliptic systems considered before, the starting point for the proof of Theorem 5.12 is a Caccioppoli inequality for affine perturbations of the minimizer.

Proposition 5.13 (Caccioppoli inequality) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a minimizer of the functional $F$ with with a Carathéodory integrand $f$ satisfying (F0), (F1), (F2), and (F3). Then, for all $\zeta \in \mathbb{R}^{N}$, $z_{0} \in \mathbb{R}^{N n}$
and $B_{r}\left(x_{0}\right) \subset \Omega$ with $r \leq 1$, we have

$$
\begin{aligned}
\int_{B_{r / 2}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x \leq & c(L) r^{-2} \int_{B_{r}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2} d x \\
& +c(L)\left(1+\left|z_{0}\right|\right)^{\frac{4}{1-\alpha_{2}}} r^{n+2 \tilde{\alpha}}
\end{aligned}
$$

Proof We consider $r / 2 \leq \varrho<\sigma \leq r$ and take a standard cut-off function $\eta \in C_{0}^{\infty}\left(B_{\sigma}\left(x_{0}\right),[0,1]\right)$ which satisfies $\eta \equiv 1$ in $B_{\varrho}\left(x_{0}\right)$ and $|D \eta| \leq 2(\sigma-\varrho)^{-1}$. We now define

$$
\varphi:=\eta\left(u-\zeta-z_{0}\left(x-x_{0}\right)\right) \quad \text { and } \quad \psi:=(1-\eta)\left(u-\zeta-z_{0}\left(x-x_{0}\right)\right),
$$

and we note $\varphi \in W_{0}^{1,2}\left(B_{\sigma}\left(x_{0}\right), \mathbb{R}^{N}\right), \psi \equiv 0$ in $B_{\varrho}\left(x_{0}\right)$ and

$$
\begin{equation*}
D \varphi+D \psi=D u-z_{0} \tag{5.21}
\end{equation*}
$$

We now want to test the minimality of $u$ against the competitor $u-\varphi$. To this end we first use the convexity assumption (F2) to estimate

$$
\begin{aligned}
& \int_{B_{\sigma}\left(x_{0}\right)}|D \varphi|^{2} d x \\
& \leq \int_{B_{\sigma}\left(x_{0}\right)} \int_{0}^{1} \int_{0}^{1} D_{z}^{2} f\left(x, u, z_{0}+s t D \varphi\right) d s d t D \varphi \cdot D \varphi d x \\
&= \int_{B_{\sigma}\left(x_{0}\right)}\left[f\left(x, u, z_{0}+D \varphi\right)-f\left(x, u, z_{0}\right)-D_{z} f\left(x, u, z_{0}\right) \cdot D \varphi\right] d x \\
&= \int_{B_{\sigma}\left(x_{0}\right)}\left[f\left(x, u, z_{0}+D \varphi\right)-f(x, u, D u)\right] d x \\
&+\int_{B_{\sigma}\left(x_{0}\right)}[f(x, u, D u)-f(x, u-\varphi, D u-D \varphi)] d x \\
&+\int_{B_{\sigma}\left(x_{0}\right)}\left[f(x, u-\varphi, D u-D \varphi)-f\left(x, u-\varphi, z_{0}\right)\right] d x \\
&+\int_{B_{\sigma}\left(x_{0}\right)}\left[f\left(x, u-\varphi, z_{0}\right)-f\left(x, u, z_{0}\right)\right] d x \\
&+\int_{B_{\sigma}\left(x_{0}\right)}\left[D_{z} f\left(x_{0}, \zeta, z_{0}\right)-D_{z} f\left(x, u, z_{0}\right)\right] \cdot D \varphi d x \\
&= I+I I+I I I+I V+V
\end{aligned}
$$

We first observe that the minimality of $u$ guarantees

$$
I I \leq 0
$$

Next, we consider the terms $I$ and $I I I$, which are actually integrals on the annulus $B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)$. This is easily seen by rewriting $z_{0}+D \varphi$ in the first integral as $D u-D \psi$ and by rewriting $D u-D \varphi$ in the second integral as $z_{0}+D \psi$, respectively, and by keeping in mind that $\psi \equiv 0$ holds in $B_{\varrho}\left(x_{0}\right)$. In order to obtain a bound in terms of the affine perturbation of $u$ (or its gradient) we then rewrite the sum $I+I I I$ as follows

$$
\begin{aligned}
I+ & I I I \\
= & \int_{B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)} \int_{0}^{1}\left[-D_{z} f(x, u, D u-t D \psi)\right. \\
& \left.+D_{z} f\left(x, u-\varphi, z_{0}+t D \psi\right)\right] d t \cdot D \psi d x \\
= & -\int_{B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)} \int_{0}^{1} \int_{0}^{1} D_{z}^{2} f\left(x, u, z_{0}+s\left(D u-z_{0}-t D \psi\right)\right) d s \\
& \times\left(D u-z_{0}-t D \psi\right) d t \cdot D \psi d x \\
& +\int_{B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)} \int_{0}^{1} \int_{0}^{1} D_{z}^{2} f\left(x, u-\varphi, z_{0}+s t D \psi\right) d s t d t D \psi \cdot D \psi d x \\
& +\int_{B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)}\left[D_{z} f\left(x, u-\varphi, z_{0}\right)-D_{z} f\left(x, u, z_{0}\right)\right] \cdot D \psi d x
\end{aligned}
$$

At this stage we take advantage of the boundedness of $D_{z}^{2} f$ according to assumption (F1) and of the Hölder continuity of $D_{z} f$ according to assumption (F3), which allow us to infer the bound

$$
\begin{aligned}
I+I I I \leq & c(L) \int_{B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)}\left[\left|D u-z_{0}\right|^{2}+|D \psi|^{2}\right] d x \\
& +c(L)\left(1+\left|z_{0}\right|\right) \int_{B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)} \omega_{\alpha_{2}}(|\varphi|)|D \psi| d x .
\end{aligned}
$$

For the remaining integrals $I V$ and $V$ we again use the Hölder continuity conditions in (F3) and find

$$
\begin{aligned}
I V+V \leq & c(L)\left(1+\left|z_{0}\right|\right)^{2} \int_{B_{\sigma}\left(x_{0}\right)} \omega_{\alpha_{1}}(|\varphi|) d x \\
& +c(L)\left(1+\left|z_{0}\right|\right) \int_{B_{\sigma}\left(x_{0}\right)} \omega_{\alpha_{2}}\left(\left|x-x_{0}\right|+|u-\zeta|\right)|D \varphi| d x
\end{aligned}
$$

Collecting all estimates, using Young's inequality and recalling the formula (5.21), we obtain in a first step

$$
\begin{aligned}
& \int_{B_{\sigma}\left(x_{0}\right)}|D \varphi|^{2} d x \\
& \quad \leq c(L) \int_{B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)}\left[\left|D u-z_{0}\right|^{2}+|D \psi|^{2}\right] d x \\
& \quad+c(L)\left(1+\left|z_{0}\right|\right)^{2} \int_{B_{\sigma}\left(x_{0}\right)} \omega_{\alpha_{1}}\left(\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|\right) d x \\
& \quad+c(L)\left(1+\left|z_{0}\right|\right)^{2} \int_{B_{\sigma}\left(x_{0}\right)} \omega_{\alpha_{2}}^{2}\left(\left(1+\left|z_{0}\right|\right) r+\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|\right) d x
\end{aligned}
$$

Then, keeping in mind the definitions of $\varphi, \psi$ and the properties of $\eta$, we get in a second step

$$
\begin{align*}
\int_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x \leq & c(L)\left[(\sigma-\varrho)^{-2} \int_{B_{\sigma}\left(x_{0}\right)}\left|u-\zeta-z_{0}\left(x-x_{0}\right)\right|^{2} d x\right. \\
& \left.+\left(1+\left|z_{0}\right|\right)^{\frac{4}{1-\alpha_{2}}} r^{n+2 \tilde{\alpha}}+\int_{B_{\sigma}\left(x_{0}\right) \backslash B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right] \tag{5.22}
\end{align*}
$$

where, for obtaining the second term on the right-hand side, we have employed $\sigma-\varrho \leq r \leq 1$, Young's inequality and the estimate

$$
\begin{array}{r}
\min \left\{\left(1+\left|z_{0}\right|\right)^{\frac{4}{2-\alpha_{1}}} r^{\frac{2 \alpha_{1}}{2-\alpha_{1}}},\left(1+\left|z_{0}\right|\right)^{2+2 \alpha_{2}} r^{2 \alpha_{2}},\left(1+\left|z_{0}\right|\right)^{\frac{2}{1-\alpha_{2}}} r^{\frac{2 \alpha_{2}}{1-\alpha_{2}}}\right\} \\
\leq\left(1+\left|z_{0}\right|\right)^{\frac{4}{1-\alpha_{2}}} r^{2 \tilde{\alpha}}
\end{array}
$$

with $\tilde{\alpha}=\min \left\{\alpha_{1} /\left(2-\alpha_{1}\right), \alpha_{2}\right\}$ as defined in (5.20). Now we are again in a situation for the hole-filling argument: we add $c(L) \int_{B_{e}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x$ to both sides of the inequality (5.22), which then allows us to apply the iteration Lemma B.1, and the assertion then follows.

Lemma 5.14 (Approximate $\mathcal{A}$-harmonicity III) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a minimizer of the functional $F$ with a Carathéodory integrand $f$ satisfying (F0), (F1), (F2), (F3), and (F4). Then, for all $z_{0} \in \mathbb{R}^{N n}$ and
every $B_{\varrho}\left(x_{0}\right) \subset \Omega$ with $\varrho \leq 1$, we have

$$
\begin{aligned}
& \left|\varrho^{-n} \int_{B_{\varrho}\left(x_{0}\right)} D_{z}^{2} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)\left(D u-z_{0}\right) \cdot D \varphi d x\right| \\
& \leq c_{A p}(n, N, L)\left[\tilde{\omega}^{1 / 2}\left(\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right)^{\frac{1}{2}}\right)\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right)^{\frac{1}{2}}\right. \\
& \left.\quad+f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x+\left(1+\left|z_{0}\right|\right)^{2} \varrho^{\tilde{\alpha}}\right] \sup _{B_{\varrho}\left(x_{0}\right)}|D \varphi|
\end{aligned}
$$

for all $\varphi \in C_{0}^{1}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$.
Proof We consider an arbitrary function $\varphi \in C_{0}^{1}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ which satisfies, without loss of generality, $\sup _{B_{e}\left(x_{0}\right)}|D \varphi| \leq 1$. With

$$
\int_{B_{\varrho}\left(x_{0}\right)} D_{z} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right) \cdot D \varphi d x=0
$$

we first notice, for a parameter $\varsigma \in(0,1]$ to be chosen later, the identity

$$
\begin{aligned}
& f_{B_{\varrho}\left(x_{0}\right)} D_{z}^{2} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)\left(D u-z_{0}\right) \cdot D \varphi d x \\
& =f_{B_{\varrho}\left(x_{0}\right)} \int_{0}^{1}\left[D_{z}^{2} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}\right)\right. \\
& \left.\quad-D_{z}^{2} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, z_{0}+t\left(D u-z_{0}\right)\right)\right] d t\left(D u-z_{0}\right) \cdot D \varphi d x \\
& \quad+f_{B_{\varrho}\left(x_{0}\right)} f_{0}^{\varsigma}\left[D_{z} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, D u\right)\right. \\
& \left.\quad-D_{z} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, D u-t D \varphi\right)\right] d t \cdot D \varphi d x \\
& \quad+f_{B_{\varrho}\left(x_{0}\right)} f_{0}^{\varsigma} D_{z} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, D u-t D \varphi\right) d t \cdot D \varphi d x \\
& =: I+I I+I I I .
\end{aligned}
$$

With the help of Hölder's and Jensen's inequality, we deduce from (F4), exactly as in the proof of Lemma 5.5 on approximate $\mathcal{A}$-harmonicity for elliptic systems, the estimate

$$
I \leq 2 L \tilde{\omega}^{1 / 2}\left(\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right)^{\frac{1}{2}}\right)\left(f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x\right)^{\frac{1}{2}}
$$

In view of assumption (F1), we get for the second term
$I I=f_{B_{\varrho}\left(x_{0}\right)} f_{0}^{\varsigma} \int_{0}^{1} D_{z}^{2} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, D u-s t D \varphi\right) d s t d t D \varphi \cdot D \varphi d x \leq L \varsigma$.
Hence, it only remains to estimate the integral $I I I$, which we first rewrite as

$$
\begin{aligned}
I I I= & f_{B_{\varrho}\left(x_{0}\right)} f_{0}^{\varsigma}\left[D_{z} f\left(x_{0},(u)_{B_{\varrho}\left(x_{0}\right)}, D u-t D \varphi\right)\right. \\
& \left.\quad-D_{z} f(x, u, D u-t D \varphi)\right] d t \cdot D \varphi d x \\
& +\frac{1}{\varsigma} f_{B_{\varrho}\left(x_{0}\right)}[f(x, u, D u)-f(x, u-\varsigma \varphi, D u-\varsigma D \varphi)] d x \\
& +\frac{1}{\varsigma} f_{B_{\varrho}\left(x_{0}\right)}[f(x, u-\varsigma \varphi, D u-\varsigma D \varphi)-f(x, u, D u-\varsigma D \varphi)] d x
\end{aligned}
$$

Now, we employ the assumption (F3) on Hölder continuity of $f$ and $D_{z} f$ to estimate the first and the third integral on the right-hand side, and we further use the minimality of $u$ to see that the second integral is non-positive. This yields

$$
\begin{aligned}
I I I \leq & 2 L f_{B_{\varrho}\left(x_{0}\right)} \omega_{\alpha_{2}}\left(\left|x-x_{0}\right|+\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}\right|\right)(2+|D u|) d x \\
& +\frac{2 L}{\varsigma} f_{B_{\varrho}\left(x_{0}\right)} \omega_{\alpha_{1}}(|\varsigma \varphi|)(2+|D u|)^{2} d x
\end{aligned}
$$

In order to continue to estimate the integrals on the right-hand side, we first observe that $\sup _{B_{\varrho}\left(x_{0}\right)}|\varphi| \leq \varrho$ holds, because of $\varphi \in C_{0}^{1}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ with $\sup _{B_{\varrho}\left(x_{0}\right)}|D \varphi| \leq 1$. We further choose $\varsigma:=\varrho^{\alpha_{1} /\left(2-\alpha_{1}\right)}$, which implies $\varsigma=\varsigma^{-1}(\varsigma \varrho)^{\alpha_{1}} \leq 1$ (so that the upper bound of $I I$ and the second integral in the bound for $I I I$ allow for the same scaling in $\varrho$ ). With these observations, combined with the application of the inequalities of Young and Poincaré, we then find

$$
\begin{aligned}
& I I I \leq c(L) f_{B_{\varrho}\left(x_{0}\right)}\left[\left|D u-z_{0}\right|^{2}+\varrho^{-2}\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}\right|^{2}\right] d x \\
&+c(L)\left[\left(1+\left|z_{0}\right|\right) \varrho^{\alpha_{2}}+\varrho^{2 \alpha_{2}}+\left(1+\left|z_{0}\right|\right)^{\frac{2}{2-\alpha_{2}}} \varrho^{\frac{2 \alpha_{2}}{2-\alpha_{2}}}\right. \\
&\left.+\varrho^{\frac{2 \alpha_{2}}{1-\alpha_{2}}}+\left(1+\left|z_{0}\right|\right)^{2} \varrho^{\frac{\alpha_{1}}{2-\alpha_{1}}}\right] \\
& \leq c(n, N, L) f_{B_{\varrho}\left(x_{0}\right)}\left|D u-z_{0}\right|^{2} d x+c(L)\left(1+\left|z_{0}\right|\right)^{2} \varrho^{\tilde{\alpha}}
\end{aligned}
$$

Collecting the estimates for $I, I I$, and $I I I$, we then arrive at the asserted upper bound, and the lower bound follows from the passage $\varphi \rightarrow-\varphi$.

Now we have the main ingredients for the proof of partial $C^{1}$-regularity of minimizers at hand.

Sketch of proof of Theorem 5.12 Once the Caccioppoli inequality and the approximate $\mathcal{A}$-harmonicity lemma are established, the proof of partial regularity follows exactly along the line of arguments for elliptic systems (note that the estimates in Proposition 5.4 and Lemma 5.5 for weak solution to elliptic systems are the same as the ones in Proposition 5.13 and Lemma 5.14 obtained for minimizers of convex variational integrals). Therefore, we only comment on the necessary modifications. We start with a preliminary excess decay estimate as given in Lemma 5.6. For the application of the $\mathcal{A}$-harmonic approximation Lemma 4.27 we now define the bilinear form $\mathcal{A} \in R^{N n \times N n}$ and a rescaling parameter $\gamma$ via

$$
\begin{aligned}
\mathcal{A} & :=D_{z}^{2} f\left(x_{0},(u)_{B_{R}\left(x_{0}\right)},(D u)_{B_{R}\left(x_{0}\right)}\right) \\
\gamma & :=c_{A p}\left[E\left(D u ; x_{0}, R\right)+4 \delta^{-2}\left(1+\left|(D u)_{B_{R}\left(x_{0}\right)}\right|\right)^{4} R^{2 \tilde{\alpha}}\right]^{\frac{1}{2}},
\end{aligned}
$$

where $B_{R}\left(x_{0}\right) \subset \Omega$ is a ball with radius $R \leq 1$. This allows to show that the function $w(x)=\gamma^{-1}\left[u(x)-(D u)_{B_{R}\left(x_{0}\right)}\left(x-x_{0}\right)\right]$ is approximately $\mathcal{A}$-harmonic, provided that the smallness condition (5.7) on the initial excess $E\left(D u ; x_{0}, R\right)$ is satisfied. From this stage we may proceed exactly as in the proof of Lemma 5.6, which results in the following statement: we find parameters $\tau=\tau\left(n, N, L, \alpha_{1}, \alpha_{2}\right) \in(0,1)$ and $\tilde{\varepsilon}_{0}=\tilde{\varepsilon}_{0}\left(n, N, L, \alpha_{1}, \alpha_{2}, \tilde{\omega}\right) \in(0,1)$ such that

$$
E\left(D u ; x_{0}, \tau R\right) \leq \tau^{1+\tilde{\alpha}} E\left(D u ; x_{0}, R\right)+c_{D e c}\left(n, N, L, \alpha, M_{0}\right)(\tau R)^{2 \tilde{\alpha}}
$$

holds, provided that we have

$$
E\left(D u ; x_{0}, R\right) \leq 2 \tilde{\varepsilon}_{0}^{2} \quad \text { and } \quad\left|(D u)_{B_{R}\left(x_{0}\right)}\right| \leq 2 M_{0}
$$

This estimate can then be iterated as in Lemma 5.8 and results, for small initial excess and bounded initial mean value of $D u$, in the excess decay estimate (5.14), with exponent $\alpha$ replaced by $\tilde{\alpha}$. At this point, the characterization of the singular set $\operatorname{Sing}_{0}(D u)$ and the regularity improvement $\operatorname{Reg}_{0}(D u)=\operatorname{Reg}_{\tilde{\alpha}}(D u)$ follow as in the proof of Theorem 5.9.

### 5.3 The Hausdorff Dimension of the Singular Set

So far we have proved two types of partial regularity results. On the one hand, in Sect.4.3, we have obtained partial regularity of weak solutions $u$ to particular quasilinear elliptic systems that are linear in the gradient variable, i.e., $u$ is of class $C^{0, \alpha}$ on a set of full Lebesgue measure, for any $\alpha \in[0,1)$. Moreover, as a consequence of the characterization of regular points, the Hausdorff dimension of the singular set $\operatorname{Sing}_{0}(u)$ of $u$ cannot exceed $n-2$ (while from the counterexamples presented in Sect.4.1 it is clear that the Hausdorff dimensions of $\operatorname{Sing}_{0}(u)$ can in general not be less than $n-3$, see also Remark 4.4). On the other hand, in Sect.5.2, we have studied general quasilinear elliptic systems in divergence form and have proved partial regularity of the gradient of weak solutions, i.e., $u$ is of class $C^{1, \alpha}$ on an open set of full Lebesgue measure, and the exponent $\alpha$ from the Hölder continuity of the coefficients is the optimal one. Our next aim is to find also in this case estimates on the Hausdorff dimension of the singular sets. We are first going to show higher differentiability properties of weak solutions, which in turn will provide the bound $n-2 \alpha$ for the Hausdorff dimension of the singular set $\operatorname{Sing}_{0}(D u)$ of $D u$. Then we discuss some Morrey type estimates that allow us to generalize the bound $n-2$ on the Hausdorff dimension for $\operatorname{Sing}_{0}(u)$, provided that the assumption $n \leq 4$ of low dimensions is made.

### 5.3.1 Bounds in General Dimensions

We here continue to work under the permanent assumption of (H1), (H2), (H3), and (H4), and thus, the characterization of the set $\operatorname{Sing}_{0}(\mathrm{Du})$ of singular points of $D u$, which was obtained in Theorem 5.9, is available. The starting point for the discussion of the size of $\operatorname{Sing}_{0}(D u)$ is the following proposition concerning finite differences of $D u$, cf. [62, 63].
Proposition 5.15 (Preliminary estimate) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field a: $\Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ satisfying (H1), (H2), and (H3). Let $B_{R}\left(x_{0}\right) \subset \Omega$ be a ball, $s \in\{1, \ldots, n\}$, and $h \in \mathbb{R}$ with $|h|<R / 4$. Then the following statements are true:
(i) If a does not depend explicitly on the $u$-variable, i.e. $a(x, u, z) \equiv a(x, z)$ for all $x \in \Omega, u \in \mathbb{R}^{N}$, and $z \in \mathbb{R}^{N n}$, then we have

$$
\int_{B_{R / 2}\left(x_{0}\right)}\left|\tau_{s, h} D u(x)\right|^{2} d x \leq c(R, L)|h|^{2 \alpha} \int_{B_{R}\left(x_{0}\right)}\left(1+|D u(x)|^{2}\right) d x
$$

(ii) In the general case we have

$$
\begin{array}{r}
\int_{B_{R / 2}\left(x_{0}\right)}\left|\tau_{s, h} D u(x)\right|^{2} d x \leq c(R, L)|h|^{2 \alpha} \int_{B_{R}\left(x_{0}\right)}\left(1+|D u(x)|^{2}\right) d x \\
+c(R, L) \int_{B_{3 R / 4}\left(x_{0}\right)}\left|D u\left(x+h e_{s}\right)\right|^{2} \omega_{\alpha}^{2}\left(\left|\tau_{s, h} u(x)\right|\right) d x
\end{array}
$$

Proof We take a standard cut-off function $\eta \in C_{0}^{\infty}\left(B_{3 R / 4}\left(x_{0}\right),[0,1]\right)$ satisfying $\eta \equiv 1$ in $B_{R / 2}\left(x_{0}\right)$ and $|D \eta| \leq 8 / R$. We now test the weak formulation of system (5.1) with the function $\varphi:=\tau_{s,-h}\left(\eta^{2} \tau_{s, h} u\right)$. Using the integration by parts formula for finite differences, we hence get

$$
\begin{equation*}
\int_{\Omega} \tau_{s, h} a(x, u(x), D u(x)) \cdot D\left(\eta^{2}(x) \tau_{s, h} u(x)\right) d x=0 \tag{5.23}
\end{equation*}
$$

Next we decompose the finite differences $\tau_{s, h} a(x, u(x), D u(x))$ into

$$
\begin{align*}
& \tau_{s, h} a(x, u(x), D u(x)) \\
& =a\left(x+h e_{s}, u\left(x+h e_{s}\right), D u\left(x+h e_{s}\right)\right)-a\left(x, u\left(x+h e_{s}\right), D u\left(x+h e_{s}\right)\right) \\
& \quad+a\left(x, u\left(x+h e_{s}\right), D u\left(x+h e_{s}\right)\right)-a\left(x, u(x), D u\left(x+h e_{s}\right)\right) \\
& \quad+a\left(x, u(x), D u\left(x+h e_{s}\right)\right)-a(x, u(x), D u(x)) \\
& =  \tag{5.24}\\
& \quad: \mathcal{A}(h)+\mathcal{B}(h)+\mathcal{C}(h)
\end{align*}
$$

with the obvious abbreviations (where, for ease of notation, we omit the $x$-argument). For later convenience, let us observe that $\mathcal{C}(h)$ may be rewritten as

$$
\begin{align*}
\mathcal{C}(h) & \left.=\int_{0}^{1} D_{z} a\left(x, u(x), D u(x)+t \tau_{s, h} D u(x)\right)\right) d t \tau_{s, h} D u(x) \\
& =: \tilde{\mathcal{C}}(h) \tau_{s, h} D u(x) \tag{5.25}
\end{align*}
$$

Hence, equation (5.23) can be written as

$$
\begin{align*}
\int_{\Omega}[\mathcal{A}(h) & \left.+\mathcal{B}(h)+\tilde{\mathcal{C}}(h) \tau_{s, h} D u\right] \cdot \tau_{s, h} D u \eta^{2} d x \\
& =-2 \int_{\Omega}\left[\mathcal{A}(h)+\mathcal{B}(h)+\tilde{\mathcal{C}}(h) \tau_{s, h} D u\right] \cdot \tau_{s, h} u \otimes D \eta \eta d x \tag{5.26}
\end{align*}
$$

In the next step we estimate the various terms arising in this identity. Note that the terms involving $\mathcal{B}(h)$ do not show up in the setting of statement (i).

Estimates for the integrals involving $\mathcal{A}(h)$. Using the Hölder continuity assumption (H3), Young's inequality, and the fact that $|h|<R / 4$, we obtain for every $\varepsilon \in(0,1)$ :

$$
\begin{aligned}
& \int_{\Omega}\left|\mathcal{A}(h) \cdot \tau_{s, h} D u\right| \eta^{2} d x \\
& \quad \leq 2 L \omega_{\alpha}(|h|) \int_{\Omega}(1+|D u(x+h e)|)\left|\tau_{s, h} D u\right| \eta^{2} d x \\
& \quad \leq \varepsilon \int_{\Omega}\left|\tau_{s, h} D u\right|^{2} \eta^{2} d x+2 L^{2} \varepsilon^{-1}|h|^{2 \alpha} \int_{B_{3 R / 4}\left(x_{0}\right)}\left(1+|D u(x+h e)|^{2}\right) d x \\
& \quad \leq \varepsilon \int_{\Omega}\left|\tau_{s, h} D u\right|^{2} \eta^{2} d x+2 L^{2} \varepsilon^{-1}|h|^{2 \alpha} \int_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x .
\end{aligned}
$$

Similarly, we infer for the second term

$$
\begin{aligned}
& 2 \int_{\Omega}\left|\mathcal{A}(h) \cdot \tau_{s, h} u \otimes D \eta\right| \eta d x \\
& \quad \leq c(R) L|h|^{\alpha} \int_{\Omega}(1+|D u(x+h e)|)\left|\tau_{s, h} u\right| \eta d x \\
& \quad \leq c(R) L|h|^{2 \alpha} \int_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x+c(R) L \int_{B_{3 R / 4}\left(x_{0}\right)}\left|\tau_{s, h} u\right|^{2} d x .
\end{aligned}
$$

Estimates for the integrals involving $\mathcal{B}(h)$. Applying (H3) and Young's inequality we find

$$
\begin{aligned}
& \int_{\Omega}\left|\mathcal{B}(h) \cdot \tau_{s, h} D u\right| \eta^{2} d x \\
& \leq 2 L \int_{\Omega}(1+|D u(x+h e)|) \omega_{\alpha}\left(\left|\tau_{s, h} u\right|\right)\left|\tau_{s, h} D u\right| \eta^{2} d x \\
& \leq \varepsilon \int_{\Omega}\left|\tau_{s, h} D u\right|^{2} \eta^{2} d x \\
&+2 L^{2} \varepsilon^{-1} \int_{B_{3 R / 4}\left(x_{0}\right)}\left(1+|D u(x+h e)|^{2}\right) \omega_{\alpha}^{2}\left(\left|\tau_{s, h} u\right|\right) d x
\end{aligned}
$$

and, similarly, we obtain for the other term

$$
\begin{aligned}
& 2 \int_{\Omega}\left|\mathcal{B}(h) \cdot \tau_{s, h} u \otimes D \eta\right| \eta d x \\
& \quad \leq 4 L \int_{\Omega}(1+|D u(x+h e)|) \omega_{\alpha}\left(\left|\tau_{s, h} u\right|\right)\left|\tau_{s, h} u\right||D \eta| \eta d x \\
& \quad \leq c(R) L \int_{B_{3 R / 4}\left(x_{0}\right)}\left(1+|D u(x+h e)|^{2}\right) \omega_{\alpha}^{2}\left(\left|\tau_{s, h} u\right|\right) d x \\
& \quad+c(R) L \int_{B_{3 R / 4}\left(x_{0}\right)}\left|\tau_{s, h} u\right|^{2} d x .
\end{aligned}
$$

Estimates for the integrals involving $\tilde{\mathcal{C}}(h)$. Keeping in mind the boundedness and ellipticity conditions (H1) and (H2) on $D_{z} a(\cdot, \cdot, \cdot)$, we easily check that $\tilde{\mathcal{C}}(h)$ from (5.25) is elliptic and bounded from above by $L$, see also Remark 5.1 (iii). Using the upper bound, we compute in exactly the same way as in the estimates above:

$$
\begin{aligned}
& 2 \int_{\Omega}\left|\tilde{\mathcal{C}}(h) \tau_{s, h} D u \cdot \tau_{s, h} u \otimes D \eta\right| \eta d x \\
& \quad \leq \varepsilon \int_{\Omega}\left|\tau_{s, h} D u\right|^{2} \eta^{2} d x+c(R) L^{2} \varepsilon^{-1} \int_{B_{3 R / 4}\left(x_{0}\right)}\left|\tau_{s, h} u\right|^{2} d x
\end{aligned}
$$

Finally, the ellipticity of $\tilde{\mathcal{C}}(h)$ is used to estimate

$$
\int_{\Omega} \tilde{\mathcal{C}}(h) \tau_{s, h} D u \cdot \tau_{s, h} D u d x \geq \int_{\Omega}\left|\tau_{s, h} D u\right|^{2} \eta^{2} d x .
$$

Collecting all estimates for the terms in (5.26), choosing $\varepsilon=1 / 4$ and taking advantage of the estimate

$$
\int_{B_{3 R / 4}\left(x_{0}\right)}\left|\tau_{s, h} u\right|^{2} d x \leq c(R)|h|^{2 \alpha} \int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x
$$

(which follows from $|h|<R / 4$ and Lemma 1.46), we obtain both assertions of the proposition.

Remark 5.16 If the vector field $a$ does not depend on the $u$-variable and is even Lipschitz continuous with respect to the $x$-variable (that is, $\alpha=1$ ), then the previous proposition combined with Lemma 1.48 on difference quotients
implies local $W^{2,2}$-regularity of weak solutions, a fact which was known for a long time.

In order to explain the strategy of the dimension reduction (and to simplify matters) we start by considering a vector field of the form $a(x, z)$ (as in the statement (i) above). Hence, as already observed in the previous remark, Lipschitz continuity of $a$ with respect to the $x$-variable implies local $W^{2,2}$-regularity of weak solutions. Therefore, via the classical measure density result from Proposition 1.76 and the characterization of the singular set in Theorem 5.9, we find

$$
\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(D u)\right) \leq n-2
$$

If instead only Hölder continuity on the vector field $a$ with respect to the $x$-variable is available, then the basic idea is that still a fractional differentiability of the gradient may be established, which in turn provides an estimate on the Hausdorff dimension of the singular set. This suggests that the regularity of the vector field $a$ is not only related to the regularity of the solutions (in the sense that $D u$ is locally Hölder continuous with the same exponent as the one of $a$ ), but also to the (maximal) Hausdorff dimension of the singular set, both according to the basic intuition which tells that an irregularity of the vector field $a$ is an obstruction to regularity of weak solutions. This strategy for the dimension reduction was first accomplished by Mingione $[62,63]$ and is now given in a detailed way, first for vector fields $a$ that are independent of the $u$-variable and then for the general case.

Systems without $\boldsymbol{u}$-dependence We first state a consequence of Proposition 5.15 which, for arbitrary exponents $\alpha \in(0,1)$, still guarantees differentiability of $D u$ in a fractional sense, even though the existence of second order derivatives of $u$ cannot be ensured.

Proposition 5.17 Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ (not depending on the u-variable) which satisfies the assumptions (H1), (H2), and (H3). Then we have $D u \in W_{\mathrm{loc}}^{\beta, 2}\left(\Omega, \mathbb{R}^{N n}\right)$ for all $\beta<\alpha$.
Proof This is a consequence of Proposition 5.15, combined with a standard covering argument and Lemma 1.50.

This proposition already leads to the desired dimension reduction for the set of (interior) singular points of $D u$, namely that its Hausdorff dimension does not exceed $n-2 \alpha$. However, for the sake of completeness, we also want to discuss a slight improvement of the previous fractional differentiability result, which is based on the use of Gehring's lemma.

Proposition 5.18 Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ ( $n o t$ depending on the u-variable) which satisfies the assumptions (H1), (H2), and (H3). Then there exists $\bar{p}=\bar{p}(n, N, L)>2$ such that we have $D u \in W_{\text {loc }}^{\beta, \bar{p}}\left(\Omega, \mathbb{R}^{N n}\right)$ for all $\beta<\alpha$.

Proof We proceed as in [63] and want to show that $h$-independent reverse Hölder inequalities for the gradients of the functions

$$
w_{h}:=|h|^{-\alpha} \tau_{s, h} u
$$

are available, which in turn, via Gehring's lemma applied to $D w_{h}$, provide the desired result. The strategy of proof is to adapt and refine the estimates from the proof of the previous Proposition 5.15, from where we also take the notation.

We start by fixing an arbitrary ball $B_{3 R}\left(x_{0}\right) \subset \Omega$ and by taking a standard cut-off function $\eta \in C_{0}^{\infty}\left(B_{3 R / 4}\left(x_{0}\right),[0,1]\right)$ which satisfies $\eta \equiv 1$ in $B_{R / 2}\left(x_{0}\right)$ and $|D \eta| \leq 8 / R$. We further consider $h \in \mathbb{R} \backslash\{0\}$ with $|h|<R / 4$ and $s \in\{1, \ldots, n\}$. Since the vector field $u$ does not depend explicitly on the $u$-variable, the terms involving $\mathcal{B}(h)$ all vanish, and we find analogously to the derivation of (5.26)

$$
\begin{aligned}
& \int_{\Omega}\left[\mathcal{A}(h)+\tilde{\mathcal{C}}(h) \tau_{s, h} D u\right] \cdot \tau_{s, h} D u \eta^{2} d x \\
& \quad=-2 \int_{\Omega}\left[\mathcal{A}(h)+\tilde{\mathcal{C}}(h) \tau_{s, h} D u\right] \cdot\left(\tau_{s, h} u-\left(\tau_{s, h} u\right)_{B_{R}\left(x_{0}\right)}\right) \otimes D \eta \eta d x
\end{aligned}
$$

by using the modified test function $\varphi:=\tau_{s,-h}\left(\eta^{2}\left(\tau_{s, h} u-\left(\tau_{s, h} u\right)_{B_{R}\left(x_{0}\right)}\right)\right)$ for the weak formulation of system (5.1). After dividing by $|h|^{2 \alpha}$, we can express this identity in terms of $w_{h}$ as

$$
\begin{align*}
& \int_{\Omega}\left[|h|^{-\alpha} \mathcal{A}(h)+\tilde{\mathcal{C}}(h) D w_{h}\right] \cdot D w_{h} \eta^{2} d x \\
& =-2 \int_{\Omega}\left[|h|^{-\alpha} \mathcal{A}(h)+\tilde{\mathcal{C}}(h) D w_{h}\right] \cdot\left(w_{h}-\left(w_{h}\right)_{B_{R}\left(x_{0}\right)}\right) \otimes D \eta \eta d x \tag{5.27}
\end{align*}
$$

Since $\tilde{\mathcal{C}}(h)$ is elliptic and bounded from above by $L$, cf. Remark 5.1 (iii), we can apply first Young's inequality and then the Sobolev-Poincaré inequality
in a standard way to get

$$
\begin{align*}
& f_{B_{R / 2}\left(x_{0}\right)}\left|D w_{h}\right|^{2} d x \\
& \leq c(L) R^{-2} f_{B_{R}\left(x_{0}\right)}\left|w_{h}-\left(w_{h}\right)_{B_{R}\left(x_{0}\right)}\right|^{2} d x+c f_{B_{R}\left(x_{0}\right)}|h|^{-2 \alpha}|\mathcal{A}(h)|^{2} d x \\
& \leq c(n, N, L)\left(f_{B_{R}\left(x_{0}\right)}\left|D w_{h}\right|^{\frac{2 n}{n+2}} d x\right)^{\frac{n+2}{n}}+c f_{B_{R}\left(x_{0}\right)}|h|^{-2 \alpha}|\mathcal{A}(h)|^{2} d x \tag{5.28}
\end{align*}
$$

We next observe that, in view of the higher integrability result for $D u$ from Lemma 5.3, the functions $\mathcal{A}(h)$ belong in fact to $L^{p}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N n}\right)$, for some $p>2$ depending only on $n, N$, and $L$. Using also (H3) and the definition of $\mathcal{A}(h)$ in (5.24), we thus find the estimate

$$
\begin{equation*}
\left(f_{B_{R}\left(x_{0}\right)}|h|^{-p \alpha}|\mathcal{A}(h)|^{p} d x\right)^{\frac{2}{p}} \leq c(n, N, L) f_{B_{3 R}\left(x_{0}\right)}(1+|D u|)^{2} d x \tag{5.29}
\end{equation*}
$$

Taking into account that the ball $B_{R}\left(x_{0}\right)$ was arbitrary with $B_{3 R}\left(x_{0}\right) \subset \Omega$ and that all constants in the previous inequalities are independent of $h$, we are in the position to apply Gehring's Theorem 1.22 with $\sigma=1 / 2$ and $m=$ $n /(n+2)$. Consequently, we find $\bar{p} \in(2, p)$ depending only on $n, N$, and $L$ (and in particular independent of $h$ ) such that we have, again for any ball $B_{3 R}\left(x_{0}\right) \subset \Omega$, the estimate

$$
\begin{aligned}
\left(f_{B_{R / 2}\left(x_{0}\right)}\left|D w_{h}\right|^{\bar{p}} d x\right)^{\frac{2}{\bar{p}}} \leq c & (n, N, L) f_{B_{R}\left(x_{0}\right)}\left|D w_{h}\right|^{2} d x \\
& +c(n, N, L)\left(f_{B_{R}\left(x_{0}\right)}|h|^{-\bar{p} \alpha}|\mathcal{A}(h)|^{\bar{p}} d x\right)^{\frac{2}{\bar{p}}}
\end{aligned}
$$

Finally, relying on the definition of $w_{h}$, the estimates (5.29) and the inequality from Proposition 5.15 (i), we arrive at

$$
\int_{B_{R / 2}\left(x_{0}\right)}\left|\tau_{s, h} D u\right|^{\bar{p}} d x \leq c(n, N, L, R)\left(\int_{B_{3 R}\left(x_{0}\right)}(1+|D u|)^{2} d x\right)^{\frac{\bar{p}}{2}}|h|^{\bar{p} \alpha}
$$

for any $s \in\{1, \ldots, n\}$. At this point the conclusion follows as in the proof of previous proposition, via a covering argument and the application of Lemma 1.50.

Now we have all ingredients at our disposal in order to prove an upper bound for the Hausdorff dimension of the singular set of $D u$. This was accomplished first by Mingione in $[62,63]$, and in the present situation, where of vector field $a$ does not depend on the solution itself explicitly, the proof already exhibits all underlying ideas.

Theorem 5.19 (Mingione) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ (not depending on the $u$-variable) which satisfies the assumptions (H1), (H2), (H3), and (H4). Then we have $\mathcal{H}^{n-2 \alpha}\left(\operatorname{Sing}_{0}(D u)\right)=0$ and moreover, there exists a positive number $\sigma>0$, depending only on $n, N, L$, and $\alpha$ such that

$$
\begin{equation*}
\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(D u)\right) \leq n-2 \alpha-\sigma . \tag{5.30}
\end{equation*}
$$

Proof We proceed in two steps and first argue that the assertion (5.30) is true for $\sigma=0$. According to Proposition 5.17, there holds $D u \in W_{\text {loc }}^{\beta, 2}\left(\Omega, \mathbb{R}^{N n}\right)$ for all $\beta<\alpha$, and since all arguments are local, we may actually suppose $D u \in W^{\beta, 2}\left(\Omega, \mathbb{R}^{N n}\right)$ for all $\beta<\alpha$ (otherwise, we need to work on open subsets $\Omega_{k} \Subset \Omega$ with $\left.\cup_{k \in \mathbb{N}} \Omega_{k}=\Omega\right)$. Since the set of interior singular points of $D u$ was characterized in Theorem 5.9 by $\operatorname{Sing}_{0}(D u)=\Sigma_{1} \cup \Sigma_{2}$ with

$$
\begin{aligned}
\Sigma_{1} & =\left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\left|D u-(D u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{2} d x>0\right\} \\
\Sigma_{2} & =\left\{x_{0} \in \Omega: \limsup _{\varrho \searrow 0}\left|(D u)_{\Omega\left(x_{0}, \varrho\right)}\right|=\infty\right\}
\end{aligned}
$$

the measure density result from Proposition 1.76 allows to conclude

$$
\mathcal{H}^{n-2 \beta+\delta}\left(\Sigma_{1}\right)=0 \quad \text { and } \quad \mathcal{H}^{n-2 \beta+\delta}\left(\Sigma_{2}\right)=0,
$$

for all $\beta<\alpha$ and $\delta>0$. By definition of the Hausdorff dimension, this yields

$$
\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(D u)\right) \leq n-2 \alpha
$$

In order to prove in a second step the full statement of the theorem, we employ the refined fractional differentiability statement from Proposition 5.18 instead of Proposition 5.17, and for simplicity we assume global higher integrability $D u \in W^{\beta, \bar{p}}\left(\Omega, \mathbb{R}^{N n}\right)$ for all $\beta<\alpha$ and some $\bar{p}$ depending only on $n, N$, and $L$. Via Jensen's inequality, we have the inclusion

$$
\Sigma_{1} \subset\left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\left|D u-(D u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{\bar{p}} d x>0\right\}
$$

and analogously to above we obtain $\mathcal{H}^{n-\bar{p} \beta+\delta}\left(\operatorname{Sing}_{0}(D u)\right)=0$ via Proposition 1.76, for all $\beta<\alpha$ and $\delta>0$. With $\bar{p}>2$ we thus find a positive number $\sigma$, depending only on $n, N, L$, and $\alpha$, such that the assertion (5.30) holds, and the proof of the theorem is complete.

Systems with u-dependence We finally pass to general coefficients $a(x, u, z)$ possibly depending also on the $u$-variable. In order to follow the line of arguments from above, we have to investigate the regularity of the map $x \mapsto(x, u(x))$. For this reason it seems unlikely to obtain a dimension reduction result as above without requiring some better regularity properties of the weak solution $u$. Let us assume that $u$ is a priori $\lambda$-Hölder continuous everywhere. In this situation, $x \mapsto(x, u(x))$ is also Hölder continuous and the previous arguments still apply. However, some modifications are necessary due to the fact that $x \mapsto(x, u(x))$ is not Hölder continuous with exponent $\alpha$, but only with exponent $\alpha \lambda$, because of the presence of $u$. One possibility to gain nevertheless the fractional Sobolev space regularity as in Proposition 5.17 relies on a subtle iteration argument. The key element here is an interpolation result due to Campanato [10] (and related to the classical Gagliardo-Nirenberg inequality).

Theorem 5.20 (Campanato) Let $B_{R}\left(x_{0}\right) \subset \mathbb{R}^{n}, \lambda, \theta \in(0,1]$ and $p \in$ $(1, \infty)$ such that $p \theta<n$. If $u \in C^{0, \lambda}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right) \cap W^{1+\theta, p}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{n N}\right)$, then we have

$$
D u \in L^{q}\left(B_{R / 2}\left(x_{0}\right), \mathbb{R}^{n N}\right) \quad \text { for all } q<\frac{n p(1+\theta)}{n-p \theta \lambda}
$$

with

$$
\int_{B_{R / 2}\left(x_{0}\right)}|D u|^{q} d x \leq c
$$

for a constant c depending only on $n, N, p, \theta, \lambda, q, R,\|u\|_{W^{1+\theta, p}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)}$, and $[u]_{C^{0, \lambda}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)}$.

Proposition 5.21 Let $u \in C^{0, \lambda}\left(\Omega, \mathbb{R}^{N}\right) \cap W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ which satisfies the assumptions (H1), (H2), and (H3). Then we have $D u \in W_{\mathrm{loc}}^{\beta, 2}\left(\Omega, \mathbb{R}^{N n}\right)$ for all $\beta<\alpha$.

Proof The proof of the proposition is carried out by an iteration. One starts with the fractional Sobolev estimate provided by Proposition 5.17, then gains some higher integrability of $D u$ which in turn allows us to reenter in the first fractional Sobolev estimate and to improve the fractional differentiability. In this way, step by step, the regularity of $D u$ is improved up to local $W^{\beta, 2}$ regularity for any given $\beta<\alpha$. More precisely, one proceeds as follows.

We take a ball $B_{\varrho_{k}}\left(x_{0}\right) \Subset \Omega$ for some radius $\varrho_{k}<1$ and we suppose that for some $\alpha_{k}<(0, \alpha)$ we have the following condition:
(i) ${ }_{k}$ For $s \in\{1, \ldots, n\}$ and $h \in \mathbb{R}$ with $|h|<\varrho_{k} / 4$ we have an estimate for finite differences of $D u$ of the form

$$
\int_{B_{e_{k}}\left(x_{0}\right)}\left|\tau_{s, h} D u\right|^{2} d x \leq c_{k}|h|^{2 \alpha_{k}}
$$

for some constant $c_{k}$ (which is independent of $h$ ).
Then we can deduce the following chain of implications:
(ii) ${ }_{k}$ As a consequence of Lemma 1.50, the assumption (i) ${ }_{k}$ implies $D u \in$ $W^{\gamma \alpha_{k}, 2}\left(B_{\varrho_{k} / 2}\left(x_{0}\right), \mathbb{R}^{N n}\right)$ for every $\gamma \in(0,1)$, with an estimate of the fractional Sobolev semi-norm of $D u$ via

$$
\int_{B_{\varrho_{k} / 2}\left(x_{0}\right)} \int_{B_{\varrho_{k} / 2}\left(x_{0}\right)} \frac{|D u(x)-D u(y)|^{2}}{|x-y|^{n+2 \gamma \alpha_{k}}} d x d y \leq c
$$

with $c$ depending only on $n, N, \gamma, \alpha_{k}, \varrho_{k}, c_{k}$, and $\|D u\|_{L^{2}\left(\Omega, \mathbb{R}^{N n}\right)}$.
$(\text { iii })_{k}$ Campanato's interpolation Theorem 5.20 then provides the higher integrability result $D u \in L^{2+2 \alpha_{k}}\left(B_{\varrho_{k} / 4}\left(x_{0}\right), \mathbb{R}^{N n}\right)$, since

$$
2+2 \alpha_{k}<\frac{2 n\left(1+\gamma \alpha_{k}\right)}{n-2 \gamma \alpha_{k} \lambda}
$$

whenever the number $\gamma$ in (ii) ${ }_{k}$ is chosen sufficiently close to 1 (for instance, $\gamma>(1+2 \lambda / n)^{-1}$ is sufficient). Moreover, we have the estimate

$$
\int_{B_{e_{k} / 4}\left(x_{0}\right)}|D u|^{2+2 \alpha_{k}} d x \leq c
$$

with a constant $c$ depending only on $n, N, \lambda, \alpha_{k}, \varrho_{k}, c_{k},\|D u\|_{L^{2}\left(\Omega, \mathbb{R}^{N n}\right)}$, and $[u]_{C^{0, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}$.
$(\text { iv })_{k}$ Next the second term on the right-hand side of the inequality in Proposition 5.15 (ii) is estimated via the fact that $\omega_{\alpha}(t) \leq t^{\alpha}$ holds for all $t \geq 0$, Hölder's inequality and by taking into account both the higher integrability for $D u$ from (iii) ${ }_{k}$ and the Hölder continuity of $u$ :

$$
\begin{aligned}
& \int_{B_{3 \varrho_{k} / 16}\left(x_{0}\right)}\left|D u\left(x+h e_{s}\right)\right|^{2}\left|\tau_{s, h} u(x)\right|^{2 \alpha} d x \\
& \leq\left(\int_{B_{e_{k} / 4}\left(x_{0}\right)}|D u|^{2+2 \alpha_{k}} d x\right)^{\frac{1}{1+\alpha_{k}}}
\end{aligned}
$$

$$
\begin{aligned}
& \times\left(\int_{B_{3 \varrho_{k} / 16}\left(x_{0}\right)}\left|\tau_{s, h} u(x)\right|^{2 \alpha \frac{1+\alpha_{k}}{\alpha_{k}}} d x\right)^{\frac{\alpha_{k}}{1+\alpha_{k}}} \\
= & \left(\int_{B_{\varrho_{k} / 4}\left(x_{0}\right)}|D u|^{2+2 \alpha_{k}} d x\right)^{\frac{1}{1+\alpha_{k}}} \\
& \times\left(\int_{B_{3 \varrho_{k} / 16}\left(x_{0}\right)}\left|\tau_{s, h} u(x)\right|^{2\left(1+\alpha_{k}\right)+2\left(\alpha-\alpha_{k}\right) \frac{1+\alpha_{k}}{\alpha_{k}}} d x\right)^{\frac{\alpha_{k}}{1+\alpha_{k}}} \\
\leq & c\left([u]_{C^{0, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}\right)|h|^{2 \alpha_{k}+2\left(\alpha-\alpha_{k}\right) \lambda} \int_{B_{\varrho_{k} / 4}\left(x_{0}\right)}|D u|^{2+2 \alpha_{k}} d x
\end{aligned}
$$

(with $h, s$ as in Proposition 5.15 and with $R$ replaced by $\varrho_{k} / 4$ ). In order to obtain the last inequality we have on the one hand employed Lemma 1.46 to estimate the integral over $\left|\tau_{s, h} u(x)\right|^{2+2 \alpha_{k}}$ by the corresponding integral over $|D u|^{2+2 \alpha_{k}}$ (with prefactor $|h|^{2+2 \alpha_{k}}$ ), and on the other hand we have involved the $\lambda$-Hölder continuity of $u$ to estimate the remaining differences $\left|\tau_{s, h} u(x)\right|^{2\left(1+\alpha_{k}\right)\left(\alpha-\alpha_{k}\right) / \alpha_{k}}$ in terms of $|h|^{\lambda 2\left(1+\alpha_{k}\right)\left(\alpha-\alpha_{k}\right) / \alpha_{k}}$.
$(\mathrm{v})_{k}$ Plugging the estimates in (iv) $)_{k}$ and $(\mathrm{iii})_{k}$ into the inequality of Proposition 5.15 (ii), we find that, for every $s \in\{1, \ldots, n\}$ and $h \in \mathbb{R}$ with $|h|<\varrho_{k} / 16$, the following estimate holds for finite differences of $D u$ :

$$
\int_{B_{e_{k} / 8}\left(x_{0}\right)}\left|\tau_{s, h} D u\right|^{2} d x \leq c|h|^{2 \alpha_{k}+2\left(\alpha-\alpha_{k}\right) \lambda}
$$

and the constant $c$ depends only on $n, N, \lambda, \alpha_{k}, \varrho_{k}, c_{k},\|D u\|_{L^{2}\left(\Omega, \mathbb{R}^{N n}\right)}$, and $\|u\|_{C^{0, \lambda}\left(\Omega, \mathbb{R}^{N n}\right)}$.

Now we observe that, for suitable choices of $\varrho_{k+1}$ and $\alpha_{k+1}$, the estimate (v) ${ }_{k}$ is of the form $(\mathrm{i})_{k+1}$. Therefore, the proof of the proposition is concluded as follows: we fix $\beta<\alpha$ and an initial ball $B_{\varrho}\left(x_{0}\right) \Subset \Omega$. Then we define the sequence of radii $\left(\varrho_{k}\right)_{k \in \mathbb{N}}$ and of numbers $\left(\alpha_{k}\right)_{k \in \mathbb{N}}$ via

$$
\varrho_{k}:=2^{-1} 8^{-k+1} \varrho \quad \text { and } \quad \alpha_{k}:=\alpha \lambda \sum_{\ell=0}^{k-1}(1-\lambda)^{\ell}
$$

for $k \in \mathbb{N}$. Hence, the sequence $\left(\varrho_{k}\right)_{k \in \mathbb{N}}$ is decreasing in $k$, the sequence $\left(\alpha_{k}\right)_{k \in \mathbb{N}}$ is increasing in $k$ with limit $\alpha$, and moreover, $\alpha_{k+1}$ can recursively be defined via

$$
\alpha_{k+1}=\alpha_{k}+\left(\alpha-\alpha_{k}\right) \lambda
$$

for $k \in \mathbb{N}$, and this is exactly the formula appearing in the exponent of the estimate in $(\mathrm{v})_{k}$. Next, we note that after a finite number of steps we have $\alpha_{k_{0}} \in(\beta, \alpha)$ for some $k_{0} \in \mathbb{N}$. Thus, following the iteration scheme described above we find $D u \in W^{\beta, 2}\left(B_{\varrho_{k}}\left(x_{0}\right), \mathbb{R}^{N n}\right)$ (and from the statement (v) $)_{k}$ we also see in terms of which quantities this norm is estimated). The final claim then follows from a standard covering argument.

Also in this setting, we still can slightly improve on the fractional differentiability result and gain a better integrability exponent.

Proposition 5.22 Let $u \in C^{0, \lambda}\left(\Omega, \mathbb{R}^{N}\right) \cap W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ which satisfies the assumptions (H1), (H2), (H3). Then there exists $\bar{p}=\bar{p}(n, N, L, \lambda, \alpha)>2$ such that we have $D u \in W_{\text {loc }}^{\beta, \bar{p}}\left(\Omega, \mathbb{R}^{N n}\right)$ for all $\beta<\alpha$.

Proof The strategy of proof is exactly the same as for Proposition 5.18, from where we take the notation. Therefore, we only comment briefly on the necessary modifications, which are essentially caused be the presence of the integrals involving $\mathcal{B}(h)$, in order to justify the uniform higher integrability results for the functions $w_{h}:=|h|^{-\alpha} \tau_{s, h} u$. The starting point for all computations is a variant of (5.27), which now, in presence of the $u$-dependency of the vector field $a$, is given by the identity

$$
\begin{aligned}
& \int_{\Omega}\left[|h|^{-\alpha} \mathcal{A}(h)+|h|^{-\alpha} \mathcal{B}(h)+\tilde{\mathcal{C}}(h) D w_{h}\right] \cdot D w_{h} \eta^{2} d x \\
= & -2 \int_{\Omega}\left[|h|^{-\alpha} \mathcal{A}(h)+|h|^{-\alpha} \mathcal{B}(h)+\tilde{\mathcal{C}}(h) D w_{h}\right] \cdot\left(w_{h}-\left(w_{h}\right)_{B_{R}\left(x_{0}\right)}\right) \otimes D \eta \eta d x .
\end{aligned}
$$

Proceeding for the terms involving $\mathcal{A}(h)$ and $\tilde{\mathcal{C}}(h)$ exactly as before, we here obtain

$$
\begin{aligned}
& f_{B_{R / 2}\left(x_{0}\right)}\left|D w_{h}\right|^{2} d x \leq c(n, N, L)\left(f_{B_{R}\left(x_{0}\right)}\left|D w_{h}\right|^{\frac{2 n}{n+2}} d x\right)^{\frac{n+2}{n}} \\
&+c f_{B_{R}\left(x_{0}\right)}|h|^{-2 \alpha}|\mathcal{A}(h)|^{2} d x+c f_{B_{R}\left(x_{0}\right)}|h|^{-2 \alpha}|\mathcal{B}(h)|^{2} d x,
\end{aligned}
$$

which is completely analogous to the estimate (5.28). Therefore, it only remains to justify the higher integrability of the integrand involving $\mathcal{B}(h)$ on the right-hand side with a suitable estimate which is in particular independent of $h$. To this end, we may take advantage of the fact that $D u \in L_{\mathrm{loc}}^{q}\left(\Omega, \mathbb{R}^{N n}\right)$ for some exponent $q>2+2 \alpha$, which is a consequence of Theorem 5.20 combined with the outcome of Proposition 5.21 (for $\beta$ sufficiently close to $\alpha$ ).

With the definition of $\mathcal{B}(h)$ from (5.24) and the assumption (H3) on Hölder continuity of $a$ with respect to the first and second variable, we initially find

$$
f_{B_{R}\left(x_{0}\right)}|\mathcal{B}(h)|^{2} d x \leq c(L) f_{B_{R}\left(x_{0}\right)}\left(1+\left|D u\left(x+h e_{s}\right)\right|\right)^{2}\left|\tau_{h, s} u\right|^{2 \alpha} d x
$$

and then the application of Hölder's inequality and Lemma 1.46 shows the boundedness of the right-hand side:

$$
\begin{align*}
& f_{B_{R}\left(x_{0}\right)}\left(1+\left|D u\left(x+h e_{s}\right)\right|\right)^{2}\left|\tau_{h, s} u\right|^{2 \alpha} d x \\
& \leq c(L)\left(f_{B_{R}\left(x_{0}\right)}\left(1+\left|D u\left(x+h e_{s}\right)\right|\right)^{2+2 \alpha} d x\right)^{\frac{1}{1+\alpha}}\left(f_{B_{R}\left(x_{0}\right)}\left|\tau_{h, s} u\right|^{2+2 \alpha} d x\right)^{\frac{\alpha}{1+\alpha}} \\
& \leq c(n, L)|h|^{2 \alpha} f_{B_{2 R}\left(x_{0}\right)}(1+|D u|)^{2+2 \alpha} d x \tag{5.31}
\end{align*}
$$

Moreover, the same line of arguments leads to a higher integrability estimate

$$
\begin{equation*}
f_{B_{R}\left(x_{0}\right)}\left(|h|^{-\alpha}|\mathcal{B}(h)|\right)^{\frac{2 q}{2+2 \alpha}} d x \leq c(n, L) f_{B_{2 R}\left(x_{0}\right)}(1+|D u|)^{q} d x \tag{5.32}
\end{equation*}
$$

which should be compared to (5.29). With these estimates at hand, we are again in the position to apply Gehring's Theorem 1.22 with $\sigma=1 / 2$ and $m=n /(n+2)$, which yields a number $\bar{p} \in(2, \min \{p, 2 q /(2+2 \alpha)\})$ depending only on $n, N, L, \lambda$, and $\alpha$ (and in particular independent of $h$ ) such that we have, again for any ball $B_{3 R}\left(x_{0}\right) \subset \Omega$, the estimate

$$
\begin{aligned}
\left(f_{B_{R / 2}\left(x_{0}\right)}\left|D w_{h}\right|^{\bar{p}} d x\right)^{\frac{2}{p}} \leq & c f_{B_{R}\left(x_{0}\right)}\left|D w_{h}\right|^{2} d x \\
& +c\left(f_{B_{R}\left(x_{0}\right)}\left(|h|^{-\alpha}|\mathcal{A}(h)|+|h|^{-\alpha}|\mathcal{B}(h)|\right)^{\bar{p}} d x\right)^{\frac{2}{\bar{p}}}
\end{aligned}
$$

with the constant $c$ still depending only on $n, N$, and $L$. Finally, relying on the definition of $w_{h}$, the estimates (5.29) and (5.32), and the inequality from Proposition 5.15 (ii) combined with (5.31), we arrive at

$$
\int_{B_{R / 2}\left(x_{0}\right)}\left|\tau_{s, h} D u\right|^{\bar{p}} d x \leq c\left(\int_{B_{3 R}\left(x_{0}\right)}(1+|D u|)^{2+2 \alpha} d x\right)^{\frac{\bar{p}}{2}}|h|^{\bar{p} \alpha}
$$

for any $s \in\{1, \ldots, n\}$ and a constant $c$ depending only on $n, N, L, \lambda, \alpha$, $R$, and $[u]_{C^{0, \lambda}\left(\Omega, \mathbb{R}^{N}\right)}$. At this point the conclusion follows as before, via a covering argument and the application of Lemma 1.50.

Remark 5.23 If, in the setting of Proposition 5.22, the weak solution is not assumed to be Hölder continuous, then the interpolation Theorem 5.20 cannot be used. However, one can still prove the fractional differentiability result $D u \in W_{\mathrm{loc}}^{\beta, \bar{p}}\left(\Omega, \mathbb{R}^{N n}\right)$ for some $\beta>0$ (depending only on the data), cf. [62, Proposition 5.3].

With this fractional Sobolev regularity results at hand, the dimension reduction of the singular set of $D u$ follows exactly as before from the characterization of $\operatorname{Sing}_{0}(D u)$ stated in Theorem 5.9 and the measure density result in Proposition 1.76, cf. [62, Theorem 1.1].
Theorem 5.24 (Mingione) Let $u \in C^{0, \lambda}\left(\Omega, \mathbb{R}^{N}\right) \cap W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field a: $\Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ which satisfies the assumptions (H1), (H2), (H3), and (H4). Then we have $\mathcal{H}^{n-2 \alpha}\left(\operatorname{Sing}_{0}(D u)\right)=0$ and moreover, there exists a positive number $\sigma>0$, depending only on $n, N, L, \lambda$, and $\alpha$, such that

$$
\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(D u)\right) \leq n-2 \alpha-\sigma
$$

Remarks 5.25
(i) The proof is self-contained and involves only PDE arguments, but it does not rely on potential estimates.
(ii) This is the best estimate known for the Hausdorff dimension of the singular set in such a general quasilinear setting. Although we cannot rule out the possibility that the dependence on the Hölder exponent $\alpha$ is purely technical, it is believed that it is a structural feature.
(iii) The statement of the theorem remains true if the assumption $u \in$ $C^{0, \lambda}\left(\Omega, \mathbb{R}^{N}\right)$ is replaced by the assumption $\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{\lambda}(u)\right) \leq n-2 \alpha$ for some $\lambda>0$. In this case we may restrict the analysis of $D u$ to the regular set $\operatorname{Reg}_{\lambda}(u)$. This is sufficient to infer the same conclusion since all estimates are local and since we are only interested in sets of Hausdorff dimension not less than $n-2 \alpha$. Such a weaker assumption $\left(\right.$ more precisely, that $\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{\lambda}(u)\right) \leq n-2$ holds for $\left.\lambda=1-(n-2) / 2\right)$ is known to be true for weak solutions to systems of the form (5.1) under the above assumptions and the additional restriction to low dimensions $n \leq 4$, see Theorem 5.30.

We conclude the dimension reduction of the singular set of $D u$ with a final result, which is related to the previous remark and deals with general quasilinear system, when no a priori Hölder continuity of the weak solution is assumed. As observed by Mingione [62], it turns out that the Hausdorff dimension of $\operatorname{Sing}_{0}(D u)$ is still strictly bounded by the space dimension $n$,
and hence, the statement $\mathcal{L}^{n}\left(\operatorname{Sing}_{0}(D u)\right)=0$ obtained in Theorem 5.9 is never optimal.
Theorem 5.26 (Mingione) Let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector-field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ which satisfies the assumptions (H1), (H2), (H3), and (H4). Then we have the following estimate

$$
\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(D u)\right) \leq n-\min \{2 \alpha, p-2\}
$$

where $p(n, N, L)>2$ is the higher integrability exponent from Lemma 5.3.
Proof In view of the higher integrability result $u \in W_{\text {loc }}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ from Lemma 5.3, we can estimate both integrals appearing on the right-hand side of Proposition 5.15 (ii) in terms of $|h|^{\min \{2 \alpha, p-2\}}$. This (uniform) estimate on finite differences of $D u$ implies in turn $D u \in W_{\mathrm{loc}}^{\beta, 2}\left(\Omega, \mathbb{R}^{N n}\right)$ for every $\beta<\min \{2 \alpha, p-2\}$ via Lemma 1.50. At this point, we may argue exactly as in the first part of the proof of Theorem 5.19 and arrive at the desired bound $n-\min \{2 \alpha, p-2\}$ for the Hausdorff dimension of $\operatorname{Sing}_{0}(D u)$.

### 5.3.2 Bounds in Low Dimensions

For general quasilinear systems (5.1), where no additional structure assumption on the vector-field $a$ or no a priori regularity of the weak solution $u$ is available, the best result for the Hausdorff dimension of $\operatorname{Sing}_{0}(D u)$, which has so far been achieved, is indeed the one in Theorem 5.26. Hence, the only bound for $\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(D u)\right)$ is just below the space dimension $n$. Better estimates on the Hausdorff dimension may be established, when the singular set $\operatorname{Sing}_{0}(u)$ of weak solutions $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ to the quasilinear system (5.1) is investigated, under the restriction $n \leq 4$ on the dimension. Since the singular set of the solution itself rather than its gradient is considered, we can work under slightly weaker assumptions than before, and in addition to (H1) and (H2), we now suppose
(H3') $a$ is continuous with respect to $(x, u)$ with

$$
|a(x, u, z)-a(\tilde{x}, \tilde{u}, z)| \leq 2 L \omega(|x-\tilde{x}|+|u-\tilde{u}|)(1+|z|)
$$

for all $x, \tilde{x} \in \Omega, u, \tilde{u} \in \mathbb{R}^{N}$ and $z \in \mathbb{R}^{N n}$. Here, $\omega: \mathbb{R}^{+} \rightarrow[0,1]$ is again a non-decreasing and concave modulus of continuity.

We now show partial regularity of $u$ outside of a set of Hausdorff dimension $n-2$. The strategy of proof complements the techniques presented in Sect.4.3, even though it shares the crucial features of the direct approach from Sect.4.3.3. The essential ingredient is again a comparison argument, but this
time it does not involve the solution of a suitably linearized problem, but the solution of a nonlinear comparison system, where the $(x, u)$-variables in the vector field $a$ are kept fixed and which for this reason is often referred to as the "frozen system".

Comparison estimates We start by deriving the aforementioned estimates for the nonlinear comparison system. For this purpose, we study weak solutions $v \in W^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ to a quasilinear elliptic system of the form

$$
\begin{equation*}
\operatorname{div} a_{0}(D v)=0 \quad \text { in } B_{R}\left(x_{0}\right) \tag{5.33}
\end{equation*}
$$

where $B_{R}\left(x_{0}\right)$ is a ball in $\mathbb{R}^{n}$ and with a vector field $a_{0}: \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ which depends exclusively on the gradient variable and which satisfies the growth and ellipticity assumptions (H1) and (H2).

Remark 5.27 For such nonlinear systems the Browder-Minty Theorem A. 12 ensures the existence of a (unique) weak solution in the Dirichlet class $u_{0}+W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$, for arbitrary prescribed boundary values $u_{0} \in$ $W^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ (and actually also for every inhomogeneity in the space $\left.\left(W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)\right)^{*}\right)$. In fact, the hypotheses of Theorem A. 12 are satisfied in the reflexive, separable Banach space $W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$, with the operator $A: W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right) \rightarrow\left(W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)\right)^{*}$ given by
$\langle w, A(v)\rangle_{W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right),\left(W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)\right)^{*}}:=\int_{B_{R}\left(x_{0}\right)} a_{0}\left(D u_{0}+D v\right) \cdot D w d x$
for all $v, w \in W_{0}^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ and with $F=0$. In view of (H1), $A$ is bounded and continuous, and in view of (H2), it is also strictly monotonic and coercive.

Similarly as in the case of linear systems in Sect.4.2.2, we now prove decay estimates. However, due to the nonlinearity of the vector field $a_{0}$ the proof is slightly more technical than in the linear setting and requires in particular the use of Gehring's lemma (or alternatively a version of Widman's hole filling technique) to deduce a suitable higher integrability result. As a further consequence of the nonlinearity of $a_{0}$, the scaling of the Dirichlet energy on balls in terms of their radius differs from the scaling for linear systems, and this is the fundamental reason for the assumption $n \leq 4$ of low dimensions (which will become clear further below).
Lemma 5.28 (Decay estimates IV; Campanato) Let $v \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.33) with a vector field $a_{0}: \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ satisfying (H1) and (H2). Then there exists a number $\varepsilon>0$ depending only on $n$ and $L$ such that for all $B_{r}\left(x_{0}\right) \subset B_{R}\left(x_{0}\right) \subset \Omega$ we have

$$
\begin{equation*}
\int_{B_{r}\left(x_{0}\right)}|D v|^{2} d x \leq c\left(\frac{r}{R}\right)^{\min \{n, 2+\varepsilon\}} \int_{B_{R}\left(x_{0}\right)}|D v|^{2} d x \tag{5.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{B_{r}\left(x_{0}\right)}\left|D v-(D v)_{B_{r}\left(x_{0}\right)}\right|^{2} d x \leq c\left(\frac{r}{R}\right)^{2+\varepsilon} \int_{B_{R}\left(x_{0}\right)}\left|D v-(D v)_{B_{R}\left(x_{0}\right)}\right|^{2} d x \tag{5.35}
\end{equation*}
$$

with constants $c$ depending only on $n, N$, and $L$.
Proof We here follow the exposition in [12]. In a first step, relying on the assumptions (H1) and (H2), we observe that all second order derivatives of $v$ exist in $L_{\mathrm{loc}}^{2}\left(\Omega, \mathbb{R}^{N}\right)$, as a consequence of Proposition 5.15 and Lemma 1.48 (see also Remark 5.16). Moreover, the following Caccioppoli inequality

$$
\begin{equation*}
\int_{B_{\varrho / 2}(y)}\left|D^{2} v\right|^{2} d x \leq c(L) \varrho^{-2} \int_{B_{\varrho}(y)}\left|D v-(D v)_{B_{\varrho}(y)}\right|^{2} d x \tag{5.36}
\end{equation*}
$$

holds for any ball $B_{\varrho}(y) \subset \Omega$. Applying the Sobolev-Poincaré inequality (cf. Remarks 1.57) we then infer

$$
f_{B_{e / 2}(y)}\left|D^{2} v\right|^{2} d x \leq c(n, N, L)\left(f_{B_{e}(y)}\left|D^{2} v\right|^{\frac{2 n}{n+2}} d x\right)^{\frac{n+2}{n}},
$$

and Gehring's Lemma (see Theorem 1.22) yields the existence of a number $p=p(L, n)>2$ such that such $v$ belongs to $W_{\text {loc }}^{2, p}\left(\Omega, \mathbb{R}^{N}\right)$ and such that, in particular, the estimate

$$
\left(f_{B_{R / 4}\left(x_{0}\right)}\left|D^{2} v\right|^{p} d x\right)^{\frac{2}{p}} \leq c(n, N, L) f_{B_{R / 2}\left(x_{0}\right)}\left|D^{2} v\right|^{2} d x
$$

is true. Via Jensen's inequality, this provides in the next step a decay estimate for second order derivatives of $v$. Indeed, for every $r \in(0, R / 4)$, we find

$$
\begin{aligned}
\int_{B_{r}\left(x_{0}\right)}\left|D^{2} v\right|^{2} d x & \leq c(n) r^{n}\left(f_{B_{r}\left(x_{0}\right)}\left|D^{2} v\right|^{p} d x\right)^{\frac{2}{p}} \\
& \leq c(n) r^{n}\left(\frac{r}{R}\right)^{-\frac{2 n}{p}}\left(f_{B_{R / 4}\left(x_{0}\right)}\left|D^{2} v\right|^{p} d x\right)^{\frac{2}{p}} \\
& \leq c(n, N, L)\left(\frac{r}{R}\right)^{\varepsilon} \int_{B_{R / 2}\left(x_{0}\right)}\left|D^{2} v\right|^{2} d x
\end{aligned}
$$

where we have defined $\varepsilon:=n(p-2) / p>0$. In order to derive the desired Campanato-type decay estimate (5.35) for $D v$, we now proceed with essentially the same arguments as in the proof of Lemma 4.11. Using first the Poincaré inequality from Lemma 1.56, then the decay estimate for second
order derivatives and finally the Caccioppoli inequality (5.36), we find

$$
\begin{aligned}
& \int_{B_{r}\left(x_{0}\right)}\left|D v-(D v)_{B_{r}\left(x_{0}\right)}\right|^{2} d x \\
& \quad \leq c(n, N) r^{2} \int_{B_{r}\left(x_{0}\right)}\left|D^{2} v\right|^{2} d x \\
& \quad \leq c(n, N, L) r^{2}\left(\frac{r}{R}\right)^{\varepsilon} \int_{B_{R / 2}\left(x_{0}\right)}\left|D^{2} v\right|^{2} d x \\
& \quad \leq c(n, N, L)\left(\frac{r}{R}\right)^{2+\varepsilon} \int_{B_{R}\left(x_{0}\right)}\left|D v-(D v)_{B_{r}\left(x_{0}\right)}\right|^{2} d x .
\end{aligned}
$$

This is the desired estimate (5.35) for $r \in(0, R / 4)$, while the analogous inequality for $r \in[R / 4, R]$ is trivially satisfied with constant $4^{2+\varepsilon}$.

Concerning the Morrey-type decay estimate (5.34), we now distinguish only the cases $\varepsilon \in(0, n-2)$ and $\varepsilon \in(n-2, n)$ (by choosing $\varepsilon$ possibly smaller). In the first case, in view of Jensen's inequality, there holds for all $r, \varrho$ with $0<r \leq \varrho \leq R$ :

$$
\begin{aligned}
& \int_{B_{r}\left(x_{0}\right)}|D v|^{2} d x \\
& \quad \leq c(n) r^{n}\left|(D v)_{B_{\varrho}\left(x_{0}\right)}\right|^{2}+2 \int_{B_{r}\left(x_{0}\right)}\left|D v-(D v)_{B_{\varrho}\left(x_{0}\right)}\right|^{2} d x \\
& \quad \leq c(n)\left(\frac{r}{\varrho}\right)^{n} \int_{B_{\varrho}\left(x_{0}\right)}|D v|^{2} d x+2 \int_{B_{\varrho}\left(x_{0}\right)}\left|D v-(D v)_{B_{\varrho}\left(x_{0}\right)}\right|^{2} d x \\
& \quad \leq c(n)\left(\frac{r}{\varrho}\right)^{n} \int_{B_{\varrho}\left(x_{0}\right)}|D v|^{2} d x+c(n, N, L)\left(\frac{\varrho}{R}\right)^{2+\varepsilon} \int_{B_{R}\left(x_{0}\right)}|D v|^{2} d x
\end{aligned}
$$

where we have used the Campanato-type decay estimate (5.35), with $r$ replaced by $\varrho$. The iteration Lemma B.3, applied with $\alpha_{1}:=n>2+\varepsilon=: \alpha_{2}$, $\kappa=0$,

$$
\phi(\varrho):=\int_{B_{\varrho}\left(x_{0}\right)}|D v|^{2} d x \quad \text { and } \quad A:=R^{-2-\varepsilon} \int_{B_{R}\left(x_{0}\right)}|D v|^{2} d x
$$

then yields

$$
\int_{B_{r}\left(x_{0}\right)}|D v|^{2} d x \leq c(n, N, L)\left(\frac{r}{R}\right)^{2+\varepsilon} \int_{B_{R}\left(x_{0}\right)}|D v|^{2} d x
$$

which is the desired estimate (5.34) in the case $\varepsilon \in(0, n-2)$. If, on the contrary, the case $\varepsilon \in(n-2, n)$ is considered, we observe from (5.35)
that $D v$ belongs to the Campanato space $\mathcal{L}_{\text {loc }}^{2,2+\varepsilon}\left(\Omega, \mathbb{R}^{N n}\right)$. Thus, via the isomorphy of Campanato spaces and Hölder spaces given in Theorem 1.27, we conclude $D v \in C^{0, \alpha}\left(\Omega, \mathbb{R}^{N n}\right)$ with Hölder exponent $\alpha=1-(n-\varepsilon) / 2>0$. Furthermore, this isomorphy implies for all interior balls $B_{R}\left(x_{0}\right)$ the estimate

$$
\begin{aligned}
& \sup _{B_{R / 2}\left(x_{0}\right)}|D v|^{2} \leq c(n, N) R^{-n}\left(\int_{B_{R / 2}\left(x_{0}\right)}|D v|^{2} d x\right. \\
& \left.\quad+\sup _{\substack{y \in B_{R / 2}\left(x_{0}\right), \varrho>0}}\left(\frac{\varrho}{R}\right)^{-2-\varepsilon} \int_{B_{\varrho}(y) \cap B_{R / 2}\left(x_{0}\right)}\left|D v-(D v)_{B_{\varrho}(y) \cap B_{R / 2}\left(x_{0}\right)}\right|^{2} d x\right)
\end{aligned}
$$

(for the precise dependence on $R$ see Remark 1.28 (iv)). At this stage we observe that we can restrict ourselves to radii $\varrho<R-\left|y-x_{0}\right|$ in the supremum on the right-hand side (which in turn implies $B_{\varrho}(y) \subset B_{R}\left(x_{0}\right)$ ) since the estimate

$$
\begin{aligned}
\varrho^{-2-\varepsilon} \int_{B_{\varrho}(y) \cap B_{R / 2}\left(x_{0}\right)} \mid D v & -\left.(D v)_{B_{\varrho}(y) \cap B_{R / 2}\left(x_{0}\right)}\right|^{2} d x \\
\leq & \left(\frac{R}{2}\right)^{-2-\varepsilon} \int_{B_{R / 2}\left(x_{0}\right)}\left|D v-(D v)_{B_{R / 2}\left(x_{0}\right)}\right|^{2} d x
\end{aligned}
$$

is satisfied for every radius $\varrho \geq R-\left|y-x_{0}\right| \geq R / 2$. This allows us to continue estimating the supremum of $|D v|$, and with the help of (5.35) we finally arrive at

$$
\sup _{B_{R / 2}\left(x_{0}\right)}|D v|^{2} \leq c(n, N, L) R^{-n} \int_{B_{R}\left(x_{0}\right)}|D v|^{2} d x
$$

Consequently, we have for all $r \in(0, R / 2)$

$$
\begin{aligned}
\int_{B_{r}\left(x_{0}\right)}|D v|^{2} d x & \leq c(n) r^{n} \sup _{B_{R / 2}\left(x_{0}\right)}|D v|^{2} \\
& \leq c(n, N, L)\left(\frac{r}{R}\right)^{n} \int_{B_{R}\left(x_{0}\right)}|D v|^{2} d x
\end{aligned}
$$

and since the corresponding estimate for $r \in[R / 2, R]$ is trivially satisfied with constant $2^{n}$, we have also shown the Morrey type decay estimate (5.34) in the case $\varepsilon \in(n-2, n)$. Thus, the proof of the lemma is complete.

Remark 5.29 This lemma uncovers a peculiarity of the two-dimensional case $n=2$ : the solution to the comparison problem (5.33) has Hölder continuous first derivatives, hence, we have $\operatorname{Sing}_{0}(D v)=\emptyset$. We will see later, that
the regularity of $D v$ can be carried over to the solution of the original problem, which, in the two-dimensional case, is also everywhere of class $C^{1}$, see Theorem 5.31.

Morrey estimates in low dimensions up to $n=4$ Once the comparison estimates are available, we can proceed with the proof of the partial regularity result for weak solutions, which is based on Morrey estimates for $D u$ and the fact that whenever a $W^{1,2}$-function has its gradient in a Morrey space $L^{2, \mu}$ with $\mu>n-2$, then it is automatically (Hölder) continuous. The latter Morrey condition can be shown to be satisfied in the low dimensional case $n \leq 4$. This approach to partial regularity traces its origins back to Campanato [11], who already observed that in $n=2$ dimensions the partial continuity of weak solutions can be improved to everywhere continuity (and, under stronger assumptions on the vector field $a$, in fact to $C^{1}$-regularity, see Theorem 5.31).

Theorem 5.30 (Campanato) Consider $n \in\{2,3,4\}$ and let $u \in$ $W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ which satisfies the assumptions (H1), (H2), and (H3'). Then we have the characterization of the singular set via

$$
\operatorname{Sing}_{0}(u)=\left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\left|u-(u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{2} d x>0\right\}
$$

with

$$
\operatorname{Sing}_{0}(u)=\emptyset \quad \text { for } n=2
$$

and

$$
\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(u)\right)<n-2 \quad \text { for } n \in\{3,4\} .
$$

Moreover, there exists $\delta>0$ depending only on $n$ and $L$ such that for every $\lambda \in(0, \min \{1,1-(n-2) / 2+\delta\})$ we have $\operatorname{Reg}_{0}(u)=\operatorname{Reg}_{\lambda}(u)$, i.e. $u \in C^{0, \lambda}\left(\operatorname{Reg}_{0}(u), \mathbb{R}^{N}\right)$.

Proof The proof is divided into a number of steps.
Definition of a comparison function. We start by fixing a ball $B_{2 R}\left(x_{0}\right) \Subset \Omega$ and define $v \in u+W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ as the unique solution to the frozen system

$$
\operatorname{div} a_{0}(D v)=0 \quad \text { in } B_{R}\left(x_{0}\right)
$$

where $a_{0}: \mathbb{R}^{N n} \rightarrow \mathbb{R}^{N n}$ is defined as $a_{0}(z):=a\left(x_{0},(u)_{B_{R}\left(x_{0}\right)}, z\right)$ for all $z \in$ $\mathbb{R}^{N n}$. The existence of the function $v$ is guaranteed by the theory of monotone operators, see Theorem A. 12 and Remark 5.27. Moreover, $v$ is known to
satisfy Morrey-type decay estimates, as stated in Lemma 5.28, which are going to be carried over to the weak solution $u$ in the subsequent steps.

Energy control for $D v$. We first show that the Dirichlet energy of $v$ is controlled on the ball $B_{R}\left(x_{0}\right)$ by the Dirichlet energy of $u$. This follows easily by testing the frozen system with $u-v \in W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ and by taking into account the ellipticity estimate from Remark 5.1 (iii) combined with the growth assumption (H1). In this way, we find

$$
\begin{aligned}
\int_{B_{R}\left(x_{0}\right)}|D v|^{2} d x & \leq \int_{B_{R}\left(x_{0}\right)}\left(a_{0}(D v)-a_{0}(0)\right) \cdot D v d x \\
& =\int_{B_{R}\left(x_{0}\right)}\left(a_{0}(D v)-a_{0}(0)\right) \cdot D u d x \\
& \leq L \int_{B_{R}\left(x_{0}\right)}|D v||D u| d x
\end{aligned}
$$

and Hölder's inequality yields the desired energy control

$$
\int_{B_{R}\left(x_{0}\right)}|D v|^{2} d x \leq L^{2} \int_{B_{R}\left(x_{0}\right)}|D u|^{2} d x
$$

Comparison estimate. Our next aim is to establish a comparison estimate between $D u$ and $D v$ on $B_{R}\left(x_{0}\right)$. To this end, we take $u-v \in$ $W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ as test functions for both the weak formulations of the frozen and the original system. With the ellipticity estimate from Remark 5.1 (iii) and the continuity assumption (H3'), we deduce

$$
\begin{align*}
& \int_{B_{R}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \leq \int_{B_{R}\left(x_{0}\right)}\left(a_{0}(D u)-a_{0}(D v)\right) \cdot(D u-D v) d x \\
& =\int_{B_{R}\left(x_{0}\right)}\left(a\left(x_{0},(u)_{B_{R}\left(x_{0}\right)}, D u\right)-a(x, u, D u)\right) \cdot(D u-D v) d x \\
& \leq 2 L \int_{B_{R}\left(x_{0}\right)} \omega\left(\left|x-x_{0}\right|+\left|u-(u)_{B_{R}\left(x_{0}\right)}\right|\right)(1+|D u|)|D u-D v| d x \tag{5.37}
\end{align*}
$$

(which should be compared to the intermediate estimate (4.28) in the direct approach). At this stage we recall the higher integrability of $D u$ from Lemma 5.3, i.e., there exists an exponent $p>2$ depending only on $n, N$ and $L$ such that $D u \in W^{1, p}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N n}\right)$ with the reverse Hölder-type
estimate (5.3). Hence, we may apply Hölder's inequality with exponents $2 p /(p-2), p$ and 2 . In view of the assumption $\omega \leq 1$ we hence infer from (5.37)

$$
\begin{aligned}
& f_{B_{R}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \leq 4 L^{2}\left(f_{B_{R}\left(x_{0}\right)} \omega\left(R+\left|u-(u)_{B_{R}\left(x_{0}\right)}\right|\right) d x\right)^{1-\frac{2}{p}}\left(f_{B_{R}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{2}{p}} \\
& \leq c\left(f_{B_{R}\left(x_{0}\right)} \omega\left(R+\left|u-(u)_{B_{R}\left(x_{0}\right)}\right|\right) d x\right)^{1-\frac{2}{p}} f_{B_{2 R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x
\end{aligned}
$$

with $c$ depending only on $n, N$, and $L$. Now it only remains to bound the first integral on the right-hand side involving the modulus of continuity $\omega$. Since $\omega$ is concave and satisfies $\omega(c t) \leq c \omega(t)$ for all $t \geq 0$ and $c \geq 1$, we find via Jensen's and Poincaré's inequality

$$
\begin{aligned}
& f_{B_{R}\left(x_{0}\right)} \omega\left(R+\left|u-(u)_{B_{R}\left(x_{0}\right)}\right|\right) d x \\
& \quad \leq \omega\left(f_{B_{R}\left(x_{0}\right)}\left(R+\left|u-(u)_{B_{R}\left(x_{0}\right)}\right|\right) d x\right) \\
& \quad \leq \omega\left(\left(f_{B_{R}\left(x_{0}\right)}\left(R+\left|u-(u)_{B_{R}\left(x_{0}\right)}\right|\right)^{2} d x\right)^{\frac{1}{2}}\right) \\
& \quad \leq c(n, N) \omega\left(\left(R^{2-n} \int_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x\right)^{\frac{1}{2}}\right) .
\end{aligned}
$$

Combined with the previous estimate, we therefore end up with

$$
\begin{aligned}
& \int_{B_{R}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \quad \leq c \omega^{1-\frac{2}{p}}\left(\left(R^{2-n} \int_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x\right)^{\frac{1}{2}}\right) \int_{B_{2 R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x .
\end{aligned}
$$

with a constant $c$ depending only on $n, N$, and $L$.
Morrey-type decay estimates for $D u$. With the help of the previous estimate we now carry the Morrey-type decay estimate for $D v$ from Lemma 5.28 over to $D u$. To this end, we essentially need to determine the decay of the quantity $\|D u\|_{L^{2}\left(B_{\varrho}\left(x_{0}\right), \mathbb{R}^{N n}\right)}$ with respect to $\varrho \in(0, R]$. We now take
advantage of (5.34), the comparison and the energy estimate. This yields

$$
\begin{aligned}
& \int_{B_{\varrho}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x \\
& \leq 2 \int_{B_{\varrho}\left(x_{0}\right)}\left(1+|D v|^{2}\right) d x+2 \int_{B_{\varrho}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \leq c\left(\frac{\varrho}{R}\right)^{\min \{n, 2+\varepsilon\}} \int_{B_{R}\left(x_{0}\right)}\left(1+|D v|^{2}\right) d x+2 \int_{B_{R}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \leq c\left[\left(\frac{\varrho}{R}\right)^{\min \{n, 2+\varepsilon\}}+\omega^{1-\frac{2}{p}}\left(\left(R^{2-n} \int_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x\right)^{\frac{1}{2}}\right)\right] \\
& \quad \times \int_{B_{2 R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x,
\end{aligned}
$$

with a constant $c$ depending only $n, N$, and $L$, and with a positive number $\varepsilon>0$ depending only on $n$ and $L$ (in particular independent of $x_{0}$ ). This inequality extends easily to all $\varrho \in(0,2 R]$ and will now be the clue to the partial regularity result.

Characterization and regularity improvement. We start by observing the identity

$$
\begin{aligned}
\left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} f_{\Omega\left(x_{0}, \varrho\right)}\right. & \left.\left|u-(u)_{\Omega\left(x_{0}, \varrho\right)}\right|^{2} d x>0\right\} \\
= & \left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} \varrho^{2-n} \int_{\Omega\left(x_{0}, \varrho\right)}|D u|^{2} d x>0\right\}
\end{aligned}
$$

which, similarly to (4.24), follows from Poincaré's inequality and the Caccioppoli inequality in Proposition 5.2 (with the choice $\zeta=(u)_{B_{2 \varrho}\left(x_{0}\right)}$ ) via

$$
\begin{aligned}
f_{B_{\varrho}\left(x_{0}\right)}\left|u-(u)_{B_{\varrho}\left(x_{0}\right)}\right|^{2} d x & \leq c(n, N) \varrho^{2-n} \int_{B_{\varrho}\left(x_{0}\right)}|D u|^{2} d x \\
& \leq c(n, N, L)\left(\varrho^{2}+f_{B_{2 \varrho}\left(x_{0}\right)}\left|u-(u)_{B_{2 \varrho}\left(x_{0}\right)}\right|^{2} d x\right)
\end{aligned}
$$

for each ball $B_{2 \varrho}\left(x_{0}\right) \subset \Omega$. Therefore, we now assume that $x_{0} \in \Omega$ satisfies

$$
\liminf _{\varrho \searrow 0} \varrho^{2-n} \int_{\Omega\left(x_{0}, \varrho\right)}|D u|^{2} d x=0
$$

and we need to show $x_{0} \in \operatorname{Reg}_{\lambda}(u)$ (the reverse implication is again obvious). This choice implies that the factor

$$
\omega^{1-\frac{2}{p}}\left(\left(R^{2-n} \int_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x\right)^{\frac{1}{2}}\right)
$$

appearing in the final inequality of the previous step can be made smaller than any given positive number $\kappa$ provided that $R<R_{0}$ is sufficiently small (and as in the proof of Theorem 5.9, such a pointwise smallness condition is in fact satisfied in a small neighbourhood of $x_{0}$ ). Hence, as a consequence of Lemma B.3, we obtain a Morrey-type estimate of the form

$$
\begin{equation*}
\int_{B_{\varrho}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x \leq \varrho^{\min \{n, 2+\varepsilon\}-\varepsilon^{\prime}} \tag{5.38}
\end{equation*}
$$

for every $\varepsilon^{\prime} \in(0, \min \{n, 2+\varepsilon\})$ whenever $\varrho$ is sufficiently small in dependence of $n, N, L, \varepsilon^{\prime}$, and $x_{0}$. Indeed, since the dependence on the point $x_{0}$ is continuous, we deduce $D u \in L^{2, \min \{n, 2+\varepsilon\}-\varepsilon^{\prime}}$ locally in a neighbourhood of $x_{0}$.

Only at this point, the low dimensional assumption $n \leq 4$ enters and we observe that the exponent $\min \{n, 2+\varepsilon\}$ is (strictly) bounded from below by $n-2$, which is crucial for the application of Corollary 1.58 . For $n=2$, we obtain immediately continuity in a neighbourhood of $x_{0}$ with any Hölder exponent in $(0,1)$ (since $\varepsilon^{\prime}$ is arbitrary). Otherwise, for $n \in\{3,4\}$, we define

$$
\delta:=\frac{\min \{n, \varepsilon+2\}-\varepsilon^{\prime}-2}{2}
$$

which is strictly positive, if we restrict ourselves to $\varepsilon^{\prime}<\min \{1, \varepsilon\}$. With this choice, the asserted Hölder continuity with any exponent $\lambda \in(0, \min \{1,1-$ $(n-2) / 2+\delta\}$ ) follows again from Corollary 1.58 (in the localized version of Remark 1.60), and the proof of the regularity improvement is complete.

Hausdorff dimension of $\operatorname{Sing}_{0}(u)$. We again recall the higher integrability result for $D u$ from Lemma 5.3, for some integrability exponent $p>2$ depending only on $n, N$, and $L$. In the case $n=2$ Morrey's inequality from Theorem 1.61 implies $\operatorname{Sing}_{0}(u)=\emptyset$, while for $n>2$, we can improve the condition of $x_{0}$ being a regular point via

$$
\varrho^{p-n} \int_{B_{\varrho}\left(x_{0}\right)}\left(1+|D u|^{p}\right) d x \leq c(n, N, L)\left(\varrho^{2-n} \int_{B_{2 \varrho}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x\right)^{\frac{p}{2}}
$$

for every ball $B_{2 \varrho}\left(x_{0}\right) \subset \Omega$. Consequently, we get

$$
\operatorname{Sing}_{0}(u) \subset\left\{x_{0} \in \Omega: \liminf _{\varrho \searrow 0} \varrho^{p-n} \int_{\Omega\left(x_{0}, \varrho\right)}\left(1+|D u|^{p}\right) d x>0\right\}
$$

which, in view of Lemma 1.74 (applied with the measure of a set defined via integration of the function $1+|D u|^{p}$ over this set, cf. Remark 1.75), in turn provides the strict upper bound $n-2$ for the Hausdorff dimension of the singular set.

Everywhere $\mathbf{C}^{\mathbf{1}}$-regularity in the two-dimensional case Finally, we provide a regularity improvement in dimensions $n=2$, under the sole additional assumption that the vector field $a$ is Hölder continuous with respect to the first two variables, and not only continuous. Similarly as for the proof of the previous Theorem 5.30, the underlying idea for the proof of the two-dimensional statement is a a direct comparison argument, but now Campanato-type (instead of Morrey-type) decay estimates are carried over from the solution of the frozen system. We here follow [52, Section 9], where the corresponding statement was inferred for minimizers of convex variational integrals, and [4].

Theorem 5.31 Consider $n=2$ and let $u \in W^{1,2}\left(\Omega, \mathbb{R}^{N}\right)$ be a weak solution to the system (5.1) with a vector field $a: \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{2 N} \rightarrow \mathbb{R}^{2 N}$ satisfying the assumptions (H1), (H2), and (H3). Then $\operatorname{Sing}_{0}(D u)=\emptyset$ and $u \in C^{1, \alpha}\left(\Omega, \mathbb{R}^{N}\right)$.
Proof We fix a ball $B_{R}\left(x_{0}\right) \Subset \Omega$ and define $v \in u+W_{0}^{1,2}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$ as the unique solution to the frozen system

$$
\operatorname{div} a_{0}(D v)=0 \quad \text { in } B_{R}\left(x_{0}\right)
$$

where $a_{0}: \mathbb{R}^{2 N} \rightarrow \mathbb{R}^{2 N}$ is defined as $a_{0}(z):=a\left(x_{0},(u)_{B_{R}\left(x_{0}\right)}, z\right)$ for all $z \in$ $\mathbb{R}^{2 N}$. According to Lemma $5.28, D v$ is known to satisfy a Campanato-type decay estimate, which is now going to be carried over to $u$.

We first provide a refinement of the comparison estimates which was established in the proof of Theorem 5.30. Taking advantage of the Hölder continuity of the vector field $a$ with respect to the $(x, u)$-variable with exponent $\alpha$ and of the solution $u$ with any exponent $\lambda \in(0,1)$ (provided by Theorem 5.30), we enter in the comparison estimate (5.37) and infer
$\int_{B_{R}\left(x_{0}\right)}|D u-D v|^{2} d x \leq c\left(L,[u]_{C^{0, \lambda}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)}\right) R^{\alpha \lambda} \int_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x$.
Involving also the Morrey-type decay estimate (5.38), we know that the integral on the right-hand side decays as $R^{2-\varepsilon^{\prime}}$ for any $\varepsilon^{\prime} \in(0,2)$, if we restrict ourselves to sufficiently small values of $R<R_{0}$. We now take advantage of the decay estimate (5.35) for $D v$, the refined comparison and the energy
estimate. This yields for any $\varrho \leq R<R_{0}$ :

$$
\begin{aligned}
& \int_{B_{\varrho}\left(x_{0}\right)}\left|D u-(D u)_{B_{\varrho}\left(x_{0}\right)}\right|^{2} d x \\
& \quad \leq 2 \int_{B_{\varrho}\left(x_{0}\right)}\left|D v-(D v)_{B_{\varrho}\left(x_{0}\right)}\right|^{2} d x+2 \int_{B_{\varrho}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \quad \leq c\left(\frac{\varrho}{R}\right)^{2+\varepsilon} \int_{B_{R}\left(x_{0}\right)}\left|D v-(D v)_{B_{R}\left(x_{0}\right)}\right|^{2} d x+2 \int_{B_{R}\left(x_{0}\right)}|D u-D v|^{2} d x \\
& \quad \leq c\left[\left(\frac{\varrho}{R}\right)^{2+\varepsilon}+R^{\alpha \lambda}\right] \int_{B_{R}\left(x_{0}\right)}\left(1+|D u|^{2}\right) d x \\
& \quad \leq c\left[\left(\frac{\varrho}{R}\right)^{2+\varepsilon}+R^{\alpha \lambda}\right] R^{2-\varepsilon^{\prime}},
\end{aligned}
$$

with a constant $c$ depending only $n, N$, and $L$, and with a positive number $\varepsilon>0$. If $\varrho<R$ is related to $R$ via

$$
R=\varrho^{\frac{2+\varepsilon}{\alpha \lambda+2+\varepsilon}},
$$

then the previous inequality reduces to the Campanato decay estimate

$$
\int_{B_{\varrho}\left(x_{0}\right)}\left|D u-(D u)_{B_{\varrho}\left(x_{0}\right)}\right|^{2} d x \leq c \varrho^{(2+\varepsilon) \frac{\alpha \lambda+2-\varepsilon^{\prime}}{\alpha \lambda+2+\varepsilon}}=c \varrho^{2+\frac{\alpha \lambda \varepsilon-(2+\varepsilon) \varepsilon^{\prime}}{\alpha \lambda+2+\varepsilon}} .
$$

For $\varepsilon^{\prime}$ sufficiently small, the exponent on the right-hand side is greater than the space dimension 2. Since the same Campanato estimate is available for all points in a neighbourhood of $x_{0}$ by absolute continuity of the integral, we conclude from Theorem 1.27 that $D u$ is in particular locally continuous in $\Omega$. This proves $\operatorname{Sing}_{0}(D u)=\emptyset$, and the optimal Hölder regularity of $D u$ with exponent $\alpha$ then follows from the identity $\operatorname{Reg}_{0}(D u)=\operatorname{Reg}_{\alpha}(D u)$ established in Theorem 5.9.

Remarks 5.32 For convex variational integrals there are similar dimension reduction results available as those presented here for elliptic systems. Specifically, we mention that for every minimizer $u$ of the functional $F$ defined in (5.18) with integrand $f$ satisfying the assumptions (F0), (F1), (F2), (5.19), and (F4), Kristensen and Mingione [52] have established the following (in fact, slightly better) bounds on the Hausdorff dimension of the singular set of $D u$ (building on its characterization given in Theorem 5.12 and with a similar reasoning as presented above):
(i) If $f$ does not depend explicitly on the $u$-variable, then there holds $\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(D u)\right) \leq n-\alpha$.
(ii) In dimensions $n \in\{3,4\}$ there holds $\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(D u)\right) \leq n-\alpha$.
(iii) In the two-dimensional case $n=2$ there holds $\operatorname{Sing}_{0}(D u)=\emptyset$.
(iv) In the general case there holds $\operatorname{dim}_{\mathcal{H}}\left(\operatorname{Sing}_{0}(D u)\right) \leq n-\min \{\alpha, p-2\}$, with $p>2$ the higher integrability exponent of $D u$ (hence, also here the partial regularity result from Theorem 5.12 is never optimal).

## Appendix A <br> Functional Analysis

We here provide some basic tools (without proofs) from linear functional analysis, which are used in the course of these lecture notes. We first gather the structures of metric, norm and inner product on general spaces, which can be interpreted as natural generalizations of the respective notions on the euclidean space $\mathbb{R}^{n}$. Then we recall the definitions of dual spaces, weak convergence and weak compactness, and present some essential facts in this regard. Finally, we state the theorems of Lax-Milgram and of Browder-Minty, which are relevant for the existence theory for linear and nonlinear partial differential equations.

Metric spaces We start by defining the notion of a distance on general sets.
Definition A. 1 Let $X$ be a set. A map $d: X \times X \rightarrow \mathbb{R}_{0}^{+}$is called metric if there hold
(i) $d(x, y) \leq d(x, z)+d(z, y)$ for all $x, y, z \in X$ (triangle inequality),
(ii) $d(x, y)=d(y, x)$ for all $x, y \in X$ (symmetry),
(iii) $d(x, y)=0$ if and only if $x=y$.

Moreover, the pair $(X, d)$ of a set $X$ and a metric $d$ on $X$ is called a metric space (but explicit reference to the metric is usually omitted if it is clear from the context which metric is used).

In a metric space it is possible to introduce topological objects like closed and open sets (e.g. the balls $B_{r}\left(x_{0}\right)$ in the euclidean space $\mathbb{R}^{n}$ with radius $r$ ). In a more abstract sense, such topological properties can be used to study topological spaces that require for its basic definition only a collection of subsets of the set $X$ (the open sets) which satisfy the conditions of a topology. However, in what follows, we shall only need the concepts of Cauchy sequences, convergence of sequences, separability and completeness in metric spaces.

Definition A. 2 Let $(X, d)$ be a metric space.
(i) A sequence $\left(x_{j}\right)_{j \in \mathbb{N}}$ in $X$ is called a Cauchy sequence if there holds $d\left(x_{j}, x_{\ell}\right) \rightarrow 0$ as $j, \ell \rightarrow \infty$;
(ii) A sequence $\left(x_{j}\right)_{j \in \mathbb{N}}$ in $X$ is said to converge to some $x \in X$ (written $\left.x_{j} \rightarrow x\right)$ if $d\left(x_{j}, x\right) \rightarrow 0$ as $j \rightarrow \infty$;
(iii) $X$ is called separable if there exists a countable, dense subset;
(iv) $X$ is called complete if every Cauchy sequence in $X$ converges.

Normed spaces If the underlying space is not a general set but a vector space, one can define the notion of a norm.

Definition A. 3 Let $X$ be a vector space. A map $\|\cdot\|_{X}: X \rightarrow \mathbb{R}_{0}^{+}$is called a norm if there hold
(i) $\|x+y\|_{X} \leq\|x\|_{X}+\|y\|_{X}$ for all $x, y \in X$ (triangle inequality),
(ii) $\|\lambda x\|_{X}=|\lambda|\|x\|_{X}$ for all $x \in X$ and $\lambda \in \mathbb{R}$ (homogeneity),
(iii) $\|x\|_{X}=0$ implies $x=0$.

Moreover, the pair $\left(X,\|\cdot\|_{X}\right)$ of a vector space $X$ and a norm $\|\cdot\|_{X}$ on $X$ is called a normed space (but explicit reference to the norm is usually omitted if it is clear from the context which norm is used).

By defining the map $d: X \times X \rightarrow \mathbb{R}_{0}^{+}$via $d(x, y):=\|x-y\|_{X}$ for all $x, y \in X$, every norm induces a metric in a natural way. In this sense, one can define Cauchy sequences, convergence of sequences (also referred to as strong convergence, that is, convergence in norm), and completeness for normed spaces exactly as for metric spaces. We further call a normed space a Banach space if it is complete with respect to the metric induced by the norm.

Examples of Banach spaces, which appear in these notes, are Hölder spaces $C^{k, \alpha}(\bar{\Omega})$, Lebesgue spaces $L^{p}(\Omega)$, Morrey spaces $L^{p, \lambda}(\Omega)$, Campanato spaces $\mathcal{L}^{p, \lambda}(\Omega)$, and Sobolev spaces $W^{k, p}(\Omega)$, for $k \in \mathbb{N}, p \in[1, \infty], \lambda \in[0, \infty)$ and $\alpha \in[0,1]$, cp. Theorems 1.4, 1.18 and 1.33.

Definition A. 4 Let $X, Y$ be two Banach spaces with $X \subset Y$. We say that $X$ is compactly embedded in $Y$ (written $X \subseteq Y$ ) provided that
(i) $X$ is continuously embedded in $Y$, i.e., there exists a constant $C$ such that $\|x\|_{Y} \leq C\|x\|_{X}$ for all $x \in X$;
(ii) Every bounded sequence in $X$ is sequentially precompact in $Y$, i.e., it has a subsequence which converges in $Y$.

Remark A.5 If $X, Y, Z$ are Banach spaces with $X \subset Y \subset Z$ and if one of the embeddings $X \hookrightarrow Y$ and $Y \hookrightarrow Z$ is compact and the other one continuous, then the composite embedding $X \hookrightarrow Z$ is also compact.

Definition A. 6 Let $X$ be a real vector space. A map $\langle\cdot, \cdot\rangle_{X}: X \times X \rightarrow \mathbb{R}$ is called an inner product if there hold
(i) $\langle x, y\rangle_{X}=\langle y, x\rangle_{X}$ for all $x, y \in X$ (symmetry),
(ii) the map $x \mapsto\langle x, y\rangle_{X}$ is linear for each $y \in X$ (linearity),
(iii) $\langle x, x\rangle_{X} \geq 0$ for all $x \in X$ and $\langle x, x\rangle_{X}=0$ if and only if $x=0$ (positive definiteness).

Given a real vector space $X$ with inner product $\langle\cdot, \cdot\rangle_{X}$, one can define a norm $\|\cdot\|_{X}$ via $\|x\|_{X}:=\sqrt{\langle x, x\rangle_{X}}$ for all $x \in X$. For the verification of the triangle inequality, we mention the Cauchy-Schwarz inequality $\left|\langle x, y\rangle_{X}\right| \leq$ $\|x\|_{X}\|y\|_{X}$ for all $x, y, \in X$, which is a direct consequence of the positivity of $\langle x+\lambda y, x+\lambda y\rangle_{X}$ for a suitable choice of $\lambda$. Finally, we call a vector space Hilbert space if it is a Banach space with the norm induced by the inner product.

Examples of Hilbert spaces are the Lebesgue space $L^{2}(\Omega)$ and the Sobolev space $W^{1,2}(\Omega)$, cp. Remarks 1.20 and 1.34 .

Linear maps on normed vector spaces, dual spaces and weak convergence We here restrict ourselves to normed spaces, even though parts of the theory could be developed in topological spaces as well. So let $X$ and $Y$ be two normed spaces, with norms indicated by $\|\cdot\|_{X}$ and $\|\cdot\|_{Y}$, respectively. We define

$$
L(X ; Y):=\{T: X \rightarrow Y: T \text { is linear and continuous }\}
$$

(and note that continuity and boundedness are equivalent for a linear map $T: X \rightarrow Y)$. We further define $\|\cdot\|_{L(X ; Y)}: L(X ; Y) \rightarrow \mathbb{R}_{0}^{+}$by setting for each element $T \in L(X ; Y)$

$$
\|T\|_{L(X ; Y)}:=\sup _{x \in X:\|x\|_{X} \leq 1}\|T x\|_{Y}
$$

This is indeed a norm on $L(X ; Y)$ (called the operator norm), and endowed with it the space $L(X ; Y)$ is a normed space. Furthermore, if $Y$ is a Banach space, then so is $L(X ; Y)$ (and the reverse implication is also true whenever $X \neq\{0\}$ is non-trivial). We are particularly interested in the case $Y=\mathbb{R}$.

Definition A. 7 Let $X$ be a normed space.
(i) The space $X^{*}:=L(X ; \mathbb{R})$ is called the dual space of $X$, and its elements are called bounded linear functionals on $X$. The space $X^{* *}:=\left(X^{*}\right)^{*}$ is further called the bidual space of $X$;
(ii) The duality pairing $\langle\cdot, \cdot\rangle_{X, X^{*}}: X \times X^{*} \rightarrow \mathbb{R}$ of $X$ and $X^{*}$ is defined via

$$
\left\langle x, x^{*}\right\rangle_{X, X^{*}}:=x^{*}(x)
$$

for all $x \in X$ and $x^{*} \in X^{*}$;
(iii) A Banach space $X$ is called reflexive if the map $J_{X} \in L\left(X ; X^{* *}\right)$, defined via $J_{X}(x)\left(x^{*}\right):=\left\langle x, x^{*}\right\rangle_{X, X^{*}}$ for all $x \in X$ and $x^{*} \in X^{*}$, is surjective,
i.e., if for every $x^{* *} \in X^{* *}$ there exists some $x \in X$ such that

$$
\left\langle x^{*}, x^{* *}\right\rangle_{X^{*}, X^{* *}}=\left\langle x, x^{*}\right\rangle_{X, X^{*}} \quad \text { for all } x^{*} \in X^{*}
$$

Examples of reflexive spaces are the Lebesgue spaces $L^{p}(\Omega)$ and the Sobolev spaces $W^{k, p}(\Omega)$ for $k \in \mathbb{N}$ and $p \in(1, \infty)$.

With the dual space at hand, we can now define weaker notions of convergence and compactness.

Definition A. 8 Let $X$ be a Banach space.
(i) A sequence $\left(x_{j}\right)_{j \in \mathbb{N}}$ in $X$ is said to converge weakly to some $x \in X$ (written $x_{j} \rightharpoonup x$ ) if for every $x^{*} \in X^{*}$ there holds $\left\langle x_{j}, x^{*}\right\rangle_{X, X^{*}} \rightarrow$ $\left\langle x, x^{*}\right\rangle_{X, X^{*}}$ as $j \rightarrow \infty$;
(ii) A sequence $\left(x_{j}^{*}\right)_{j \in \mathbb{N}}$ in $X^{*}$ is said to converge weakly-* to some $x^{*} \in$ $X^{*}\left(\right.$ written $\left.x_{j}^{*} \xrightarrow{*} x^{*}\right)$ if for every $x \in X$ there holds $\left\langle x, x_{j}^{*}\right\rangle_{X, X^{*}} \rightarrow$ $\left\langle x, x^{*}\right\rangle_{X, X^{*}}$ as $j \rightarrow \infty ;$
(iii) A set $C \subset X$ is called weakly (sequentially) closed if every weakly convergent subsequence has its weak limit again in $C$;
(iv) A set $K \subset X$ is called weakly (sequentially) compact if every sequence in $K$ has a weakly convergent subsequence, with weak limit again in $K$;
(v) A set $K^{*} \subset X^{*}$ is called weakly-* (sequentially) compact if every sequence in $K^{*}$ has a weakly-* convergent subsequence, with weak-* limit again in $K^{*}$.

Even though it is not needed here, we note that one can define a notion of weak compactness also via coverings. To do so, one defines the weak topology as the coarsest topology on $X$ such that every $x^{*} \in X^{*}$ is continuous (analogously, the weak-* topology is the coarsest topology on $X^{*}$ such that $J_{X}(x)$ is continuous for every $x \in X$ ). One then defines a set $K \subset X$ to be weakly compact (or weakly-* compact) if every open cover of $K$ with sets in the weak topology (or weak-* topology) admits a finite subcover. Unless $X$ is a metric space, these concepts of compactness are in general different. Concerning closedness, we note that every set which is weakly closed is also (strongly) closed, but the converse is in general false. However, it is true for convex sets (known as Mazur's lemma), and this is of some relevance for partial differential equations (in particular the existence theory).

Lemma A. 9 (Mazur) Let $X$ be a Banach space. A convex subset of $X$ is closed if and only if it is weakly closed.

We now comment on some basic facts on weak and weak-*-convergence. We first observe that convergence in norm (that is, strong convergence) obviously implies weak (and weak-*) convergence. Similarly as for convergence in norm, we also have uniqueness of weak limits (as a consequence of Hahn-Banach theorem), whereas uniqueness of weak-*-limits is trivially true. Finally, we mention that the norm is lower semicontinuous with respect to weak and
weak-*-convergence (the proof of the first statement again involves a Hahn-Banach-type argument).

Via the Banach-Steinhaus theorem one can show that weak (and also weak-*) convergent sequences are bounded. Conversely, we can extract a weakly convergent subsequence from an arbitrary bounded sequence if and only if the underlying space is reflexive. More precisely, we have the following equivalences.

Theorem A. 10 Let $X$ be a Banach space. Then the following statements are equivalent:
(i) $X$ is reflexive;
(ii) The dual space $X^{*}$ is reflexive;
(iii) The closed unit ball $B:=\left\{x \in X:\|x\|_{X} \leq 1\right\}$ is weakly compact;
(iv) Every bounded sequence in $X$ has a weakly convergent subsequence.

In the literature, these statement can for example be found in [6]. The equivalence of (i) and (ii) is stated in [6, Corollary 3.21], the equivalence of (i) and (iii) in [6, Theorem 3.17] (due to Kakutani), and the equivalence of (i) and (iv) in [6, Theorem 3.18 and Theorem 3.19] (due to Eberlein and Šmulian).

Some statements of relevance for the existence theory The first statement in this regard concerns the Lax-Milgram theorem which can be seen as a generalization of the Riesz representation theorem and which in particular can be used to show the existence and uniqueness of a weak solution to the Dirichlet problem for linear elliptic systems (see Remark 4.12).

Theorem A. 11 (Lax-Milgram) Let $H$ be a real Hilbert space and let $B: H \times H \rightarrow \mathbb{R}$ be a bilinear form which is bounded and coercive, i.e., there exists a constant $L \geq 1$ such that

$$
\begin{aligned}
B(v, w) & \leq L\|v\|_{H}\|w\|_{H} \\
B(v, v) & \geq\|v\|_{H}^{2}
\end{aligned}
$$

hold for all $v, w \in H$. Then there exists a linear bijection $\Lambda: H^{*} \rightarrow H$ such that

$$
B(\Lambda(F), v)=F(v)
$$

for all $F \in H^{*}$ and all $v \in H$. Moreover, both $\Lambda$ and its inverse $\Lambda^{-1}$ are bounded.

For the proof we refer to [84, Chapter III.7]. Secondly, we recall a basic existence and uniqueness result from the theory of monotone operators, cf. [56, Théorème 2.2.1], which is sufficiently general to provide the existence
of weak solutions also to the Dirichlet problem for some nonlinear elliptic systems (see Remark 5.27).

Theorem A. 12 (Browder-Minty) Let $X$ be a reflexive, separable Banach space and let $A: X \rightarrow X^{*}$ be a bounded, continuous operator which is (strictly) monotone and coercive, i.e., there hold

$$
\begin{aligned}
\langle v-w, A(v)-A(w)\rangle_{X, X^{*}} \geq(>) 0 & \text { for all } v \neq w \in X, \\
\langle v, A(v)\rangle_{X, X^{*}}\|v\|_{X}^{-1} \rightarrow \infty & \text { as }\|v\|_{X} \rightarrow \infty .
\end{aligned}
$$

Then the operator $A$ is (injective and) surjective, i.e. for every $F \in X^{*}$ there exists (a unique) $u \in X$ such that $A(u)=F$.

## Appendix B Some Technical Lemmata

We here collect some (well-known) iteration lemmata.
Lemma B. 1 ([30], Lemma V.3.1) Assume that $\phi(\varrho)$ is a non-negative, real-valued, bounded function defined on an interval $[r, R] \subset \mathbb{R}^{+}$. Assume further that for all $r \leq \varrho<\sigma \leq R$ we have

$$
\phi(\varrho) \leq\left[A_{1}(\sigma-\varrho)^{-\alpha_{1}}+A_{2}(\sigma-\varrho)^{-\alpha_{2}}+A_{3}\right]+\vartheta \phi(\sigma)
$$

for some non-negative constants $A_{1}, A_{2}, A_{3}$, non-negative exponents $\alpha_{1} \geq \alpha_{2}$, and a parameter $\vartheta \in[0,1)$. Then we have

$$
\phi(r) \leq c\left(\alpha_{1}, \vartheta\right)\left[A_{1}(R-r)^{-\alpha_{1}}+A_{2}(R-r)^{-\alpha_{2}}+A_{3}\right] .
$$

Proof We proceed by iteration and start by defining a sequence $\left(\varrho_{j}\right)_{j \in \mathbb{N}_{0}}$ via

$$
\varrho_{j}:=r+\left(1-\lambda^{j}\right)(R-r)
$$

for some $\lambda \in(0,1)$ to be chosen later. This sequence is increasing, converging to $R$ as $j \rightarrow \infty$, and the difference of two subsequent members is given by

$$
\varrho_{j}-\varrho_{j-1}=(1-\lambda) \lambda^{j-1}(R-r)
$$

Applying the assumption inductively with $\varrho=\varrho_{j-1}, \sigma=\varrho_{j}$ for $j \in\{1, \ldots, \ell\}$ and taking into account $\alpha_{1} \geq \alpha_{2}$, we obtain

$$
\begin{aligned}
& \phi(r)=\phi\left(\varrho_{0}\right) \\
& \leq A_{1}(1-\lambda)^{-\alpha_{1}}(R-r)^{-\alpha_{1}}+A_{2}(1-\lambda)^{-\alpha_{2}}(R-r)^{-\alpha_{2}}+A_{3}+\vartheta \phi\left(\varrho_{1}\right) \\
& \leq(1-\lambda)^{-\alpha_{1}} \sum_{j=0}^{\ell-1} \vartheta^{j} \lambda^{-j \alpha_{1}}\left[A_{1}(R-r)^{-\alpha_{1}}+A_{2}(R-r)^{-\alpha_{2}}+A_{3}\right]+\vartheta^{\ell} \phi\left(\varrho_{\ell}\right)
\end{aligned}
$$

for every $\ell \in \mathbb{N}$. If we now choose $\lambda$ in dependency of $\vartheta$ and $\alpha_{1}$ such that $\vartheta \lambda^{-\alpha_{1}}<1$, then the series on the right-hand side of the previous inequality converges. Therefore, passing to the limit $\ell \rightarrow \infty$, we arrive at the conclusion, with constant $c\left(\alpha_{1}, \vartheta\right):=(1-\lambda)^{-\alpha_{1}}\left(1-\vartheta \lambda^{-\alpha_{1}}\right)^{-1}$.

Lemma B. 2 ([78], Lemma 5.1) Assume that $\phi(h, \varrho)$ is a non-negative, real-valued function defined for $h \geq k_{0}$ and $r \leq \varrho \leq R$. Assume further that it is non-increasing in $h$ for fixed $\varrho$, that it is non-decreasing in $\varrho$ for fixed $h$, and that for all $k>h>k_{0}$ and $r \leq \varrho<\sigma \leq R$ we have

$$
\begin{equation*}
\phi(k, \varrho) \leq\left[A_{1}(k-h)^{-\alpha_{1}}(\sigma-\varrho)^{-\alpha_{2}}+A_{2}(k-h)^{-\alpha_{1}-\alpha_{2}}\right] \phi(h, \sigma)^{\beta} \tag{B.1}
\end{equation*}
$$

with constants $A_{1}>0, A_{2} \geq 0$, with positive exponents $\alpha_{1}, \alpha_{2}$, and a parameter $\beta>1$. Then we have

$$
\phi\left(k_{0}+d, r\right)=0
$$

where $d$ is given by

$$
d^{\alpha_{1}}=A_{1}(R-r)^{-\alpha_{2}} 2^{\frac{\beta\left(\alpha_{1}+\alpha_{2}\right)}{\beta-1}+1} \phi\left(k_{0}, R\right)^{\beta-1}+\left(A_{1}^{-1} A_{2}\right)^{\frac{\alpha_{1}}{\alpha_{2}}}(R-r)^{\alpha_{1}}
$$

Proof We proceed by iteration, and for this purpose, we define two sequences $\left(k_{j}\right)_{j \in \mathbb{N}_{0}}$ and $\left(\varrho_{j}\right)_{j \in \mathbb{N}_{0}}$ via

$$
k_{j}:=k_{0}+d\left(1-2^{-j}\right) \quad \text { and } \quad \varrho_{j}:=r+2^{-j}(R-r) .
$$

We observe that the sequence $\left(k_{j}\right)_{j \in \mathbb{N}_{0}}$ is increasing with limit $k_{0}+d$, whereas the sequence $\left(\varrho_{j}\right)_{j \in \mathbb{N}_{0}}$ is decreasing with limit $r$. Furthermore, the differences of two subsequent members are given by

$$
k_{j}-k_{j-1}=2^{-j} d \quad \text { and } \quad \varrho_{j-1}-\varrho_{j}=2^{-j}(R-r) .
$$

Applying the assumption of the lemma with $k=k_{j}, h=k_{j-1}$ and $\varrho=\varrho_{j}$, $\sigma=\varrho_{j-1}$ for arbitrary $j \in \mathbb{N}$, we obtain

$$
\begin{aligned}
\phi\left(k_{j}, \varrho_{j}\right) & \leq\left[A_{1} d^{-\alpha_{1}}(R-r)^{-\alpha_{2}}+A_{2} d^{-\alpha_{1}-\alpha_{2}}\right] 2^{\left(\alpha_{1}+\alpha_{2}\right) j} \phi\left(k_{j-1}, \varrho_{j-1}\right)^{\beta} \\
& \leq A_{1} d^{-\alpha_{1}}(R-r)^{-\alpha_{2}} 2^{1+\left(\alpha_{1}+\alpha_{2}\right) j} \phi\left(k_{j-1}, \varrho_{j-1}\right)^{\beta}
\end{aligned}
$$

where we have also used $d^{\alpha_{2}} \geq A_{1}^{-1} A_{2}(R-r)^{\alpha_{2}}$, available from the definition of $d$. In the next step we prove by induction that the estimate

$$
\begin{equation*}
\phi\left(k_{j}, \varrho_{j}\right) \leq 2^{-j \frac{\alpha_{1}+\alpha_{2}}{\beta-1}} \phi\left(k_{0}, \varrho_{0}\right) \tag{B.2}
\end{equation*}
$$

holds for all $j \in \mathbb{N}_{0}$. Indeed, this inequality is trivial for $j=0$. For the inductive step with $j \in \mathbb{N}$ we employ the definition of $d$ as given in the statement (and note $\varrho_{0}=R$ ) in order to find:

$$
\begin{aligned}
& \phi\left(k_{j}, \varrho_{j}\right) \leq A_{1} d^{-\alpha_{1}}(R-r)^{-\alpha_{2}} 2^{1+\left(\alpha_{1}+\alpha_{2}\right) j} \phi\left(k_{j-1}, \varrho_{j-1}\right)^{\beta} \\
& \leq A_{1} d^{-\alpha_{1}}(R-r)^{-\alpha_{2}} 2^{1+\left(\alpha_{1}+\alpha_{2}\right) j} 2^{-(j-1) \beta \frac{\alpha_{1}+\alpha_{2}}{\beta-1}} \phi\left(k_{0}, \varrho_{0}\right)^{\beta-1} \phi\left(k_{0}, \varrho_{0}\right) \\
& =2^{-\beta \frac{\alpha_{1}+\alpha_{2}}{\beta-1}+\left(\alpha_{1}+\alpha_{2}\right) j-(j-1) \beta \frac{\alpha_{1}+\alpha_{2}}{\beta-1}} \phi\left(k_{0}, \varrho_{0}\right)=2^{-j \frac{\alpha_{1}+\alpha_{2}}{\beta-1}} \phi\left(k_{0}, \varrho_{0}\right) .
\end{aligned}
$$

By the monotonicity properties of $\phi(h, \varrho)$ we deduce from (B.2)

$$
\phi\left(k_{0}+d, r\right) \leq \phi\left(k_{j}, \varrho_{j}\right) \leq 2^{-j \frac{\alpha_{1}+\alpha_{2}}{\beta-1}} \phi\left(k_{0}, R\right)
$$

and the assertion follows from the passage to the limit $j \rightarrow \infty$.
Lemma B. 3 Assume that $\phi(\varrho)$ is a non-negative, real-valued, nondecreasing function defined on the interval $\left[0, R_{0}\right]$. Assume further that there exists a number $\tau \in(0,1)$ such that for all $R \leq R_{0}$ we have

$$
\phi(\tau R) \leq\left(\tau^{\alpha_{1}}+\kappa\right) \phi(R)+A R^{\alpha_{2}}
$$

for some non-negative constant $A$, some number $\kappa \geq 0$, and positive exponents $\alpha_{1}>\alpha_{2}$. Then there exists a positive number $\kappa_{0}=\kappa_{0}\left(\tau, \alpha_{1}, \alpha_{2}\right)$ such that for $\kappa \leq \kappa_{0}$ and all $r \leq R \leq R_{0}$ we have

$$
\phi(r) \leq c\left(\tau, \alpha_{1}, \alpha_{2}\right)\left[\left(\frac{r}{R}\right)^{\alpha_{2}} \phi(R)+A r^{\alpha_{2}}\right] .
$$

Proof We start by fixing some exponent $\alpha_{3} \in\left(\alpha_{2}, \alpha_{1}\right)$ depending only on $\alpha_{1}$ and $\alpha_{2}$. We then determine $\kappa_{0} \in(0,1)$ such that $\tau^{\alpha_{1}}+\kappa_{0}=\tau^{\alpha_{3}}$. By induction, we obtain for every $R \leq R_{0}$ and every $j \in \mathbb{N}$

$$
\begin{aligned}
\phi\left(\tau^{j} R\right) & \leq \tau^{\alpha_{3}} \phi\left(\tau^{j-1} R\right)+A \tau^{(j-1) \alpha_{2}} R^{\alpha_{2}} \\
& \leq \tau^{j \alpha_{3}} \phi(R)+A \tau^{(j-1) \alpha_{2}} R^{\alpha_{2}} \sum_{i=0}^{j-1} \tau^{i\left(\alpha_{3}-\alpha_{2}\right)} \\
& \leq \tau^{j \alpha_{2}} \phi(R)+c\left(\tau, \alpha_{1}, \alpha_{2}\right) A \tau^{j \alpha_{2}} R^{\alpha_{2}}
\end{aligned}
$$

where we have used the fact that the series is convergent. For an arbitrary $r \in(0, R]$ we determine $j \in \mathbb{N}_{0}$ such that $\tau^{j+1} R<r \leq \tau^{j} R$. Since $\phi$ is
non-decreasing, the assertion follows from the computation

$$
\begin{aligned}
\phi(r) \leq \phi\left(\tau^{j} R\right) & \leq \tau^{j \alpha_{2}} \phi(R)+c\left(\tau, \alpha_{1}, \alpha_{2}\right) A \tau^{j \alpha_{2}} R^{\alpha_{2}} \\
& \leq \tau^{-\alpha_{2}}\left[\left(\frac{r}{R}\right)^{\alpha_{2}} \phi(R)+c\left(\tau, \alpha_{1}, \alpha_{2}\right) A r^{\alpha_{2}}\right]
\end{aligned}
$$

## List of Notation

We here summarize most of the notation used in these lecture notes. The page number refers to the first occurrence or of the precise definition for each notation or abbreviation.

## Sets and measures

| $\emptyset$ | empty set, p. 44 |
| :---: | :---: |
| $A\left(k, x_{0}, r\right)$ | $k$-super-level set of the relevant function in the ball $B_{r}\left(x_{0}\right)$, p. 61 |
| $B\left(k, x_{0}, r\right)$ | $k$-sub-level set of the relevant function in the ball $B_{r}\left(x_{0}\right)$, p. 61 |
| $B_{r}\left(x_{0}\right)$ | open $n$-dimensional ball with radius $r$ and center $x_{0}$, p. 6 |
| $B_{r}$ | abbreviation for $B_{r}(0)$, p. 25 |
| $\operatorname{diam}(S)$ | diameter of the set $S$, p. 44 |
| $\operatorname{dim}_{\mathcal{H}}(S)$ | Hausdorff dimension of the set $S$, p. 45 |
| $\operatorname{dist}(S, T)$ | distance between two sets $S$ and $T$, p. 27 |
| $\mathcal{H}^{k}(S)$ | $k$-dimensional Hausdorff measure of the set $S$, p. 44 |
| $\mathcal{L}^{n}(S)$ or $\|S\|$ | Lebesgue measure of the set $S$, p. 6 |
| N | the set of positive integers (and $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$ ), p. 2 |
| $\Omega$ | denotes usually a set in $\mathbb{R}^{n}$, on which a function or equation is given, p. 2 |
| $\Omega\left(x_{0}, r\right)$ | abbreviation for $B_{r}\left(x_{0}\right) \cap \Omega$, p. 11 |
| $\omega_{k}$ | abbreviation for $\pi^{k / 2} / \Gamma(1+k / 2)$, p. 44 |
| $\mathrm{R}^{n}$ | $n$-dimensional real Euclidean space, p. 2 |
| R | the real line (and $\mathbb{R}^{+}:=(0, \infty)$ and $\left.\mathbb{R}_{0}^{+}:=\mathbb{R}^{+} \cup\{0\}\right)$, p. 2 |
| $S \subset T$ | the set $S$ is (not necessarily strictly) contained in the set $T$, p. 3 |
| $S \Subset T$ | the set $S$ is compactly contained in the set $T$, p. 4 |
| $\bar{S}$ | closure of the set $S$, p. 2 |
| $\partial S$ | (topological) boundary of the set $S$, p. 27 |


| $\mathbb{S}^{n-1}$ | unit sphere $\partial B_{1}$ in $\mathbb{R}^{n}$, p. 26 |
| :--- | :--- |
| $x$ | generic point in $\mathbb{R}^{n}$ p. 2 |

## Function spaces

$C\left(\Omega, \mathbb{R}^{N}\right) \quad$ space of continuous functions on $\Omega$, p. 2
$C_{0}\left(\Omega, \mathbb{R}^{N}\right) \quad$ space of continuous functions on $\Omega$ with compact support, p. 2
$C^{k}\left(\Omega, \mathbb{R}^{N}\right) \quad$ space of functions which are $k$-times continuously differentiable on $\Omega$, p. 2
$C_{0}^{k}\left(\Omega, \mathbb{R}^{N}\right) \quad$ space of functions in $C^{k}\left(\Omega, \mathbb{R}^{N}\right)$ with compact support in $\Omega$, p. 2
$C^{k, \alpha}\left(\Omega, \mathbb{R}^{N}\right) \quad$ space of functions in $C^{k}\left(\Omega, \mathbb{R}^{N}\right)$ with $\alpha$-Hölder continuous $k$-th order derivatives, p. 3
$C^{\infty}\left(\Omega, \mathbb{R}^{N}\right) \quad$ space of smooth functions on $\Omega$, p. 2
$C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right) \quad$ space of functions in $C^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ with compact support in $\Omega$, p. 2
$L^{p}\left(\Omega, \mathbb{R}^{N}\right) \quad$ Lebesgue space on $\Omega$, integrable to the power $p$, p. 4
$\mathcal{L}^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right) \quad$ Campanato space on $\Omega$, p. 11
$L^{p, \lambda}\left(\Omega, \mathbb{R}^{N}\right) \quad$ Morrey space on $\Omega$, p. 11
$W^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \quad$ Sobolev space of integer order $k$ on $\Omega$, p. 19
$W_{0}^{k, p}\left(\Omega, \mathbb{R}^{N}\right) \quad$ norm closure of $C_{0}^{\infty}\left(\Omega, \mathbb{R}^{N}\right)$ in $W^{k, p}\left(\Omega, \mathbb{R}^{N}\right)$, p. 19
$W^{k+\theta, p}\left(\Omega, \mathbb{R}^{N}\right)$ Sobolev space of fractional order $k+\theta$ on $\Omega$, p. 22

## Functions and operations on functions

$\mathbb{1}_{S} \quad$ characteristic function of the set $S$, p. 24
$\operatorname{div} F \quad$ divergence of a vector field $F$, p. 57
$E\left(f ; x_{0}, r\right) \quad$ excess of a function $f$ in the ball $B_{r}\left(x_{0}\right)$, p. 100
$\exp \quad$ exponential function, p. 13
$E f \quad$ extension of $f$ to a larger set, p. 21
$(f)_{S} \quad$ mean value of $f$ on the set $S$, p. 6
$f_{-} \quad$ negative part $-\min \{f, 0\}$ of $f$, p. 61
$f_{+} \quad$ positive part $\max \{f, 0\}$ of $f$, p. 61
$f^{\kappa} \quad \kappa$-th component function of a vector-valued function $f, \mathrm{p} .26$
$D_{i} f \quad$ (weak) partial derivative of $f$ with respect to $x_{i}$, p. 2
$D f \quad$ (weak) derivative of $f$, p. 2
$D^{\beta} f \quad$ partial derivative $D_{1}^{\beta_{1}} \ldots D_{n}^{\beta_{n}} f$ for a multiindex $\beta \in \mathbb{N}_{0}^{n}$, p. 2
$D^{k} f \quad$ the set of all partial derivatives of $f$ of order $k$, p. 2
$\log \quad$ logarithmic function, p. 25
$M\left(x_{0}, r\right) \quad$ supremum of the relevant function in the ball $B_{r}\left(x_{0}\right), \mathrm{p} .66$
$m\left(x_{0}, r\right) \quad$ infimum of the relevant function in the ball $B_{r}\left(x_{0}\right), \mathrm{p} .66$
$\operatorname{osc}\left(x_{0}, r\right) \quad$ oscillation of the relevant function in the ball $B_{r}\left(x_{0}\right), \mathrm{p} .66$
$\operatorname{Reg}_{\alpha}(f) \quad$ set of points in which $f$ is locally $\alpha$-Hölder continuous, p. 99

| $\operatorname{Sing}_{\alpha}(f)$ | complement of $\operatorname{Reg}_{\alpha}(f)$, p. 99 |
| :--- | :--- |
| $\operatorname{spt} f$ | support of $f$, p. 2 |
| $\tau_{e, h}$ | finite difference operator with respect to direction $e$ with <br> stepsize $h$, p. 26 |
| $\triangle_{e, h}$ | finite difference quotient operator with respect to direction $e$ <br> with stepsize $h$, p. 26 |

## Functional analysis

$X^{*} \quad$ dual space to a normed vector space $X$, p. 173
$\langle\cdot, \cdot\rangle_{X, X^{*}} \quad$ duality pairing, p. 173
$x_{j} \rightarrow x \quad$ a sequence $\left(x_{j}\right)_{j \in \mathbb{N}}$ in a normed vector space $X$ converges strongly to $x$, p. 172
$x_{j} \rightharpoonup x \quad$ a sequence $\left(x_{j}\right)_{j \in \mathbb{N}}$ in a normed vector space $X$ converges weakly to $x$, p. 174

## Other notation

$|\beta| \quad$ length of a multiindex $\beta \in \mathbb{N}_{0}^{n}$, p. 2
$\delta_{i j} \quad$ Kronecker delta, defined as 1 for $i=j$ and as 0 for $i \neq j$, p. 26
$N \quad$ functions usually take values in $\mathbb{R}$ (scalar case) or in $\mathbb{R}^{N}$ (vectorial case), p. 2
$p^{\prime} \quad$ conjugate exponent to $p \in[1, \infty]$, with $1 / p+1 / p^{\prime}=1$ (convention $1 / \infty=0$ ), p. 7
$p^{*} \quad$ Sobolev exponent to $p \in[1, n)$, i.e. $p^{*}=n p /(n-p)$, p. 33
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## Index

$\mathcal{A}$-harmonic
approximation lemma, 113
approximation technique
convex variational integrals, 147
model systems, 112
quasilinear systems, 132
definition, 113
Ahlfor's regularity condition, 13
Arzelà-Ascoli theorem, 4
blow-up technique, 106
bounded mean oscillation, 13
Browder-Minty theorem, 186

Caccioppoli inequality
linear systems, 91
for $Q$-minimizers, 65
quadratic variational integrals, 124
quasilinear systems, 131, 132
variational integrals, 147
Campanato space
definition, 12
isomorphy, 14
capacity criterion, 25
Carathéodory function
definition, 55
measurability of compositions, 55
Cauchy-Schwarz inequality, 183
classical solution, 54
compact embedding
definition, 182
for Hölder spaces, 37
Rellich-Kondrachov theorem, 37, 44
conjugate exponent, 7
continuous embedding
definition, 182
for Hölder spaces, 4
Morrey's inequality, 42, 44
Sobolev inequality, 32, 36
convergence
in metric spaces, 182
strong, 182
weak, 184
weak-*, 184
decay estimates (comparison)
linear systems, 97, 99, 102
quasilinear systems, 169
De Giorgi class, 66
De Giorgi's level set technique, 63
difference quotient, 27
direct approach
model systems, 120
quadratic variational integrals, 126
quasilinear systems (low dimensions), 173
Dirichlet energy, 61
dominated convergence theorem, 6

Euler-Lagrange equation, 58
example
of De Giorgi, 88
of Giusti-Miranda, 89
optimality of Hölder continuity in the scalar case, 73
optimality of the Hölder exponent, 145
excess, 105
existence of weak solutions
linear systems, 99
quasilinear systems, 169

Fatou lemma, 5

Gehring lemma, 11

Harnack inequality, 82
Hausdorff dimension, 47
Hausdorff measure, 47
Hilbert space regularity, 96
Hölder's inequality, 7
Hölder space, 3
hole filling technique, 65
interpolation lemma, 162
isoperimetric inequality, 36
iteration lemma, 187-189

Jensen's inequality, 7
John-Nirenberg lemma, 14

Lax-Milgram theorem, 185
Lebesgue differentiation theorem, 6
Lebesgue point, 7
Lebesgue space
completeness, 8
definition, 4
norm, 4
reflexivity, 10
level set, 63
Liouville theorem, 92
Lipschitz domain, 13
Lipschitz function, 3

Mazur's lemma, 184
minimizer, 56
Minkowski's inequality, 9
monotone convergence theorem, 5
monotone operator, 186
Morrey space, 12
Morrey's inequality, 42
Moser's iteration technique, 76
oscillation, 69
partial regularity
convex variational integrals, 147
definition, 104
model system, 110
quadratic variational integrals, 124
quasilinear systems, 144
low dimensions, 173
Poincaré inequality, 39
$Q$-minimizer, 61
quasilinear system, 53
regular set
definition, 104
regularity improvement convex variational integrals, 147
model system, 110
quadratic variational integrals, 124
quasilinear systems, 144
quasilinear systems (low dimensions), 173
quasilinear systems (two dimensions), 178
Rellich-Kondrachov theorem, 37
Riesz-Fischer theorem, 9
scaling argument, 18, 41
Schauder estimates, 102
singular set
characterization
convex variational integrals, 147
model system, 110
quadratic variational integrals, 124
quasilinear systems, 144
quasilinear systems (low dimensions), 173
quasilinear systems (two dimensions), 178
definition, 104
Hausdorff dimension
model system, 112
quadratic variational integrals, 124
quasilinear systems, 161, 167, 168
quasilinear systems (low dimensions), 173
Sobolev embedding, 32

Sobolev space
approximation, 22
compatibility with classical derivatives, 43
completeness, 20
definition, 19
differentiability criteria, 25, 27
Dirichlet class, 22
extension, 22
fractional, 23
Lebesgue points, 50
norm, 19
trace, 22
Sobolev-Poincaré inequality, 41
sub- $Q$-minimizer, 61
subsolution, 75
super- $Q$-minimizer, 61
supersolution, 75

Vitali covering lemma, 48
weak derivative, 18
weak solution, 54

Young's inequality, 7
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