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Zadanie 1:
Skonstruowác nieskónczony ciąg liter nad alfabetem{a, b, c} nie zawierający

żadnego kwadratu, tj. podsłowa postaciww, w 6= ε.

Rozwiązanie:
Skonstruuję ciąg słówxn taki, że słowoxn będzie prefiksemxn+1 oraz każde

xn nie będzie zawierało żadnego kwadratu. Wtedy będzie istnieć x = limn→∞ xn,
które również nie będzie zawierać żadnego kwadratu. Istotnie, gdybyx zawierało
podsłowo postaciww, w 6= ε, to pewien dostatecznie długi prefiksxn również
zawierałby podsłowoww.

Niechx1 = a. Do otrzymania słowaxn+1 zastosujemy podstawienie

a → abc

b → ac

c → b

Powiedzmy w skrócie, żexn = f(xn−1). Co istotne, tak jak każde podstawie-
nie,f jest homomorfizmem słów, tzn.f(vw) = f(v)f(w). Pozostaje udowodnić
postulowane własności tego ciągu.

1. xn jest prefiksemxn+1.

Zauważmy, żex2 = abc, więcx1 jest prefiksemx2. Załóżmy, żexn−1 jest
prefiksemxn. Wtedyxn = xn−1w, czyli

xn+1 = f(xn) = f(xn−1w) = f(xn−1)f(w) = xnf(w)

Czyli faktyczniexn będzie prefiksemxn+1.

2. xn nie zawiera podsłowa postaciww, w 6= ε.

Dla n = 1 twierdzenie zachodzi. Powiedzmy, że zachodzi dla wszystkich
i < n, ale dla pewnegon > 1 już nie. Wtedyxn = vwwz.

Dla słowaq powiemy, żef−1(q) = y jeśli istniejey takie, żef(y) = q. Na
przykład, gdyxn = vw, to jésli v ma odwrotnósć, to równieżw ją ma i na
odwrót. Jest tak dlatego, żef(f−1(v))w = vw = xn = f(xn−1), a zatem
w = f(xn−1)−f(f−1(v)) = f((xn−1)−f−1(v)), gdzie− oznacza obcięcie
prefiksu.

Zastanówmy się teraz, jakiej postaci musi być słowow. Rozpatrzmy nastę-
pujące przypadki:
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• w = aw′.
Wtedy łatwo widziéc, że słowow ma odwrotnósć f−1(w). Jest tak
dlatego, że oczywiście każdy prefiks, po którym wxn występuje znak
a ma odwrotnósć, a zatem odwrotnósć mająv i vw, czyli również
samow. Jésli tak, toxn−1 = f−1(xn) = f−1(v)f−1(w)f−1(w)f−1(z),
czyli równieżxn−1 zawiera kwadrat — sprzeczność.

• w = bw′.
Znak b może się pojawíc w xn w dwóch kontekstach: jako obrazc
lub jako fragment obrazua. Ten pierwszy przypadek oznacza, żev
ma odwrotnósć, a zatem kónczy się nab lub c. Teraz jésli w kończy
się nab lub c, to ma odwrotnósć, więc musi kónczýc się naa (jeśli
w ma odwrotnósć, to podobnie jak w poprzednim przypadku okazuje
się, żexn−1 zawiera kwadrat). Wtedy mamy podciągab (a pochodzi
z końcówki pierwszegow, b z początku drugiego), a zatem dalej musi
stác c. Czyli c jest drugim znakiem ww, ale to oznacza, że mamy
podciągbc (b to pierwszy znak pierwszegow, ac to drugi znak). Czyli
wczésniej musi stác a, a przecież założyliśmy, że stoi tamb lub c —
sprzecznósć.
Jésli b na początkuw pochodzi z obrazua, to dalej stoic. W szczegól-
nósci oznacza to, żev i w muszą kónczýc się naa. Czyli v = v′a, w =
bcw′′a, zás xn = vwwz = v′abcw′′abcw′′az = v′(abcw′′)(abcw′′)az.
Zatemxn zawiera również inny kwadrat, zaczynający się naa, co już
rozważylísmy w pierwszym przypadku.

• w = cw′.
Jésli drugiew zaczyna się nac, to pierwsze kónczy się naa lub ab. W
pierwszym przypadku mamy sytuacjęw = cw′a, czyli xn = vwwz =
vcw′acw′az. Jésli v kończy się naa lub z zaczyna się nac, to mamy
kwadraty rozważanych już postaci. Inaczejv kończy się naab, zás z
zaczyna się nabc, czyli xn = v′abcw′acw′abcz′. Zatem po wzięciu
f−1 od całósci tego wyrażenia dostajemy

xn−1 = f−1(v′)af−1(w′)bf−1(w′)af−1(z′)

Wtedy jednakxn−1 nie będzie miał odwrotnósci, gdyż jésli f−1(w′)
zaczyna się naa, to mamy dwie literya pod rząd; jésli zaczyna się na
b, bo mamy dwie literyb pod rząd, a jésli zaczyna się nac, to musi
kończýc się naa, a wtedy znów mamy dwie literya pod rząd, co nie
jest możliwe — sprzeczność.
Zatemw kończy się naab. Poab musi występowác c, zatemz = cz′,
czyli xn = vcw′abcw′abcz′, zásxn−1 = f−1(vc)f−1(w′)af−1(w′)af−1(z′)
i równieżxn−1 zawiera kwadrat.
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W każdym z rozpatrzonych przypadków okazało się, żexn nie może zawie-
rać kwadratu, zatem dowód jest zakończony.

Zadanie 2
Zaprojektowác algorytm, który dla danego automatu deterministycznego on

stanach, działającego nad alfabetemΣ, znajduje równoważny automat minimalny
w czasieO(|Σ| log n).

Rozwiązanie:
Znalazłem bardzo dobrą pozycję na ten temat i zamiast po prostu z niej prze-

pisywác, podam tytuł: Describing an Algorithm by Hopcroft, David Gries, Acta
Informatica vol 2. strony 97–109 (1973).

Zadanie 3
JęzykL nazwiemydefinitywnymjeśli istnieje takiek, że przynależnósć do-

wolnego słowa do językaL zależy tylko od jegok pierwszych liter. Oczywíscie
każdy język definitywny jest regularny, ale nie na odwrót.

Zaprojektowác algorytm, który dla dowolnego deterministycznego automatu
A rozstrzyga, czyL(A) jest definitywny w czasie wielomianowym względem roz-
miaruA.

Rozwiązanie:
JęzykL nie jest definitywny wtedy i tylko wtedy, gdy dla każdegon istnieje

słowoa ∈ L długósci |a| ≥ n, które zostanie zaakceptowane przez automatA nie
wczésniej, niż po przeczytaniun pierwszych znaków.

Dla automatu skónczonego to zachodzi tylko wtedy, gdy w grafie reprezentu-
jącymA istnieje cykl zawierający wierzchołek pewnejścieżki od pewnego stanu
początkowego do pewnego stanu końcowego. Ponadto z tego cyklu musi być osią-
galny jakís stan nieakceptujący. Wtedy bowiem można dowolnie dużo razy przejść
po tym cyklu, a słowo nadal może nie być zaakceptowane, po czym opuścíc go i
dósć do stanu akceptującego.

Będziemy korzystác z następujących procedur, których kod jest zapisany w
pseudojęzyku poniżej.

function koniec(x)
{oznacz x jako odwiedzony}
foreach y (nieodwiedzony wierzchołek osiągalny z x)

if (x to wierzchołek nieakceptujący)then return true;
if (koniec(y))then return true;

return false;
endfunction
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function cykl(x, root)
{oznacz x jako odwiedzony}
foreach y (nieodwiedzony wierzchołek osiągalny z x)

if (x == root) then return true;
if (koniectab[x] ==true )return false;
if (cykl(y, root)) then return true;

return false;
endfunction

function main()
foreach x (wierzchołek)

koniectab[x] = koniec(x);
foreach x (wierzchołek)

if (cykl(x, x))return "niedefinitywny";
return "definitywny";

endfunction

Ich znaczenie jest następujące: koniec sprawdza, czy po wejściu do danego wierz-
chołka można jeszcze osiągnąć stan nieakceptujący (wtedy zwraca false). Jeśli
jednak po osiągnięciu tego wierzchołka słowo już na pewno zostanie zaakcepto-
wane, zwracana jest wartość true.

cykl sprawdza, czy istniejéscieżka od wierzchołka x do wierzchołka root. W
szczególnósci wywołany z funkcji main szuka cyklu.

Zadanie 4
Rozważamy wyrażenia Boole’owskie zbudowane ze stałych 0, 1, nawiasów (,)

i operacji∧ i ∨, z oczywistą semantyką. Czy istnieje automat skończony nad alfa-
betem{0, 1, (, ),∧,∨}, który po przeczytaniu takiego wyrażenia Boole’owskiego
przyjmuje stan akceptujący wtedy i tylko wtedy, gdy wyrażenie ma wartość 1?

Rozwiązanie:
Taki automat nie istnieje. Przyjmijmy jednak, że istnieje, i że man stanów. Dla

uproszczenia rozumowania zakładam, że automat ten jest deterministyczny (co
nie wpływa jednak na ogólność rozumowania). Rozważmy następujące napisy:

vk,l = (l1 ∨ (k0 ∨ 0

dlak = 2n, . . . , 5n orazl = 7n−k. Ponieważ jest tylkon stanów, to po przeczyta-
niu pewnych trzech różnych napisówvk,7n−k, vk′,7n−k′, vk′′,7n−k′′ automat będzie
w tym samym stanie. W szczególności którás z par(k, k′), (k, k′′) lub (k′, k′′)
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będzie miała różnicę większą co do modułu od 1. Przyjmijmy, że jest to para
(k, k′). Niech m = bk+k′

2
c. Do obu napisówvk,7n−k i vk′,7n−k′ doklejmy napis

wm =)m ∧ 0)7n−m. Wtedy w obu przypadkach automat nadal będzie w tym sa-
mym stanie. Ale przecież jedno z wyrażeń vk,7n−kwm, vk′,7n−k′wm ma wartósć 1,
a drugie 0, oraz oba napisy to poprawne wyrażenia Boole’owskie — sprzeczność.

Zadanie 5
Mówimy, że słowow synchronizuje stany automatu deterministycznego, jeśli

istnieje taki stanq0, że startując z dowolnego stanu i czytając słowow, automat
dojdzie zawsze do stanuq0, tzn(∀q ∈ Q)g

w−→ q0.
Znaleź́c najkrótsze słowo synchronizujące dla automatu nad alfabetem{a, b}

o zbiorze stanów{0, 1, . . . , k − 1} i funkcji przej́scia

i
a−→ i + 1 mod k dla i = 0, 1, . . . , k − 1

i
b−→ i dla i = 0, 1, . . . , k − 2

k − 1
b−→ 0

Rozwiązanie
Zadanie synchronizacji możemy przeformułować w następującym języku: niech

A będzie automatem skończonym. Wówczas tworzymy automatA′, którego sta-
nami są wszystkie podzbiory stanówA, zás funkcja przej́scia okréslona jestQ

x−→⋃
q∈Q{y : q

x−→ y}. Stanem początkowym wA′ jest zbiór wszystkich stanówA,
zás stanami akceptującymi są wszystkie zbiory pojedynczych stanówA. Jest ja-
sne, że słowow synchronizujeA wtedy i tylko wtedy, gdy jest akceptowane przez
A′. Chcemy więc znaleź́c najkrótsze słowo akceptowane przezA′.

W naszym przypadku łatwo widzieć, że ostatnią literą najkrótszego słowaw
musi býc b, gdyża nie synchronizuje żadnych dwóch stanów, a jedynie cyklicznie
je zamienia ze sobą. Jeśli więc na kóncub stoi b, to stanemq0 będzie stan0.

Skoro wiemy już, o który stan kóncowy w A′ nam chodzi, to jeszcze raz
przeformułujmy zadanie. Teraz niechA′′ będzie automatem o stanach jakA′, z
odwróconą relacją przejścia, stanem początkowym{q0} i stanem akceptującym
będącym zbiorem wszystkich stanówA (czyli stanem początkowymA′). Intere-
suje nas teraz najkrótszev słowo akceptowane wA′′. To słowov jest lustrzanym
odbiciem szukanego słowaw.

Tutaj mamy następujące przejścia:Q
b−→ Q ∪ {k − 1} jeśli 0 ∈ Q, Q

b−→ Q
jeśli 0 6∈ Q, Q

a−→ ⋃
q∈Q{q − 1}.

Z poprzednich rozważań wiemy już, że pierwszą literąv jestb. Znajdujemy się
wtedy w stanieQ1 = {0, k − 1}. Ponieważb nie będzie już zmieniało tego stanu,
dalej musi stác ciągan dla pewnegon. Po tyman będzie z koleib. Jésli to b ma w
ogóle zmieníc stan (a powinno, gdyż inaczej można je wyciąć otrzymując krótsze
słowo), to muszą býc spełnione dwa warunki:0 ∈ Q1a

n orazk − 1 6∈ Q1a
n. Ale
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tak będzie tylko dlan = ik − 1. Zatemn = k − 1, gdyż takien jest najkrótsze.
Potem stoib i znajdujemy się teraz w stanieQ2 = {1, 0, k − 1}.

Powtarzając to rozumowanie stwierdzamy, że jeśli dalej stoian, a po nimb,
to musi býc tak, że0 ∈ Q2a

n orazk − 1 6∈ Q2a
n, co znów zachodzi tylko dla

n = ik+1. Kontynuując w ten sposób dojdziemy do stanu końcowego, av będzie
miało postác v = bak−1bak−1 . . . bak−1b, przy czymb występuje w tym ciąguk−1
razy.

Tak utworzonev jest najkrótsze, gdyż w powyższej konstrukcji wykonywa-
ne były tylko i wyłącznie te operacje, które były konieczne do dojścia do stanu
końcowego.v jest palindromem, więc szukanew = v = bak−1bak−1 . . . bak−1b.
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