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Podzi¦kowania. Autorzy dzi¦kuj¡ Wszystkim, w szczególno±ci Studentom, którzy sy-
gnalizowali bª¦dy, sugerowali nowe zadania lub podali ciekawe (i poprawne :) rozwiazania.

1 Sªowa, liczby, grafy

Do tej partii zada« mo»e podej±¢ Czytelnik bez »adnej znajomo±ci teorii automatów.

1. Sªowa pierwotne. Sªowo w ∈ Σ∗ nazywamy pierwotnym (ang. primitive), je±li nie
da si¦ go przedstawi¢ w = vn, inaczej ni» dla n = 1 i v = w.

(a) Dowie±¢, »e dla ka»dego sªowa niepustego w, istnieje dokªadnie jedno sªowo
pierwotne v, takie »e w = vn, dla pewnego n ≥ 1.
Liczb¦ n nazywamy wykªadnikiem sªowa w.

(b) O sªowach wv i vw mówimy, »e s¡ w relacji koniugacji. Dowie±¢, »e jest to
relacja równowa»no±ci.
Dowie±¢, »e dwa sªowa b¦d¡ce w relacji koniugacji maj¡ ten sam wykªadnik.
Jaka jest moc klasy abstrakcji relacji koniugacji dla sªowa o dªugo±ci m i wy-
kªadniku n?

2. J¦zyk nawiasowy. Wykaza¢, »e zbiór poprawnie uformowanych ci¡gów nawiasów
mo»e by¢ zde�niowany na dwa równowa»ne sposoby:

• Jako najmniejszy zbiór L zawieraj¡cy ci¡g pusty oraz taki, »e je±li w, v ∈ L,
to równie» (w), wv ∈ L.

• Zbiór sªów nad alfabetem {(, )}, w których ilo±¢ �)� jest taka sama jak ilo±¢ �(�,
a w ka»dym pre�ksie ilo±¢ �)� jest niewi¦ksza ni» ilo±¢ �(� .

3. Zbiory semi�liniowe. Zbiór liczb naturalnych postaci {a + bn : n ∈ N}, dla usta-
lonych a, b ∈ N nazywamy liniowym. Zbiór bed¡cy sum¡ sko«czonej liczby zbiorów
liniowych nazywamy semiliniowym. (Gdy sumowana rodzina jest pusta, otrzymu-
jemy zbiór pusty.)
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(a) Dowie±¢, »e ka»dy zbiór postaci {a + b1n1 + . . . + bknk : n1, . . . , nk ∈ N}, dla
ustalonych k i a, b1, . . . , bk ∈ N, jest semi�liniowy.
Wskazówka. Wykorzysta¢ podziaªy zbioru liczb naturalnych na klasy abstrakcji
relacji przystawania modulo m, dla odpowiednio dobranych liczb m.

(b) Dowie±¢, »e zbiór liczb naturalnych A jest semi�liniowy wtedy i tylko wtedy,
gdy jest prawie periodyczny tzn. gdy istniej¡ c ∈ N i d ∈ N−{0} takie, »e dla
ka»dego x > c, x ∈ A ⇔ x + d ∈ A.

(c) W gra�e zorientowanym ustalamy dwa wierzchoªki. Interesuje nas zbiór dªu-
go±ci wszystkich mo»liwych ±cie»ek pomi¦dzy tymi wierzchoªkami. Dowie±¢, »e
jest to zbiór semi�liniowy.

(d) Dowie±¢, »e rodzina zbiorów semi�liniowych jest zamkni¦ta na sko«czone sumy,
przeci¦cia oraz na uzupeªnienie wzgl¦dem N .

4. Graf gry (J. P. Jouannaud). Rozwa»amy nast¦puj¡c¡ gr¦ pomi¦dzy Barmanem i
Klientem. Przed Barmanem na obrotowym talerzu stoj¡ cztery szklanki tworz¡c
wierzchoªki kwadratu. Szklanka mo»e by¢ ustawiona normalnie lub dnem do góry,
jednak Barman ma przepask¦ na oczach i r¦kawiczki na r¦kach, tak »e nie mo»e
tego zobaczy¢ ani wyczu¢. Ruch Barmana polega na odwróceniu jednej lub dwóch
dowolnie wybranych szklanek. Ruch Klienta polega na obróceniu talerza (o wielo-
krotno±¢ ¢wier¢-obrotu). Barman wygrywa, je±li w jakim± momencie gry wszystkie
szklanki ustawione s¡ w tej samej pozycji (zostanie o tym lojalnie poinformowany).
Czy Barman no»e wygra¢ startuj¡c z nieznanej kon�guracji pocz¡tkowej, a je±li tak,
to w jakiej liczbie ruchów?
Czy graliby Pa«stwo o pieni¡dze z Barmanem ? A gdyby zamiast kwadratu byªy 3
szklanki ustawione w trójk¡t lub 5 w pi¦ciok¡t ?

5. Kody. Zbiór C ⊆ Σ+ nazywamy kodem, je±li ka»de sªowo w ∈ Σ∗ dopuszcza co
najwy»ej jedn¡ faktoryzacj¦ wzgl¦dem C (tzn., da si¦ �odkodowa¢�).
Niech Σ = {a, b}. Dowie±¢, »e zbiór {aa, baa, ba} jest kodem, a zbiór {a, ab, ba} nie
jest.
Je±li sko«czony zbiór C nie jest kodem, oszacowa¢ z góry dªugo±¢ najkrótszego sªowa,
które o tym ±wiadczy (tzn. dopuszcza dwie ró»ne faktoryzacje).
Patrz te» rozdz. 2.7, zadanie 14.

2 J¦zyki regularne

2.1 Automaty sko«czone i wyra»enia regularne

1. Dowie±¢, »e dla dowolnych j¦zyków L, M , (L∗M∗)∗ = (L ∪M)∗.

2. Dowie±¢, »e wyra»enie regularne (00+11+(01+10)(00+11)∗(10+10))∗ reprezentuje
zbiór wszystkich sªów nad alfabetem {0, 1}, w których zarówno liczba wyst¡pie« 0
jak i liczba wyst¡pie« 1 s¡ parzyste.
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Jak najkrócej reprezentowa¢ zbiór sªów, w których te liczby s¡ tej samej parzysto±ci?

3. Zbudowa¢ automat nad alfabetem {0, 1}, rozpoznaj¡cy sªowa, w których liczba je-
dynek na pozycjach parzystych jest parzysta, a liczba jedynek na pozycjach niepa-
rzystych jest nieparzysta.

4. Dodawanie. Rozwa»amy sªowa nad alfabetem {0, 1}3. Powiemy, »e sªowo 〈a1, b1, c1〉
. . . 〈an, bn, cn〉 dªugo±ci n reprezentuje dodawanie, je±li liczba reprezentowana binar-
nie przez sªowo c1 . . . cn jest sum¡ liczb reprezentowanych przez a1 . . . an i b1 . . . bn.
Na przykªad, ci¡g 〈0, 0, 1〉〈1, 1, 1〉〈0, 1, 0〉〈1, 1, 0〉 reprezentuje dodawanie (5+7=12).
Poda¢ wyra»enie regularne opisuj¡ce zbiór wszystkich sªów nad alfabetem {0, 1}3

reprezentuj¡cych dodawanie w powy»szym sensie.

5. Podzielno±¢.

(a) Skonstruowa¢ sko«czony automat deterministyczny nad alfabetem {0, 1, . . . , 8, 9}
rozpoznaj¡cy zbiór dziesi¦tnych reprezentacji wielokrotno±ci liczby 7.

(b) Jak wy»ej, ale przy reprezentacji odwrotnej, tj. poczynaj¡c od cyfr najmniej
znacz¡cych.

(c) Uogólni¢ niniejsze zadanie.

6. Alfabet jednoliterowy. Dowie±¢, »e j¦zyk L ⊆ {a}∗ jest regularny wtedy i tylko wtedy,
gdy zbiór liczb naturalnych {n : an ∈ L} jest semi�liniowy w sensie rozdziaªu 1.
Dowie±¢, »e dla dowolnego zbioru X ⊆ {a}∗, j¦zyk X∗ jest regularny.

7. Zbiory semi�liniowe (por. zadanie 3 z rozdziaªu 1).

(a) Dowie±¢, »e dla dowolnego j¦zyka regularnego L zbiór {|w| : w ∈ L} jest semi�
liniowy.
W szczególno±ci, j¦zyki regularne nad jednoliterowym alfabetem mog¡ by¢ uto»-
samiane ze zbiorami semi�liniowymi poprzez bijekcj¦ w 7→ |w|.

(b) Dowie±¢, »e je±li M ⊆ N jest zbiorem semi�liniowym, to j¦zyk {bin(m) :
m ∈ M} jest regularny, gdzie bin(m) oznacza binarn¡ reprezentacj¦ liczby m.

Uwaga. Fakt analogiczny do 7b mo»na udowodni¢ dla dowolnej reprezentacji, a
zatem zbiór semi�liniowy jest regularny w reprezentacji o podstawie k, dla k ≥ 1.
W przeciwnym kierunku wiadomo, »e je±li zbiór jest regularny w reprezentacjach o
wzgl¦dnie pierwszych podstawach p i q, to jest semi�liniowy � jest to wniosek z
gª¦bokiego Twierdzenia Cobhama.

8. Dowie±¢, »e dla danych liczb a, b, p, r ∈ N, j¦zyk

L = { bin(x) $ bin(y) : (a · x + b · y) ≡ r (mod p)}

jest regularny.

Przykªady automatów zwi¡zanych z rozpoznawaniem wzorca Czytelnik znajdzie poni»ej
w punkcie 2.5.
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2.2 Lemat o pompowaniu

1. Dowie±¢, »e nast¦puj¡ce j¦zyki nie s¡ regularne:

• {anbn : n ∈ N}
• {a2n

: n ∈ N}
• {ap : p jest liczb¡ pierwsz¡}
• {aibj : nwd(i, j) = 1}
• {ambn : m 6= n}
• {bin(p) : p jest liczb¡ pierwsz¡}.

2. Dowie±¢, »e zbiór palindromów nad alfabetem o co najmniej dwóch elementach nie
jest regularny.

3. Dowie±¢, »e zbiór wyra»e« regularnych nie jest regularny.

4. Dowie±¢, »e je±li w Zadaniu 4 z punktu 2.1 zamienimy dodawanie przez mno»enie,
to otrzymany j¦zyk (nad alfabetem {0, 1}3) jest wprawdzie dobrze okre±lony, ale nie
jest regularny.

5. Udowodni¢ nieco silniejszy wariant Lematu o pompowaniu:
Je±li L jest regularny, to

(*) Istnieje staªa n0, »e dla ka»dych sªów v, w, u takich »e |w| ≥ n0 i
vwu ∈ L, istniej¡ x, y, z takie, »e w = xyz, 0 < |y| ≤ n0, oraz ∀n ∈
N, vxynzu ∈ L.

Poda¢ przykªad j¦zyka L, który speªnia (*), cho¢ nie jest regularny.
Wskazówka.

∑
p cb∗cb∗ . . . cb∗︸ ︷︷ ︸

p

+(b + c)∗cc(b + c)∗, gdzie p przebiega liczby pierwsze.

2.3 Wªasno±ci domkni¦cia j¦zyków regularnych

1. Dowie±¢, »e dla j¦zyka regularnego L ⊆ Σ∗ i dowolnego zbioru X ⊆ Σ∗ j¦zyki

X−1L = {w : (∃v ∈ X) vw ∈ L}

i

LX−1 = {w : (∃u ∈ X) wu ∈ L}

s¡ regularne.

2. Dowie±¢, »e j¦zyk L jest regularny wtedy i tylko wtedy, gdy j¦zyk LR sªów stano-
wi¡cych lustrzane odbicia sªów z L jest regularny.
Uwaga. Lustrzane odbicie wR sªowa w mo»emy w ±cisªy sposób zde�niowa¢ reku-
rencyjnie: εR = ε i (wσ)R = σwR, dla w ∈ Σ∗, σ ∈ Σ.
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3. Dla danego automatu A rozpoznaj¡cego j¦zyk L, skonstruowa¢ automat rozpozna-
j¡cy j¦zyk

Cycle(L) = {vu : uv ∈ L}
Czy z faktu, »e j¦zyk Cycle(L) = {vu : uv ∈ L} jest regularny, mo»na wnioskowa¢,
»e j¦zyk L jest regularny?

4. Niech L bedzie j¦zykiem regularnym nad alfabetem {0, 1}. Dowie±¢, »e nast¦puj¡cy
j¦zyk jest regularny:

{w : w ∈ L∧ spo±ród sªów o dlugo±ci |w|, w jest najmniejsze w porz¡dku leksykogra�cznym}

5. Przyjmujemy, »e ka»de niepuste sªowo binarne w ∈ {0, 1}∗, w = w1 . . . wk, reprezen-
tuje pewien uªamek w przedziale [0, 1),

bin(w) = w1
1

2
+ w2

1

22
+ . . . + wk

1

2k

Dla liczby rzeczywistej r ∈ [0, 1], niech

Lr = {w : bin(w) ≤ r}

Dowie±¢, »e j¦zyk Lr jest regularny wtedy i tylko wtedy, gdy liczba r jest wymierna.

6. Poda¢ przykªad niesko«czonego j¦zyka zamkni¦tego na branie podsªów, który nie
zawiera niesko«czonego j¦zyka regularnego.

7. Niech L b¦dzie j¦zykiem regularnym. Dowie±¢, »e nast¦puj¡ce j¦zyki s¡ równie»
regularne:

• 1
2
L =df {w : (∃u) |u| = |w| ∧ wu ∈ L}

•
√

L =df {w : ww ∈ L}

8. Niech L b¦dzie j¦zykiem regularnym. Dowie±¢, »e nast¦puj¡ce j¦zyki s¡ równie»
regularne:

(a) Root(L) = {w : (∃n ∈ N) wn ∈ L}
(b) Sqrt(L) = {w : (∃u)|u| = |w|2 ∧ wu ∈ L}

Wskazówka. n2 = 1 + 3 + . . . (2n− 1).
(c) Log(L) = {w : (∃u)|u| = 2|w| ∧ wu ∈ L}

Wskazówka. 2n = 1 + 2 + 22 + 2n−1 + 1.
(d) Fibb(L) = {w : (∃u)|u| = F|w| ∧ wu ∈ L}

gdzie Fn jest n-t¡ liczb¡ Fibonacciego tzn.
F1 = F2 = 1
Fn+2 = Fn + Fn+1

9. Dowie±¢, »e dla dowolnego j¦zyka regularnego L, regularny jest równie» j¦zyk

{w : w|w| ∈ L}.
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10. Niech b¦dzie dany j¦zyk regularny L i dowolne, niekoniecznie regularne, j¦zyki L1,
. . . , Lm. Skonstruowa¢ sko«czony automat deterministyczny rozpoznaj¡cy j¦zyk
nad alfabetem {1, . . . ,m}

L = {i1i2 . . . ik : Li1Li2 . . . Lik ⊆ L}

11. Nietrywialnym palindromem nazwiemy ka»dy palindrom o dªugo±ci co najmniej 2.
Niech Pal>1

Σ oznacza zbiór nietrywialnych palindromów nad alfabetem Σ. Dowie±¢,
»e j¦zyk (Pal>1

Σ )∗ jest regularny wtedy i tylko wtedy, gdy |Σ| = 1.
Czy j¦zyk ({wwR : w ∈ (0 + 1)∗})∗ jest regularny?

12. Które z nast¦puj¡cych j¦zyków nad alfabetem {0, 1} s¡ regularne?

(a) Zbiór sªów posiadaj¡cych nietrywialny palindrom jako pre�ks.
(b) Zbiór sªów posiadaj¡cych palindrom dªugo±ci parzystej jako pre�ks.
(c) Zbiór sªów posiadaj¡cych nietrywialny palindrom dªugo±ci nieparzystej jako

pre�ks.

13. Oznaczmy przez Ile(w, x) liczb¦ wyst¡pie« sªowa w jako podsªowo x (wyst¡pienia nie
musz¡ by¢ rozª¡czne). Czy nast¦puj¡cy j¦zyk nad alfabetem {a, b} jest regularny?
Je±li tak, to poda¢ wyra»enie regularne. Je±li nie, to udowodni¢, »e nie jest.

(a) L1 = {x : Ile(ab, x) = Ile(ba, x) + 1}
(b) L2 = {x : Ile(aba, x) = Ile(bab, x)}

14. Niech L b¦dzie j¦zykiem regularnym. Dowie±¢, »e j¦zyki:

• L+−− = {w : (∃u) |u| = 2|w| ∧ wu ∈ L}
• L++− = {w : (∃u) 2|u| = |w| ∧ wu ∈ L}
• L−+− = {w : (∃u, v) |u| = |v| = |w| ∧ uwv ∈ L}

s¡ j¦zykami regularnymi, a j¦zyk

• L+−+ = {uv : (∃w) |u| = |v| = |w| ∧ uwv ∈ L}

mo»e nie by¢ regularny.

15. Czy zachodzi fakt: je±li L jest regularny to istnieja dwa niepuste sªowa u, v takie, »e
zachodzi równo±¢ ilorazów L{uv}−1 = L{vu}−1 ?

16. Poda¢ przykªad j¦zyka nieregularnego L, takiego »e L2 jest j¦zykiem regularnym.

17. Dla sªów u, v o tej samej dªugo±ci, okre±lamy odlegªo±¢ Hamminga

d(u, w) = |{i : wi 6= vi}|.

Udowodni¢, »e dla dowolnego j¦zyka regularnego L i staªej K, nast¦puj¡cy j¦zyk
jest równie» regularny:

{ w : (∃ u ∈ L) |u| = |w| oraz d(u, w) ≤ K }
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18. Przeplotem sªów w i v nazwiemy dowolne sªowo dªugo±ci |w| + |v|, które mo»na
rozbi¢ na rozª¡czne podci¡gi w i v. Na przykªad, przeplotami sªów ab i acb s¡ sªowa
abacb, aabcb, acabb, acbab, aacbb. Przeplotem j¦zyków L i M jest zbiór wszystkich
mo»liwych przeplotów sªów w ∈ L, v ∈ M . J¦zyk ten oznaczamy L ‖ M .
Dowie±¢, »e je±li L i M s¡ j¦zykami regularnymi, to L ‖ M jest równie» regularny.

19. Okre±lamy L] = L ∪ (L ‖ L) ∪ (L ‖ L ‖ L) ∪. . .. Poda¢ przykªad j¦zyka regularnego
L nad dwuelementowym alfabetem, dla którego L] nie jest j¦zykiem regularnym.

2.4 Automaty minimalne.

1. Niech w ∈ Σ∗ b¦dzie sªowem o dªugo±ci |w| = n > 0. Dowie±¢, »e minimalny
automat deterministyczny rozpoznaj¡cy wszystkie sªowa nad Σ, których su�ksem
jest w, ma dokªadnie n + 1 stanów.

2. Niech w ∈ Σ∗ b¦dzie sªowem o dªugo±ci |w| = n > 0. Dowie±¢, »e minimalny
automat deterministyczny rozpoznaj¡cy wszystkie podsªowa sªowa w ma nie wi¦cej
ni» 2n stanów.

3. Narysowa¢ diagramy automatów minimalnych rozpoznaj¡cych odpowiednio

(a) wszystkie podsªowa
(b) wszystkie su�ksy

sªowa abbababa (dla przejrzysto±ci rysunków pomin¡¢ stan �±mietnik�).
Ile stanów maja analogiczne automaty dla wn = ab(ba)n (licz¡c stan �±mietnik�) ?

4. Skonstruowa¢ minimalny deterministyczny automat sko«czony dla j¦zyka

L = {aibb∗aj : 2 | (i + j)}.

5. Skonstruowa¢ minimalny deterministyczny automat sko«czony dla j¦zyka

L = { a1a2 . . . an : n > 0, ai ∈ {0, 1, 2, 3, 4}, MAXi,j(ai − aj) ≤ 2}.

6. Opisa¢ struktur¦ i narysowa¢ diagram minimalnego deterministycznego automatu
sko«czonego akceptuj¡cego wszystkie sko«czone ci¡gi zerojedynkowe takie, »e ka»de
k kolejnych symboli zawiera dokªadnie 2 jedynki i ka»de kolejnych j < k symboli
zawiera co najwy»ej dwie jedynki:

(a) Dla k = 3;
(b) dla k = 4.

(W szczególno±ci sªowo puste nale»y do obu j¦zyków, a sªowo 111 do »adnego z
nich.)
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7. Dowie±¢, »e minimalny automat deterministyczny równowa»ny podanemu automa-
towi niedeterministycznemu o n stanach (n ≥ 2) ma dokªadnie

(a)

+3 ◦

a,b

�� a // ◦ a,b // ◦ a,b // ◦ a,b // ◦ a,b // ◦ a,b // •

2n−1 stanów,
(b) (*)

+3 •
a

��
a

// ◦
b

��
a

// ◦
b

��
a

// ◦
b

��
a

// ◦
b

��
a

// ◦
b

��
a

// ◦
b

��

a

ee

2n stanów.

Na powy»szych rysunkach n = 7, stan pocz¡tkowy jest wskazany przez ⇒, a stan
akceptuj¡cy jest oznaczony przez •.
Uwaga. Wªano±¢ sªów rozpoznawan¡ przez automat z punktu 7a mo»na ªatwo opisa¢
w j¦zyku polskim, w przypadku punktu 7b jest to trudniejsze.

8. Oznaczmy przez Σk alfabet {0, 1, . . . k}. Niech NPALk oznacza zbiór sªów nad al-
fabetem Σk nie zawieraj¡cych, jako podsªowa, palindromu (symetrycznego sªowa
dªugo±ci co najmniej 2). Ile stanów ma minimalny automat deterministyczny ak-
ceptuj¡cy NPAL99 ? Poda¢ rozwi¡zanie ogólne dla k = 0, 1, 2, . . .

9. Trzy dru»yny piªkarskie A, B i C rozgrywaj¡ mi¦dzy sob¡ seri¦ spotka« towarzy-
skich, przy czym umówiªy si¦, »e ka»dy kolejny mecz jest rozgrywany pomi¦dzy
dru»yn¡, która wygraªa poprzedni mecz i dru»yn¦, która nie braªa udziaªu w tym
spotkaniu (tzn. je±li dru»yna X wygraªa z dru»yn¡ Y , to nast¦pny mecz rozegraj¡ X i
Z). Zakªadaj¡c, »e nie ma remisów, rozwa»amy zbiór sªów nad alfabetem {A, B, C},
stanowi¡cych ci¡gi mo»liwych wyników spotka«. Dowie±¢, »e jest to j¦zyk regularny.
Zbudowa¢ minimalny automat deterministyczny, który go rozpoznaje.

10. Pan X zakupiª pakiety trzech ró»nych akcji: A, B i C. Ka»dego dnia bada wzajemne
poªo»enie warto±ci swoich akcji, które mo»e by¢ reprezentowane jako uporz¡dkowanie
zbioru {A, B, C}, w kierunku od najmniej do najbardziej warto±ciowej. (Przyjmu-
jemy zaªo»enie, »e dwie ró»ne akcje maj¡ zawsze ró»ne warto±ci.) Pan X posta-
nowiª, »e je±li w ci¡gu dwóch kolejnych dni która± z akcji dwukrotnie spadnie na
ni»sz¡ pozycj¦, to sprzeda t¦ akcj¦. Np. je±li kolejne notowania (w tym wypadku:
uporz¡dkowania) s¡ (A, B, C), (B, C, A), (C, B, A) to pan X sprzeda pakiet akcji C.
Rozwa»amy zbiór G wszystkich uporz¡dkowa« liniowych zbioru {A, B, C}. Dowie±¢,
»e zbiór tych ci¡gów nad alfabetem G, które opisuj¡ takie wyniki notowa« gieªdo-
wych, przy których pan X nie pozb¦dzie si¦ »adnego pakietu akcji, jest j¦zykiem
regularnym. Znale¹¢ liczb¦ stanów automatu minimalnego akceptuj¡cego ten j¦zyk.
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11. Pan X postanowiª, »e ka»dego dnia b¦dzie pracowaª lub nie, przestrzegaj¡c przy tym
zasady, by na »adne siedem kolejnych dni nie przypadaªo wi¦cej ni» cztery dni pracy.
Mo»liwy rozkªad dni pracy pana X w ci¡gu n kolejnych dni mo»emy przedstawi¢ jako
n-bitowe sªowo, gdzie 1 odpowiada dniowi pracy, a 0 dniowi odpoczynku. Dowie±¢,
»e zbiór wszystkich tak otrzymanych sªów jest j¦zykiem regularnym (nad alfabetem
{0, 1}). Znale¹¢ minimalny automat deterministyczny.

12. Dowie±¢, »e istnieje niesko«czenie wiele sªów w ∈ (a+b)∗ takich, »e je±li zastosujemy
homomor�zm a 7→ 0, b 7→ 1, to otrzymamy zapis binarny liczby podzielnej przez
3, a kiedy zastosujemy homomor�zm a 7→ 1, b 7→ 0, to równie» otrzymamy zapis
binarny liczby podzielnej przez 3 (oczywi±cie ignorujemy pocz¡tkowe zera).

13. Rozwa»amy automat wydaj¡cy napoje, dziaªaj¡cy na nast¦puj¡cych zasadach.
� Ka»dy napój kosztuje 1 zªoty.
� W chwili pocz¡tkowej automat nie zawiera »adnych monet.
� Automat przyjmuje monety: 1 zªoty lub 1 euro; w tym ostatnim przypadku
wydaje 3 zªote reszty po warunkiem, oczywi±cie, »e ma dostateczn¡ ilo±¢ monet
jednozªotowych (zakªadamy, »e e1 = 4 zª).
� Je±li automat nie jest w stanie wyda¢ reszty � sygnalizuje bª¡d.
� Je±li po wrzuceniu monety i ewentualnym wydaniu reszty warto±¢ wszystkich
monet zgromadzonych w automacie osi¡gnie równowarto±¢ 8 zª, wszystkie monety
s¡ wyjmowane (reset).
Histori¡ dziaªania jest ci¡g wrzuconych monet (zªoty lub euro). Historia jest udana,
je±li w trakcie jej realizacji ani razu nie wyst¡piª bª¡d.
Skonstruowa¢ minimalny automat deterministyczny rozpoznajacy zbiór wszystkich
udanych historii.

2.5 Rozpoznawanie wzorca w tek±cie

1. Deterministyczny automat z zadania 1 z punktu 2.4 rozpoznaj¡cy j¦zyk Σ∗w mo»na
skonstruowa¢ bior¡c za stany wszystkie pre�ksy sªowa w (a zatem |w| + 1 stanów)
oraz przej±cia v

a→ u, gdzie u jest maksymalnym su�ksem sªowa va b¦d¡cym jed-
nocze±nie pre�ksem w. (Efektywna konstrukcja tego» automatu, patrz zadanie 3
w punkcie 2.7.) Dowie±¢, »e liczba nietrywialnych przej±¢ �wstecznych�, tj. przej±¢
postaci v

a→ u, gdzie |v| > |u| > 0, jest nie wi¦ksza ni» |w|. Zauwa»my, »e daje
to mo»liwo±¢ reprezentacji automatu o rozmiarze proporcjonalnym do |w| (przej±cia
postaci v

a→ ε mo»emy pomin¡¢).
Wskazówka. Wykaza¢, »e dla ka»dej liczby k istnieje co najwy»ej jedno nietrywialne
przej±cie wsteczne, takie, »e |va| − |u| = k.

2. Rozpoznawanie podsªów.

(a) Dla danego sªowa w o dªugo±ci |w| = n skonstruowa¢ automat deterministyczny
o ≤ 2n + 1 stanach rozpoznaj¡cy dokªadnie zbiór su�ksów sªowa w.



JAiO � Zadania 10

Wskazówka. Jako stany automatu mo»na wzi¡¢ zbiory pozycji Sx (Sx ⊆
{0, 1, . . . , n}) ko«cz¡cych wyst¡pienie x jako podsªowa sªowa w. Oszacowa-
nie na liczb¦ stanów wynika ze spostrze»enia, »e ró»ne zbiory Sx, Sy s¡ albo w
relacji inkluzji albo rozª¡czne, a zatem, ze wzgl¦du na inkluzj¦, tworz¡ drzewo
o nie wi¦cej ni» n li±ciach.

(b) Powy»szy automat zawiera stan typu �czarna dziura�, mianowicie stan ∅ = Sx,
gdzie x nie jest podsªowem w. Dowie±¢, »e liczb¦ przej±¢ nie prowadz¡cych do
stanu ∅ mo»na oszacowa¢ z góry przez 3n.
Wskazówka. Wzi¡¢ drzewo rozpinaj¡ce grafu automatu i oszacowa¢ liczb¦ po-
zostaªych kraw¦dzi przez liczb¦ su�ksów w.

(c) Opisany wy»ej automat jest minimalny dla zbioru su�ksów. T¦ sam¡ konstruk-
cj¦ mo»na zastosowa¢ równie» do rozpoznawania zbioru wszystkich podsªów
sªowa w, ale otrzymany automat nie musi by¢ minimalny. Poda¢ przykªad.
Wskazówka: 4 grudnia.

2.6 Warianty automatów sko«czonych

1. Automaty z ε-przej±ciami. Niedeterministyczny automat z ε-przej±ciami A = (Σ, Q, I, δ, F )
jest okre±lony jak zwykªy automat sko«czony z tym, »e δ ⊆ Q× (Σ∪ {ε})×Q. Re-
lacja q

w→ p (gdzie p, q ∈ Q i w ∈ Σ∗) jest okre±lona jak poprzednio, tzn. q
ε→ q i

q
va→ p o ile q

v→ q1 i (q1, a, p) ∈ δ z tym, »e teraz a mo»e by¢ liter¡ w Σ lub ε.
Dowie±¢, »e dla dowolnego automatu z ε-przej±ciami istnieje zwykªy automat sko«-
czony, który akceptuje ten sam j¦zyk.

2. Automat z wyj±ciem wg Mealy'ego. Automat Mealy'ego mo»na przedstawi¢ jako
deterministyczny automata sko«czony, powiedzmy A = (Σ, Q, qI , δ, F ) dany razem
z funkcj¡ γ : Q × Σ → ∆. Intuicyjnie, dany stan q i litera σ ∈ Σ determinuj¡
nie tylko kolejny stan, powiedzmy p, ale tak»e sygnaª wyj±ciowy (output), γ(q, σ).
Dokªadniej, sªowo w = w1w2 . . . wn nad Σ, takie, »e δ̂(qI , w1 . . . wi−1) = pi, dla
i = 1, . . . , n, wyznacza n-literowe sªowo nad alfabetem ∆,

γ̂(w) =def γ(qI , w1)γ(p2, w2) . . . γ(pn, wn)

Powiemy, »e automat Mealy'ego redukuje j¦zyk L1 do L2 je±li (∀w) w ∈ L1 ⇔
γ̂(w) ∈ L2. Skonstruowa¢ automat, który redukuje a∗b(a∗ba∗ba∗)∗ do (a∗ba∗ba∗)∗.

3. Automat z wyj±ciem wg Moore'a. Automat Moore'a mo»na przedstawi¢ jako deter-
ministyczny automata sko«czony wraz z funkcj¡ γ : Q → ∆. Tym razem, sªowo
w = w1w2 . . . wn wyznacza

γ̂(w) =def γ(δ̂(qI , w1))γ(δ̂(qI , w1w2)) . . . γ(δ̂(qI , w1w2 . . . wn))

Dowie±¢, »e automaty Mealy'ego i Moore'a s¡ równowa»ne w tym sensie, »e dla
ka»dego automatu jednego typu mo»na znale¹¢ automat drugiego typu realizuj¡cy
t¦ sam¡ funkcj¦ γ̂.
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4. Automaty dwukierunkowe. Funkcja przej±cia deterministycznego automatu dwukie-
runkowego jest postaci δ : Q×Σ → Q×{L, R}, co interpretujemy, »e automat mo»e
przesun¡¢ czytnik zarówno w prawo jak i w lewo. Dowie±¢, »e deterministyczne au-
tomaty dwukierunkowe mog¡ by¢ symulowane przez zwykªe automaty sko«czone1.
(Rezultat zachodzi równie» dla automatów niedeterministycznych.)
Uwaga. W dalszej cz¦±ci wykªadu spotkamy si¦ z mocniejszym stwierdzeniem, a
mianowicie, »e maszyny Turinga pracuj¡ce na jednej ta±mie w czasie liniowym ak-
ceptuj¡ jedynie j¦zyki regularne.

5. Dla ustalonego k, rozwa»my j¦zyk nad alfabetem {a, b, c} opisany wyra»eniem

((a + b)∗c)k−1 (a + b)∗a(a + b)k−1c ((a + b)∗c)∗

Intuicyjnie: j¦zyk skªada si¦ z �bloków� liter a, b, zako«czonych �znacznikiem� c,
przy czym k-ty (od pocz¡tku) blok ma t¦ wªasno±¢, »e jego k-ty symbol od ko«ca
jest a.

(a) Wykaza¢, »e deterministyczny � jednokierunkowy� automat rozpoznaj¡cy ten
j¦zyk ma ≥ 2k stanów.

(b) Skonstruowa¢ 2-kierunkowy automat o liniowej (O(k)) liczbie stanów, rozpo-
znaj¡cy ten j¦zyk.

(c) (*) Jak wy»ej, ale automat ma prawo wykona¢ tylko jeden nawrót. (Bez zmniej-
szenia ogólno±ci, mo»emy zaªo»y¢, »e automat idzie do ko«ca sªowa, po czym
wraca i ko«czy obliczenie na pocz¡tku sªowa.)

2.7 Algorytmy i zªo»ono±¢

1. Zaprojektowa¢ algorytm, który dla wyra»enia regularnego β i sªowa w ∈ Σ∗ odpo-
wiada na pytanie, czy w nale»y do j¦zyka opisywanego przez β

(a) w czasie O(|Σ| · |β|2 · |w|),
(b) w czasie O(|β| · |w|),

Wskazówka. Skonstruowa¢ automat niedeterministyczny równowa»ny wyra»eniu β i
obliczy¢ zbiór stanów osi¡galnych po sªowie w. Dla oszacowania w punkcie 1b u»y¢
automatu z ε-przej±ciami (por. zadanie 2.6. 1), w gra�e którego z ka»dego stanu
wychodz¡ co najwy»ej dwie kraw¦dzie.

1Wskazówka. Znane rozwi¡zanie oparte na idei ci¡gów skrzy»owa« (ang. crossing sequences) mo»na
znale¹¢ w rozdziale 2.6 ksi¡»ki J.E.Hopcroft, J.D.Ullman, Wprowadzenie do teorii automatów, j¦zyków
i oblicze«, Wydawnictwo Naukowe PWN, Warszawa 1994. Innym, by¢ mo»e prostszym rozwi¡zaniem
� zaproponowanym przez Mikoªaja Boja«czyka � jest uwzgl¦dnienie w stanie symuluj¡cego automatu
jednokierunkowego funkcji h : Q → Q∪{⊥} o nast¦puj¡cej interpretacji: je±li automat (dwukierunkowy)
pójdzie w lewo w stanie q, to wróci w stanie h(q) (by¢ mo»e wcale nie wróci, gdy h(q) = ⊥).
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2. Rozwa»amy pytanie �w ∈ L[β] ?� jak w zadaniu 1, ale dla uogólnionego wy-
ra»enia regularnego, tj. takiego, w którym dopuszczamy równie» operacje teorio�
mnogo±ciowe ∩ i −. Zaprojektowa¢ algorytm, który rozstrzyga to pytanie w czasie
wielomianowym od |β|+ |w|.
Wskazówka. Zastosowa¢ metod¦ programowania dynamicznego: dla 1 ≤ i ≤ j ≤ |w|
sukcesywnie oblicza¢ zbiór podwyra»e« α wyra»enia β takich, »e w[i..j] ∈ L[α].

3. Konstrukcj¦ automatu z zada« 2.4. 1 i 2.5. 1, który dla danego w rozpoznaje j¦zyk
Σ∗w, mo»na przeprowadzi¢ za pomoc¡ nast¦puj¡cego algorytmu. Niech m = |w|.
Najpierw obliczamy pomocnicz¡ tablic¦ F [0..m], tak¡, »e F [0] = 0 oraz F [i] jest
dªugo±ci¡ najdªu»szego pre�ksu wªa±ciwego w[1..i] b¦d¡cego jednocze±nie su�ksem
w[1..i], dla i = 1, . . . ,m.
F [0] := F [1] := 0; i := 0;
for j := 2 to m do
begin (∗ i = F [j − 1] ∗)

while wj 6= wi+1 ∧ i > 0 do i := F [i];
if wj = wi+1 then i := i + 1;
F [j] := i

end
W konstrukcji automatu przyjmujemy, »e stany s¡ liczbami 0, 1, . . . ,m (które mo»na
uto»sami¢ z pre�ksami w o odpowiednich dªugo±ciach). Funkcj¦ przej±cia δ okre-
±lamy przez

• δ(0, w1) = 1, δ(0, a) = 0, dla a 6= w1,
• δ(j, wj+1) = j + 1, δ(j, a) = δ(F [j], a), dla a 6= wj+1

Dowie±¢, »e powy»szy algorytm oblicza »¡dany automat w czasie liniowym wzgl¦dem
dªugo±ci w (zale»nym od alafabetu).

4. Niech A b¦dzie ustalonym automatem deterministycznym. Zaprojektowa¢ algorytm,
który dla danej liczby n znajduje w czasie O(n) liczb¦ sªów dªugo±ci n akceptowa-
nych przez A.

5. Poda¢ przykªad ±wiadcz¡cy o tym, »e najkrótsze sªowo, jakiego nie akceptuje auto-
mat niedeterministyczny o n stanach mo»e mie¢ dªugo±¢ 2Ω(n).
Wskazówka. Rozwa»y¢ automat akceptuj¡cy wszystko za wyj¡tkiem sªowa

(. . . ((a2
0a1)

2a2)
2a3 . . . an−1)

2an.

6. Dowie±¢, »e je±li dwa stany n�stanowego automatu deterministycznego nie s¡ rów-
nowa»ne (tzn. L(A, q) 6= L(A, p)), to istnieje sªowo dªugo±ci nie wi¦kszej ni» n
akceptowane z dokªadnie jednego z nich.
Wskazówka. Rozwa»y¢ zst¦puj¡cy ci¡g relacji równowa»no±ci na zbiorze stanów:
Ri(p, q) o ile stany p i q s¡ nierozró»nialne sªowami dªugo±ci ≤ i.
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7. Poda¢ algorytm rozstrzygaj¡cy równowa»no±¢ dwóch automatów deterministycz-
nych.
Uwaga. Zastosowanie idei zadania 6 prowadzi do efektywniejszego algorytmu ni»
testowanie niepusto±ci automatu produktowego.

8. Czy dla sªów u, v takich, »e |u| < |v| = n istnieje automat deterministyczny speª-
niaj¡cy: u ∈ L(A) ∧ v /∈ L(A) i maj¡cy O(log n) stanów?

9. (a) Wykaza¢, »e dla dowolnego automatu niedeterministycznego o n stanach mo»na
skonstruowa¢ równowa»ne wyra»enie regularne dªugo±ci 2O(n).

(b) (**) Poda¢ przykªad ±wiadcz¡cy o tym, »e najkrótsze wyra»enie regularne rów-
nowa»ne danemu automatowi deterministycznemu o n stanach mo»e mie¢ dªu-
go±¢ 2Ω(n).
Wskazówka. Rozwa»y¢ automat, którego graf jest peªnym grafem o n wierz-
choªkach, a ka»da kraw¦d¹ ma inn¡ etykiet¦. Stosuj¡c indukcj¦ po n, skonstru-
owa¢ p¦tl¦, która �wymusza� eksponencjaln¡ dªugo±¢ wyra»enia regularnego.

10. Eksplozja stanów w produkcie automatów. Niech Σ = {0, 1, . . . , k} i niech dla i =
1, . . . , k, Li b¦dzie zbiorem sªów v nad Σ o nast¦puj¡cej wªasno±ci:

i wyst¦puje w v, ale przed pierwszym i pomi¦dzy ka¹dymi dwoma kolej-
nymi wyst¡pieniami i, i− 1 wyst¦puje co najmniej dwa razy.

Nietrudno jest skonstruowa¢ deterministyczny automat o 4 stanach rozpoznaj¡cy
Li. Dowie±¢, »e ka»dy (nawet niedeterministyczny) automat rozpoznaj¡cy j¦zyk
L1 ∩ . . . ∩ Lk musi mie¢ co najmniej 2k+1 − 1 stanów.
Wskazówka. Oszacowa¢ od doªu dªugo±¢ najkrótszego sªowa w tym j¦zyku.

11. Dowie±¢, »e jakikolwiek automat niedeterministyczny rozpoznaj¡cy j¦zyk {xcy :
x, y ∈ {a, b}∗ ∧ x[1..k] = y[1..k]} ma 2Ω(k) stanów.

12. Zakªadaj¡c, »e nast¦puj¡cy automat deterministyczny An ma n stanów (n ≥ 2, na
rysunku n = 6), dowie±¢, »e jakikolwiek automat deterministyczny rozpoznaj¡cy
lustrzane odbicie j¦zyka L(An) ma co najmniej 2n stanów (por. zadanie 7 na str. 8).

⇒ •
b,c

""

a

::◦
b




a,c

oo ◦a
oo

b,c




◦a

oo

b,c




◦a

oo

b,c




◦a

oo

b,c





13. Sªowo synchronizuj¡ce. Mówimy, »e sªowo w synchronizuje stany automatu deter-
ministycznego, je±li istnieje taki stan q0, »e startuj¡c z dowolnego stanu i czytaj¡c
sªowo w, automat dojdzie zawsze do stanu q0, tzn. (∀q ∈ Q) q

w→ q0.

(a) Znale¹¢ sªowo synchronizuj¡ce dla automatu nad alfabetem {a, b} o zbiorze
stanów {0, 1, . . . , k − 1} i funkcji przej±cia
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i
a→ i + 1 (mod k) dla i = 0, 1, . . . , k − 1

i
b→ i dla i = 0,1, . . . , k-2

k − 1
b→ 0 .

(b) Zaprojektowa¢ algorytm, który dla automatu o n stanach rozstrzyga w czasie
O(n3), czy istnieje sªowo synchronizuj¡ce i w pozytywnym przypadku znajduje
takie sªowo (dªugo±ci ≤ (n− 1)3).

(c) (*) Znale¹¢ najkrótsze sªowo synchronizuj¡ce dla automatu z punktu (13a).

Uwaga. Licz¡ca ju» 40 lat hipoteza �ernego2 gªosi, »e najkrótsze sªowo synchroni-
zuj¡ce, o ile istnieje, ma dªugo±¢ (n− 1)2.

14. Poda¢ wielomianowy algorytm sprawdzania, czy dany sko«czony zbiór sªów C ⊆ Σ∗

jest kodem (por. rozdz. 1, zadanie 5).
Wskazówka. Skonstruowa¢ automat sko«czony, rozpoznaj¡cy hipotetyczne sªowa
posiadaj¡ce dwie ró»ne faktoryzacje.

3 J¦zyki bezkontekstowe

3.1 Gramatyki bezkontekstowe

1. Poda¢ gramatyki bezkontekstowe generuj¡ce nast¦puj¡ce j¦zyki:

(a) zbiór sªów nad alfabetem {a, b}, które zawieraj¡ tyle samo a co b;
(b) zbiór sªów nad alfabetem {a, b}, które zawieraj¡ dwa razy wi¦cej a ni» b;
(c) zbiór sªów nad alfabetem {a, b} o dªugo±ci parzystej, w których liczba wyst¡-

pie« litery b na pozycjach parzystych jest równa liczbie wyst¡pie« tej litery na
pozycjach nieparzystych;

(d) zbiór wyra»e« arytmetycznych nad alfabetem {0, 1, (, ), +, ·}, które, przy zwy-
kªej interpretacji dziaªa« dla liczb naturalnych, maj¡ warto±¢ 3;

(e) zbiór wyra»e« arytmetycznych w notacji polskiej (nad alfabetem {0, 1, +, ·}) o
warto±ci 4;

(f) zbiór poprawnie zbudowanych formuª rachunku zda« ze zmienn¡ zdaniow¡ p i
staªymi logicznymi true, false (alfabet: {p, true, false,∧,∨,¬, (, )});

(g) zbiór tych formuª z poprzedniego punktu, które przy ka»dym warto±ciowaniu
zmiennej p maj¡ warto±¢ logiczn¡ prawda (tzn. tautologii);

(h) {aibjck : i 6= j ∨ j 6= k};
(i) {aibjak : i + k = j}.

2. Dla danych gramatyk bezkontekstowych G, H, skonstruowa¢ gramatyki generuj¡ce
j¦zyki L(G) ∪ L(H), L(G)L(H), (L(G))∗, (L(G))R (=lustrzane odbicie).

2Zob. http://www.liafa.jussieu.fr/∼jep/Problemes/Cerny.html.
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3. Wykaza¢, »e zbiór palindromów nad ustalonym alfabetem jak równie» jego dopeª-
nienie s¡ j¦zykami bezkontekstowymi.

4. Napisa¢ gramatyk¦ bezkontekstow¡ (jak najkrótsz¡) generuj¡c¡ j¦zyk:
L = { aibj : i, j ≥ 1; i < 2j − 1 }

5. Skonstruowa¢ gramatyk¦ bezkontekstow¡ z jednym symbolem nieterminalnym gene-
ruj¡c¡ zbiór {x ∈ (a+b)∗ : #a(x) = #b(x) }, gdzie #s(w) oznacza liczb¦ wyst¡pie«
symbolu s w sªowie w.

6. Skonstruowa¢ gramatyk¦ bezkontekstow¡ jednoznaczn¡ generuj¡c¡ j¦zyk D1 po-
prawnie uformowanych wyra»e« nawiasowych (por. Rozdziaª 1, Zadanie 2).

7. Napisa¢ gramatyki bezkontekstowe generujace zbiór tych sªów z j¦zyka D1, które

(a) zawieraj¡ parzyst¡ liczb¦ (np. 0) nawiasów otwieraj¡cych,
(b) nie zawieraj¡ podsªowa (()).

8. Skonstruowa¢ gramatyk¦ bezkontekstow¡ jednoznaczn¡ generuj¡c¡ j¦zyk z Zada-
nia 5.
Wskazówka.3 Rozwa»y¢ gramatyk¦

Z → ZaZ+b |ZbZ−a | ε
Z+ → Z+aZ+b | ε
Z− → Z−bZ−a | ε

Zauwa»y¢ zwi¡zek miedzy produkcjami dla Z+ a poprzednim zadaniem (podobnie
dla Z−).

9. Dowie±¢, »e nast¦puj¡ce warunki s¡ równowa»ne dla j¦zyka L ⊆ Σ∗:

(a) L jest regularny,
(b) L jest generowany przez gramatyk¦ bezkontekstow¡, w której ka»da reguªa jest

postaci X → ε, X → Y , lub X → σY , σ ∈ Σ,
(c) L jest generowany przez gramatyk¦ bezkontekstow¡, w której ka»da reguªa jest

postaci X → ε, X → Y , lub X → Y σ, σ ∈ Σ,
(d) L jest generowany przez gramatyk¦ bezkontekstow¡, w której ka»da reguªa jest

postaci X → α lub X → βY , α, β ∈ Σ∗.

10. Poda¢ przykªad gramatyki bezkontekstowej w której ka»da reguªa jest postaci X →
ε, X → Y , X → σY lub X → Y σ, σ ∈ Σ, ale j¦zyk generowany przez gramatyk¦
nie jest regularny.

3Rozwi¡zanie podane przez studenta, pana Dariusza Leniowskiego.
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11. Czy ka»dy j¦zyk bezkontekstowy jest generowany przez gramatyk¦ w postaci z po-
przedniego zadania?

12. Powiemy, »e gramatyka G ma wªasno±¢ wªa±ciwego samozap¦tlenia, je±li dla pewnej
zmiennej X zachodzi X G→

∗
αXβ, gdzie α, β 6= ε. Udowodnij, »e gramatyka bezkon-

tekstowa nie maj¡ca wªasno±ci wªa±ciwego samozap¦tlenia generuje j¦zyk regularny.

13. Udowodnij, »e ka»dy j¦zyk bezkontekstowy nad jednoliterowym alfabetem jest re-
gularny.

14. Udowodnij, »e je±li L jest bezkontekstowy to j¦zyk {a|w| : w ∈ L} jest regularny.

15. Niech G b¦dzie gramatyk¡ bezkontekstow¡, z m zmiennymi i niech, dla ka»dej reguªy
Y

G→ w, |w| ≤ `. Dowie±¢, »e je±li XI G∗→ ε, to istnieje wyprowadzenie o dªugo±ci
1 + ` + `2 + . . . + `m−1. Czy to oszacowanie jest optymalne?

16. Dowie±¢, »e dla ka»dej gramatyki G istnieje staªa C, taka, »e dla dowolnego w 6= ε,
je±li XI

G∗→ w, to istnieje wyprowadzenie o dªugo±ci ≤ C · |w|.

17. Zaªó»my, »e mamy pewn¡ sko«czon¡ liczb¦ reguª wymazuj¡cych postaci α → ε.
Stosuj¡c takie reguªy mo»emy w danym sªowie zast¦powa¢ sªowo α przez sªowo
puste. Niech L b¦dzie zbiorem sªów, które mo»emy przeksztaªci¢ na sªowo puste
stosuj¡c reguªy wymazywania.
Czy zawsze istnieje gramatyka bezkontekstowa generuj¡ca L i maj¡ca tylko jeden
symbol nieterminalny ?

18. Zaprojektowa¢ algorytm, który, dla danej gramatyki G, odpowiada na pytanie, czy
j¦zyk L(G) jest niesko«czony.

19. Udowodnij, »e ka»dy j¦zyk bezkontekstowy mo»e by¢ generowany przez gramatyk¦
w której ka»dy symbol nieterminalny (poza by¢ mo»e symbolem pocz¡tkowym) ge-
neruje niesko«czenie wiele sªów terminalnych.

3.2 Bezkontekstowy czy nie? � lematy o pompowaniu

1. Udowodni¢, »e »aden niesko«czony podzbiór j¦zyka L = {anbncn : n ≥ 1} nie jest
j¦zykiem bezkontekstowym.

2. Udowodni¢, »e dopeªnienie j¦zyka z poprzedniego zadania jest j¦zykiem bezkontek-
stowym.

3. Udowodni¢, »e je±li alfabet Σ ma co najmniej dwie litery, to j¦zyk L = {ww :
w ∈ Σ∗} nie jest bezkontekstowy, natomiast jego dopeªnienie Σ∗ − L jest j¦zykiem
bezkontekstowym.

4. Dowie±¢, »e dla ka»dego ustalonego k dopeªnienie j¦zyka {wk : w ∈ Σ∗} jest j¦zykiem
bezkontekstowym.
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5. Udowodni¢, »e j¦zyk L = {xcx : x ∈ (a+b)∗ } nie jest j¦zykiem bezkontekstowym.

6. Udowodni¢, »e dopeªnienie j¦zyka z poprzedniego zadania jest j¦zykiem bezkontek-
stowym.

7. Niech Subwords(x) oznacza zbiór wszystkich podsªów sªowa x, Subwords(L) =⋃
x∈L Subwords(x).

(a) Udowodni¢, »e dla j¦zyka bezkontekstowego L, Subwords(L) jest j¦zykiem bez-
kontekstowym.

(b) Poda¢ przykªad j¦zyka bezkontekstowego nieregularnego L, dla którego Subwords(L)
jest j¦zykiem regularnym.

(c) Poda¢ przykªad j¦zyka bezkontekstowego L, dla którego Subwords(L) nie jest
j¦zykiem regularnym.

8. Pokaza¢, »e j¦zyk dopasowywania wzorca L = {xcy : x, y ∈ (a + b)∗, y ∈
Subwords(x)} nie jest bezkontekstowy. Czy dopelnienie tego j¦zyka jest bezkontek-
stowe ?

9. Pokaza¢, »e j¦zyk L = {xcyR : x, y ∈ (a + b)∗, y ∈ Subwords(x)} jest bezkontek-
stowy.

10. (*) Pokaza¢, »e dopeªnienie j¦zyka z poprzedniego zadania nie jest j¦zykiem bezkon-
tekstowym.

11. Rozstrzygna¢, czy nast¦puj¡cy j¦zyk jest bezkontekstowy:

L = {u$wR : u, w ∈ {a, b}+, w jest pre�ksem i su�ksem u }

To samo pytanie dla dopeªnienia tego jezyka.

12. Udowodni¢, »e j¦zyk L = {aibjck : i 6= j, i 6= k, j 6= k } nie jest bezkontekstowy.
Czy jego dopeªnienie jest bezkontekstowe ?

13. Czy j¦zyk L = {aibjaibj : i, j ≥ 1 } jest bezkontekstowy ?
Czy jego dopeªnienie jest j¦zykiem bezkontekstowym ?

14. Udowodni¢, »e j¦zyk L = {wwRw : w ∈ (a + b)∗} nie jest bezkontekstowy.
Czy jego dopeªnienie jest bezkontekstowe ?

15. Poka», »e j¦zyk {x#yR : x, y ∈ {0, 1}+, [x]2 + 1 = [y]2} jest bezkontekstowy.

16. Poka», »e j¦zyk {x#y : x, y ∈ {0, 1}+, [x]2 + 1 = [y]2} nie jest bezkontekstowy.

17. Które z nast¦puj¡cych j¦zyków s¡ bezkontekstowe ?

(a) {ambn : m < n < 2m}
(b) (a + b)∗ − {(anbn)n : n ≥ 1}
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(c) {wwRw : w ∈ (a + b)∗}
(d) {axbaybaz : x + y = z}
(e) {axbaybaz : x · y = z}

18. Dowied¹, »e nast¦puj¡ce j¦zyki nie s¡ bezkontekstowe:

(a) {aibjak : j = max {i, k}}
(b) {aibick : k 6= i}.

19. Czy j¦zyk
{bin(n) $ bin(n2)R : n ∈ N},

gdzie bin(n) ∈ {0, 1}∗ jest binarnym przedstawieniem liczby n, jest bezkontekstowy?

20. Niech [n]2 oznacza zapis binarny liczby naturalnej n ≥ 1, pierwsz¡ cyfr¡ jest jedynka
(najbardziej znacz¡ca). Czy nast¦puj¡cy j¦zyk jest bezkontekstowy:

L4 = { [n]2 [2n]2 : n ≥ 1 }

21. (a) Udowodnij, »e zbiór tautologii nad ustalonym sko«czonym zbiorem zmiennych
jest bezkontekstowy (stanowi to uogólnienie zadania (1g) z sekcji 3.1).

(b) Formuªy nad przeliczalnym zbiorem zmiennych mo»na przedstawi¢ jako j¦zyk
nad sko«czonym alfabetem, przyjmuj¡c indeksowanie zmiennych. Dokªadniej,
przyjmijmy, »e zbiór wszystkich formuª jest generowany przez gramatyk¦

F → true | false |V | (F ∨ F ) | (F ∧ F ) | (¬F )

V → xI

I → 0 | 1J
J → J0 | J1 | ε

Np. ((x101 ∨ (¬x0)) ∧ (¬(false ∨ x101))) jest formuª¡.
Udowodnij, »e zbiór wszystkich tautologii nie jest bezkontekstowy4.

22. Niech alfabetem b¦dzie {0, 1}. Sªowo Lyndona to sªowo pierwotne (nie b¦d¡ce po-
t¦g¡ mniejszego sªowa, por. rozdz. 1, zad. 1), które jest leksykogra�cznie najmniesze
spo±ród swoich przesuni¦¢ cyklicznych.
Czy zbiór sªów Lyndona jest bezkontekstowy ?
Wskazówka: we¹my an+1banban i zastosujmy lemat Ogdena, �markuj¡c� ±rodkow¡
grup¦ an.

23. Niech PAL onacza zbiór palindromów. Czy zachodzi implikacja:

L bezkontekstowy =⇒ L ∩ PAL bezkontekstowy ?
4Stwierdzenie to wynika ªatwo z hipotezy P 6= NP, ale nale»y je dowie±¢ bez tej hipotezy.
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24. Sformuluj uvwxy-lemat o pompowaniu dla j¦zyków liniowych w którym |uvxy| =
O(1).
Dowied¹, »e j¦zyk {aibicjdj : i, j ∈ N} nie jest liniowy.

25. Dowied¹, »e L = {x ∈ (a + b)∗, #a(x) = #b(x)} nie jest liniowym j¦zykiem
bezkontekstowym.

26. Udowodnij, »e zbiór sªów w nad alfabetem {a, b} maj¡cych t¦ sam¡ liczb¦ liter a co
b nie jest liniowym j¦zykiem bezkontekstowym.

27. Który z nast¦puj¡cych j¦zyków jest bezkontekstowy. W przypadku gdy j¦zyk jest
bezkontekstowy wypisa¢ gramatyk¦ bezkontekstow¡. W zadaniu [x]2 oznacza bi-
narny zapis liczby x, oraz wR oznacza odwrócenie sªowa w.

(a) L1 = {[x]2 & [y]2 : 1 ≤ x ≤ y }.
(b) L2 = {[x]2 & [y]R2 : 1 ≤ x ≤ y }.

28. Niech D1,D2 oznacza zbiór poprawnych ci¡gów nawiasowych jednego typu (okr¡gªe
) i dwóch typów nawiasów (okr¡gªe i kwadratowe), odpowiednio, wª¡cznie ze sªowem
pustym. Czy nast¦puj¡ce j¦zyki s¡ bezkontekstowe

(a) { u#vR : uv ∈ D1 },
(b) { u#vR : uv ∈ D2 } ?

29. Niech L b¦dzie zbiorem sªów w alfabecie trzyelementowym, które nie zawieraj¡ sªowa
postaci xx, dla x 6= ε. Udowodni¢, »e L nie jest bezkontekstowy.

30. Poda¢ przykªad j¦zyka bezkontekstowego nad alfabetem trzyelemnentowym, którego
dopeªnienie jest niesko«czone i nie zawiera sªów postaci xx, dla x 6= ε.

3.3 Automaty ze stosem

1. Skonstruowa¢ automaty ze stosem rozpoznaj¡ce poznane wcze±niej j¦zyki bezkontek-
stowe: zbiór palindromów, zbiór poprawnie uformowanych ci¡gów nawiasów, zbiór
sªów, które maj¡ dwa razy wi¦cej b ni» a, zbiór ci¡gów, które nie s¡ postaci ww.

2. Dla liczby naturalnej n, niech bin(n) ∈ {0, 1}∗ b¦dzie binarnym przedstawieniem
liczby n. Skonstruowa¢ automat ze stosem rozpoznaj¡cy j¦zyk

{bin(n) $ bin(n + 1)R : n ∈ N}

3. Skonstruowa¢ automat ze stosem rozpoznaj¡cy j¦zyk

{bin(n) $ bin(3 ∗ n)R : n ∈ N}

Uogólni¢ tez¦ zadania5.
5Mo»na zacz¡¢ od przykªadu {dec(n) $dec(2006 ∗ n)R : n ∈ N}, gdzie dec(n) ∈ {0, 1, . . . , 9}∗ jest

dziesi¦tnym przedstawieniem liczby n.
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4. Dowie±¢, »e dla ka»dego automatu ze stosem A, mo»na skonstruowa¢ automat ze
stosem o dwóch stanach A′, taki »e L(A) = L(A′).

5. Dowie±¢, »e automatowi A′ z poprzedniego zadania mo»na postawi¢ dalszy wymóg,
»e ka»de przej±cie jest postaci

q, a, Z →A′ q′, α

gdzie |α| ≤ 2 (q, q′ dowolne).

6. Dowie±¢, »e dla ka»dego automatu ze stosem A, mo»na skonstruowa¢ równowa»ny
mu automat ze stosem A′′, w którym ka»de przej±cie jest postaci push lub pop, tzn.

q, a, Z →A′′ q′, Y Z

lub
q, a, Z →A′′ q′, ε

Czy dla takich automatów mo»na nadal ograniczy¢ liczb¦ stanów?

7. Maj¡c dany automat ze stosem akceptuj¡cy j¦zyk L, skonstruowa¢ automaty ze
stosem akceptuj¡ce nast¦puj¡ce j¦zyki:

• Pre�x(L) = {w : (∃v)wv ∈ L}
• Su�x(L) = {w : (∃u)uw ∈ L}
• Subword(L) = {w : (∃u, v)uwv ∈ L}
• LR = {wR : w ∈ L}
• (*) Cycle(L) = {vw : wv ∈ L}

8. Maj¡c dany automat ze stosem akceptuj¡cy j¦zyk L i automat sko«czony akceptu-
j¡cy j¦zyk R, skonstruowa¢ automaty ze stosem akceptuj¡ce nast¦puj¡ce j¦zyki:

• LR−1

• R−1L

• L ∩R

9. Niech #s(w) oznacza liczb¦ symboli s w sªowie w, oraz PREF (u) oznacza zbiór
pre�ksów sªowa u. Ponadto oznaczmy przez max(w), min(w), med(w) opowiednio
maksimum, minimum i median¦ liczb #a(w), #b(w), #c(w).

Który z nast¦puj¡cych j¦zyków jest regularny, a który bezkontekstowy?

(a) L1 = {u ∈ (a ∪ b ∪ c)∗ : ∀ w ∈ PREF (u) max(w)−min(w) ≤ 13 }.
(b) L2 = {u ∈ (a ∪ b ∪ c)∗ : ∀ w ∈ PREF (u) max(w)−med(w) ≤ 13 }.

10. Dla danych j¦zykow regularnych L i M , skonstruowa¢ automat ze stosem rozpozna-
j¡cy j¦zyk

⋃
i∈N(Li ∩M i). Uwaga: ten zbiór nie musi by¢ regularny.
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11. Dowie±¢, »e dla ka»dego automatu ze stosem A istnieje staªa C (zale»na od auto-
matu), taka, »e dla ka»dego sªowa w ∈ Z(A), istnieje obliczenie akceptuj¡ce (przez
pusty stos) o dªugo±ci ≤ C|w|. Wskazówka: oszacowa¢ wysoko±¢ stosu w obliczeniu
akceptuj¡cym.

12. Niech A b¦dzie automatem ze stosem. Dowie±¢, »e zbiór sªów, które s¡ mo»liwymi
zawarto±ciami stosu automatu A, jest j¦zykiem regularnym. Formalnie, mamy na
my±li zbiór

{α ∈ Γ∗ : (∃w, v ∈ Σ∗)(∃q ∈ Q) qI , w, ZI `A q, v, α}

Wywnioskowa¢ st¡d, »e zbiór sªów, które s¡ mo»liwymi zawarto±ciami stosu auto-
matu A w jakim± obliczeniu akceptuj¡cym, jest j¦zykiem bezkontekstowym.

13. Automat ze stosem A = (Σ, Γ, Q, qI , ZI , δ, F ) nazywamy deterministycznym, je±li w
ka»dej sytuacji mo»liwy jest co najwy»ej jeden ruch. Dokªadniej:

• je±li, dla pewnej pary q, Z, zachodzi q, ε, Z →A p, α przy pewnych p, α, to dla
»adnego σ ∈ Σ, nie zachodzi q, σ, Z →A p′, α′, dla »adnych p′, α′;

• dla ka»dych q, σ, Z, istnieje co najwy»ej jedna para p, α, taka »e q, σ, Z →A p, α.

J¦zyk bezkontekstowy jest deterministyczny je±li jest rozpoznawany przez pewien
deterministyczny automat ze stosem (w sensie stanów akceptuj¡cych, tzn. L =
L(A)).
Dowie±¢, »e j¦zyk {anbn : n ∈ N} ∪ {anb2n : n ∈ N} nie jest deterministycznym
j¦zykiem bezkontekstowym.
Wskazówka.6 Zakªadaj¡c, »e istnieje deterministyczny automat A rozpoznaj¡cy ten
j¦zyk, rozwa»y¢ automat A′, który ró»ni si¦ od A tylko tym, »e zamienia rolami a
i b. Przy pomocy tych dwóch automatów mo»na ªatwo skonstruowa¢ automat ze
stosem rozpoznaj¡cy j¦zyk {anbnan : n ∈ N}.

14. Wykaza¢, »e zbiór palindromów nad alfabetem dwuelementowym nie jest determi-
nistycznym j¦zykiem bezkontekstowym.
Wskazówka. Zastosowa¢ metod¦ z poprzedniego zadania. Przy pomocy hipotetycz-
nego automatu deterministycznego rozpoznaj¡cego palindromy mo»na np. skonstru-
owa¢ automat rozpoznaj¡cy j¦zyk {canbancanbanc : n ∈ N}.

3.4 Wªasno±ci j¦zyków bezkontekstowych

1. Podaj przykªad j¦zyka bezkontekstowego L t.»e j¦zyk L = {x : (∃y) |x| =
|y| ∧ xy ∈ L} nie jest bezkontekstowy.

2. Udowodni¢, »e przeci¦cie j¦zyka (deterministycznego) bezkontekstowego z regular-
nym jest te» j¦zykiem (deterministycznym) bezkontekstowym.

6Rozwi¡zanie podane przez studenta, pana Adama Wilczy«skiego.
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3. Przeplotem sªów w i v nazwiemy dowolne sªowo dªugo±ci |w|+|v|, które mo»na rozbi¢
na rozª¡czne podci¡gi w i v. L i M jest zbiór wszystkich mo»liwych przeplotów sªów
w ∈ L, v ∈ M . J¦zyk ten oznaczamy L ‖ M . Udowodnij, ze przeplot j¦zyka bezkon-
tekstowego i regularnego jest j¦zykiem bezkontekstowym. Podaj przykªad j¦zyków
bezkontekstowych L i M , dla których L ‖ M nie jest j¦zykiem bezkontekstowym.

4. Domkni¦cie przeplotne j¦zyka L okre±lamy przez L] = L ∪ (L ‖ L) ∪ (L ‖ L ‖
L) ∪ . . .. Wykaza¢, »e operacja domkni¦cia przeplotnego j¦zyka sko«czonego mo»e
da¢ w wyniku j¦zyk który nie jest bezkontekstowy.

5. Udowodni¢, »e je±li X, Y s¡ j¦zykami regularnymi to j¦zyk

L =
∑

n≥1 Xn ∩ Y n

jest bezkontekstowy.

6. Poda¢ przykªad j¦zyków regularnych X, Y t.»e∑
n≥1(X

n ∩ Y n) = {anbn : n ≥ 1}

7. Podaj j¦zyki regularne X, Y, Z t.»e j¦zyk∑
n≥1(X

n ∩ Y n ∩ Zn)

nie jest bezkontekstowy.

8. Wska» j¦zyk bezkontekstowy L, dla którego
√

L = {w : ww ∈ L} nie jest j¦zykiem
bezkontekstowym.

9. Podaj przykªad j¦zyka bezkontekstowego takiego. »e {x : xk ∈ L dla pewnego k}
nie jest bezkontekstowy.

10. Rozwa»my nast¦puj¡cy mor�zm:
h(a) = a, h(b) = b, h(a′) = a, h(b′) = b

oraz h(x) = ε dla symboli x ∈ {a, b, a′, b′} dla których mor�zm nie zostaª zde�nio-
wany powy»ej. Wykaza¢, »e j¦zyk EQ(h, g) = {w : h(w) = g(w)} nie jest bezkon-
tekstowy.

11. Udowodnij, »e je±li U jest regularny to nast¦puj¡cy j¦zyk jest bezkontekstowy
{xyR : x 6= y, xy ∈ U}

12. J¦zyk ma wªasno±¢ pre�ksow¡, gdy dla ka»dych dwóch sªow z tego j¦zyka jedno z
nich jest pre�ksem drugiego. Wyka», »e je±li j¦zyk bezkontekstowy ma wªasno±¢
pre�ksow¡ to jest on regularny.

13. Niech L ⊆ {a, b}∗ b¦dzie j¦zykiem regularnym oraz h, g b¦d¡ mor�zmami. Udowod-
ni¢, »e nast¦puj¡cy j¦zyk jest liniowym j¦zykiem bezkontekstowym

{h(u)c(g(u))R : u ∈ L}

14. Udowodnij, »e przeci¦cie liniowego j¦zyka bezkontekstowego z regularnym jest j¦zy-
kiem liniowym.
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15. Dla j¦zyka L okre±lamy Min(L) jako zbiór sªów w L minimalnych ze wzgl¦du na
porz¡dek bycia pre�ksem. (Zatem u ∈ Min(L) ⇔ nie istniej¡ v ∈ L oraz w 6= ε
takie, »e vw ∈ L.) Udowodnij, »e dla deterministycznego j¦zyka bezkontekstowego
L j¦zyk Min(L) jest równie» deterministycznym j¦zykiem bezkontekstowym.

16. Niech L = {aibjck : k ≥ i lub k ≥ j}. Poka», »e Min(L) nie jest j¦zykiem
bezkontekstowym.

17. Zbiór Max(L) okre±lamy analogicznie jak zbiór Min(L) w zadaniu 15. Podaj przy-
kªad j¦zyka bezkontekstowego L, dla którego Max(L) nie jest j¦zykiem bezkontek-
stowym.

18. Niech h1, h2 b¦d¡ mor�zmami takimi, »e alfabet wyj±ciowy nie zawiera $. Wyka»,
»e j¦zyki {x$yR : h1(x) = h2(x)} i {x$yR : h1(x) 6= h2(x)} s¡ liniowymi j¦zykami
bezkontekstowymi.

19. Podzbiór M ⊆ Nk nazywamy liniowym je±li mo»na go przedstawi¢ M = {~a + n ·
~b : n ∈ N}, dla pewnych wektorów ~a,~b ∈ Nk, a semi-liniowym, je±li jest sum¡
sko«czenie wielu zbiorów semi-lniowych.

(a) Udowodnij, »e zbiór dªugo±ci sªów j¦zyka bezkontekstowego jest semi-liniowy.
(b) (*) Udowodnij twierdzenie Parikha gªosz¡ce, »e dla j¦zyka bezkontekstowego

L ⊆ Σ∗ zbiór (⊆ N|Σ|) wektorów liczby wyst¡pie« liter z Σ w sªowach z L jest
semiliniowy.

20. Przypomnijmy poj¦cie odlegªo±ci Hamminga, okre±lonej dla sªów tej samej dªugo±ci
(zadanie 2.3.17)

d(u, w) = |{i : wi 6= vi}|.
Udowodni¢, »e dla j¦zyka regularnego L, j¦zyk

{ w : (∃ u ∈ L) |u| = |w| oraz d(u, w) ≤ |u|
2
}

jest bezkontekstowy. Czy j¦zyk ten jest zawsze regularny ?

21. Czy nast¦puj¡ce stwierdzenia s¡ prawdziwe:

(a) Istnieje niesko«czony zbiór sªów L nad sko«czonym alfabetem taki, »e ani L
ani dopeªnienie L nie zawieraj¡ niesko«czonego j¦zyka regularnego.

(b) To samo, ale wymagamy dodatkowo, aby L byª bezkontekstowy.

4 Teoria oblicze«

4.1 Maszyny Turinga

1. Skonstruowa¢ maszyn¦ Turinga obliczaj¡c¡ funkcj¦ 2n reprezentowan¡ unarnie. Bar-
dziej dokªadnie, zakªadamy, »e alfabet wej±ciowy skªada si¦ z jednego symbolu, po-
wiedzmy {1}. Je±li na wej±ciu dany jest ci¡g n jedynek, (tzn. kon�guracja wej±ciowa
jest q01

n), to po wykonaniu obliczenia kon�guracja powinna by¢ qf1
2n .
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2. Skonstruowa¢ maszyn¦ Turinga obliczaj¡c¡ funkcj¦ dlog ne reprezentowan¡ unarnie.

3. Przyjmijmy Σ = {0, 1}. Skonstruowa¢ maszyny Turinga rozpoznaj¡ce nast¦puj¡ce
j¦zyki:

(a) zbiór palindromów
(b) {w$w : w ∈ Σ∗}
(c) {ww : w ∈ Σ∗}
(d) zbiór ci¡gów reprezentuj¡cych binarnie liczby pierwsze.

4. Graf zorientowany o n wierzchoªkach ponumerowanych 0, 1, . . . , n − 1, reprezentu-
jemy ci¡giem zer i jedynek dªugo±ci n2, takim, »e k-ty bit jest 1 o ile istnieje kraw¦d¹
z wierzchoªka o numerze i do wierzchoªka o numerze j, gdzie k = i · n + j + 1.

(a) Skonstruowa¢ niedeterministyczn¡ maszyn¦ Turinga rozpoznaj¡c¡ zbiór sªów
zero-jedynkowych, które w powy»szy sposób reprezentuj¡ te grafy, w których
istnieje ±cie»ka z wierzchoªka o numerze 0 do wierzchoªka o numerze n− 1.

(b) Skonstruowa¢ maszyn¦ deterministyczn¡ realizuj¡c¡ to samo zadanie.

5. Przypomnijmy, »e dwie maszyny Turinga o tym samym alfabecie wej±ciowym uwa-
»amy za równowa»ne o ile akceptuj¡ ten sam j¦zyk. Udowodni¢, »e dla ka»dej ma-
szyny Turinga istnieje równowa»na jej maszyna posiadaj¡ca dokªadnie jeden stan
akceptuj¡cy i taka, »e w kon�guracji akceptuj¡cej gªowica znajduje si¦ nad pierwsz¡
komórk¡ ta±my (tzn. kon�guracja akceptuj¡ca jest postaci qf co±).

6. Dla danej niedeterministycznej maszyny Turinga skonstruowa¢ równowa»n¡ ma-
szyn¦ deterministyczn¡.

7. Dla danych deterministycznych maszyn Turinga M1 i M2 skonstruowa¢ determini-
styczne maszyny rozpoznaj¡ce j¦zyki

• L(M1) ∪ L(M2)

• L(M1) ∩ L(M2)

• L(M1)L(M2)

• L(M1)
∗.

8. Udowodni¢, »e dla ka»dej maszyny Turinga nad alfabetem wej±ciowym {0, 1}, ist-
nieje równowa»na jej maszyna, której alfabet wszystkich symboli roboczych obejmuje
jedynie symbole 0,1,B.

9. Powiemy, »e maszyna Turinga jest write-once je±li mo»e pisa¢ tylko w pustych ko-
mórkach ta±my, a symbol raz napisany nie mo»e by¢ zast¡piony »adnym innym
symbolem (w szczególno±ci nie mo»e by¢ �zmazany� tj. zast¡piony przez �blank�).
Dla dowolnej maszyny Turinga z jedn¡ ta±m¡, skonstruowa¢ maszyn¦ write-once z
dwiema ta±mami, która akceptuje ten sam j¦zyk.
(*) Dowie±¢, »e maszyny typu write-once z jedn¡ ta±m¡ akceptuj¡ jedynie j¦zyki
regularne.
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10. Dla dowolnej maszyny Turinga (nad dowolnym alfabetem), skonstruowa¢ równo-
wa»n¡ maszyne o jednej ta±mie i czterech stanach. (Wolno powi¦kszy¢ alfabet ro-
boczy.)

11. Poj¦cie automatu ze stosem mo»na rozszerzy¢ do automatu z k stosami, k ≥ 2.
Dowie±¢, »e dla ka»dej maszyny Turinga istnieje równowa»ny jej deterministyczny
automat z dwoma stosami. Wywnioskowa¢ st¡d, »e automat z k stosami, k > 2
mo»e by¢ symulowany przez automat z 2 stosami (symulacj¦ t¦ mo»na równie»
opisa¢ bezpo±rednio).

12. Udowodni¢, »e je±li automat sko«czony wyposa»y¢ dodatkowo w kolejk¦, to otrzy-
many model ma siªe obliczeniow¡ maszyny Turinga, tzn. dla dowolnej maszyny
istnieje automat z kolejk¡, który rozpoznaje ten sam j¦zyk.

13. Automat z k licznikami c1, . . . , ck, okre±lamy podobnie jak automat z k stosami,
z tym, »e liczniki zawieraj¡ liczby naturalne, a dost¦pne operacje na licznikach s¡
postaci ci := ci + 1, ci := ci−̇1 (gdzie 0−̇1 = 0), oraz test ci

?
= 0. Tzn. przej±cia

takiego automatu s¡ postaci q → p, q, ci
?
= 0 → p, q, ci

?

6= 0 → p, q → p, ci := ci +
1, q → p, ci := ci−̇1. Nie ma ta±my, lecz zakªadamy, »e w chwili pocz¡tkowej dana
wej±ciowa jest warto±ci¡ licznika c1, a pozostaªe liczniki maj¡ warto±¢ 0. Dowie±¢
najpierw, »e dla ka»dej maszyny Turinga nad alfabetem {1} istnieje równowa»ny
jej automat z 4 licznikami. Nast¦pnie wykaza¢, »e liczba liczników mo»e by¢ dalej
zredukowana do trzech. (Ograniczenie alfabetu maszyny Turinga nie jest istotne,
bo sªowa nad alfabetem n�literowym mo»na równie» ªatwo �przerobi¢� na liczby
naturalne w systemie unarnym.)

4.2 Obliczalno±¢ i nierozstrzygalno±¢

1. Udowodni¢ równowa»no±¢ nast¦puj¡cych warunków

• j¦zyk L jest cz¦±ciowo obliczalny,
• j¦zyk L jest dziedzin¡ pewnej funkcji cz¦±ciowo obliczalnej,
• j¦zyk L jest zbiorem warto±ci pewnej funkcji cz¦±ciowo obliczalnej,
• j¦zyk L jest zbiorem warto±ci pewnej funkcji obliczalnej.

2. Udowodni¢, »e j¦zyk L jest obliczalny, wtedy i tylko wtedy, gdy jest sko«czony lub
jest zbiorem warto±ci pewnej funkcji obliczalnej rosn¡cej.

3. Udowodni¢ nast¦puj¡ce twierdzenie Turinga�Posta : je±li zarówno j¦zyk jak i jego
uzupeªnienie s¡ cz¦±ciowo obliczalne, to s¡ równie» obliczalne.

4. Udowodni¢, »e istnieje zbiór cz¦±ciowo obliczalny, którego uzupeªnienie nie zawiera
»adnego niesko«czonego zbioru cz¦±ciowo obliczalnego.

5. Udowodni¢, »e istnieje automat z dwoma (sic !) licznikami A taki, »e nie jest roz-
strzygalne, czy A zatrzymuje si¦ dla danej wej±ciowej n. Wskazówka : wykorzysta¢
zadanie 13.
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6. Udowodni¢ nierozstrzygalno±¢ nast¦puj¡cego problemu Posta.
Dane s¡ dwie listy sªów : u1, . . . , un ∈ Σ∗ i w1, . . . , wn ∈ Σ∗. Pytanie, czy istnieje
ci¡g indeksów i1, . . . , im ∈ {1, . . . , n}, taki, »e ui1 . . . uin = wi1 . . . win ? Je±li taki ci¡g
istnieje, to sªowo ui1 . . . uin (= wi1 . . . win) nazywamy rozwi¡zaniem danej instancji
problemu Posta.
Wskazówka : Rozwa»y¢ zmody�kowany problem Posta, w którym dodatkowo wy-
maga si¦, by pierwszymi sªowami w rozwi¡zaniu byªy u1 i w1 (tzn. i1 = 1). Redukcja
zmody�kowanego problemu do oryginalnego problemu Posta nie jest trudna. Z ko-
lei przedstawi¢ algoerytm, który dla dowolnej maszyny Turinga M i jej wej±cia w
konstruuje instancj¦ P zmody�kowanego problemu Posta w ten sposób, »e P ma roz-
wi¡zanie wtedy i tylko wtedy, gdy M akceptuje w. Rozwi¡zaniem P (o ile istnieje)
b¦dzie wªa±nie akceptuj¡ce obliczenie M na w.

7. Dowie±¢, »e nast¦puj¡ce problemy s¡ nierozstrzygalne :

• Dana gramatyka bezkontekstowa G nad alfabetem Σ. Pytanie : czy L(G) =
Σ∗ ? (Tzw. problem uniwersalno±ci .) Wskazówka : Dla maszyny Turinga
M , udane obliczenie jest ci¡giem c0#c1# . . . #cf , gdzie ci s¡ kon�guracjami
M , c0 jest kon�guracj¡ pocz¡tkow¡, cf akceptuj¡c¡, oraz ci `M ci+1. Nale»y
przedstawi¢ algorytm, który dla dowolnej maszyny M konstruuje gramatyk¦
GM generuj¡c¡ wszystkie ci¡gi, które nie s¡ udanymi obliczeniami. A zatem,
gdyby±my potra�li rozstrzyga¢ problem uniwersalno±ci, mogliby±my równie»
rozstrzyga¢ problem niepusto±ci (L(M) 6= ∅ ?) dla maszyn Turinga, co jest
niemo»liwe (na mocy twierdzenia Rice'a).

• Dane dwie gramatyki bezkontekstowe G1, G2. Pytanie : czy L(G1) ∩ L(G2) 6=
∅ ? Wskazówka : Podobnie jak poprzednie zadanie, ale nale»y wykorzysta¢
operacj¦ lustrzanego odbicia.

• Dana gramatyka bezkontekstowa G. Pytanie : czy G jest jednoznaczna (tzn. dla
ka»edego sªowa w L(G) istnieje dokªadnie jedno drzewo wyprowadzenia).
Wskazówka : wykorzysta¢ problem Posta.

8. Czy nast¦pu¡cy problem X jest rozstrzygalny:
Dana gramatyka bezkontekstowa G, sprawdzi¢ czy L(G) zawiera palindrom.

9. Zaªó»my, »e wiemy »e jednotasmowa deterministyczna maszyna Turinga M wyko-
nuje zawsze co najwyzej jeden �nawrót� (to znaczy glowica przesuwa sie w prawo a
od pewnego momentu ju» tylko w lewo). Czy problem �w ∈ L(M)� jest rozstrzy-
galny, gdzie w jest sªowem wej±ciowym a L(M) oznacza zbiór sªów akceptowanych
przez M stanem akceptuj¡cym.

10. Czy nast¦puj¡cy problem jest rozstrzygalny. Dane s¡ dwa sªowa u, w ∈ Σ∗ oraz
liczba k, sprawdzi¢ czy

(∃ x ∈ Σ∗) ( |x| > k & Ile(w, x) = Ile(u, x) )

gdzie Ile(w, x) oznacza liczb¦ wyst¡pie« sªowa w jako podsªowo x (wyst¡pienia nie
musz¡ by¢ rozª¡czne).
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4.3 Hierarchia Chomsky'ego

1. Dowie±¢, »e ka»d¡ gramatyk¦ monotoniczn¡, czyli o reguªach α → β, gdzie |β| ≥ |α|,
mo»na sprowadzi¢ do postaci, w której ka»da reguªa ma form¦

αXβ → αγβ

gdzie X ∈ V , α, β, γ ∈ (Σ ∪ V )∗, γ 6= ε (V � zbiór symboli nieterminalnych, Σ �
zbiór symboli terminalnych).
Uwaga. Przy powy»szym sprowadzeniu trzeba na ogóª powi¦kszy¢ zbiór symboli
nieterminalnych.

2. Dowie±¢, »e j¦zyki kontekstowe, to dokªadnie j¦zyki rozpoznawane przez niedeter-
ministyczne automaty liniowo ograniczone.
Uwaga. Automaty liniowo ograniczone s¡ okre±lone podobnie jak maszyny Turinga,
z tym, »e jedyn¡ dost¦pn¡ pami¦ci¡ s¡ komórki ta±my zaj¦te na pocz¡tku przez
sªowo wej±ciowe (przy czym koniec sªowa jest zaznaczony specjalnym markerem).

3. Dowie±¢, »e iloraz j¦zyka kontekstowego przez j¦zyk regularny mo»e nie by¢ j¦zykiem
obliczalnym.
Wskazówka. Wykorzysta¢ j¦zyk oblicze« maszyny Turinga, która akceptuje j¦zyk
nieobliczalny.
Wywnioskowa¢ dalej, »e ani j¦zyki kontekstowe, ani j¦zyki obliczalne nie s¡ za-
mkni¦te na ilorazy przez j¦zyki regularne.

4. Dowie±¢, »e j¦zyki cz¦±ciowo obliczalne s¡ zamkni¦te na ilorazy przez j¦zyki cz¦-
±ciowo obliczalne.

5. Które z czterech klas hierarchii Chomsky'ego s¡ zamkni¦te na operacje ∪,∩,− ?

4.4 Zªo»ono±¢ obliczeniowa

1. Konstruowalno±¢ pami¦ciowa. Skonstruowa¢ maszyn¦ Turinga o�-line, która dla
wej±cia w o dªugo±ci n zu»ywa dokªadnie f(n) komórek pami¦ci roboczej, gdzie

f(n) = 2n, n2, nk, 2n, log n, . . .

2. Konstruowalno±¢ czasowa. Skonstruowa¢ maszyn¦ Turinga, która dla wej±cia w o
dªugo±ci n wykonuje dokªadnie f(n) kroków, gdzie f(n) = 2n, 3n, n2, nk, 2n, 22n

, . . ..

3. Dowie±¢, »e klasy P , NP i PSPACE s¡ zamkni¦te na operacj¦ *.

4. Problem domina. Instancja problemu domina obejmuje liczb¦ naturaln¡ M dan¡
unarnie oraz sko«czony zbiór wzorców kostek domina, tzn. wektorów postaci (up,
down, left, right ), gdzie up, down, left i right s¡ binarnie zadanymi liczbami, które
w tym kontek±cie nazywamy kolorami . (Liczba kolorów nie jest ograniczona, a wi¦c
zale»y od danej instancji problemu.) Pytanie brzmi: czy kwadrat M × M mo»na
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pokry¢ kostkami domina w ten sposób, »e s¡siednie kostki stykaj¡ si¦ bokami o tym
samym kolorze, a na bokach kwadratu jest kolor 0 (�biaªy�). Zakªadamy przy tym, »e
ka»dy wzorzec mo»na wykorzysta¢ dowolnie wiele razy, ale nie mo»na go �obraca¢�
(tzn. up jest zawsze górn¡ kraw¦dzi¡ itd.).
Nale»y udowodni¢, »e problem domina jest NP -zupeªny. Wskazówka : zastosowa¢
redukcj¦ generyczn¡, tzn. wychodz¡c od dowolnej niedeterministycznej maszyny Tu-
ringa dziaªaj¡cej w czasie wielomianowym.

5. Udowodni¢, »e nast¦puj¡cy problem dokªadnego pokrycia (ang. exact cover) jest NP -
zupeªny. Dana rodzina podzbiorów {1, 2, . . . , n} (liczby dane binarnie). Pytanie:
czy istnieje podrodzina podzbiorów rozª¡cznych, które w sumie daj¡ {1, 2, . . . , n}.
Wskazówka : wykorzysta¢ zadanie 4.

6. Udowodni¢, »e nast¦puj¡cy problem plecakowy (ang. knapsack problem) jest NP -
zupeªny. Dane: liczby n, m1, . . . ,mk (binarnie). Pytanie: czy istnieje podzbiór
zbioru {m1, . . . ,mk} taki, »e m1 + . . . + mk = n.
Wskazówka : wykorzysta¢ zadanie 5.

7. Dowie±¢, »e zªo»enie dwóch funkcji obliczalnych w pami¦ci (przestrzeni) logaryt-
micznej jest funkcj¡ obliczaln¡ w pami¦ci logarytmicznej.

8. Dowie±¢, »e ka»dy problem z klasy NP redukuje si¦ do problemu 3-CNF SAT w
pami¦ci logarytmicznej.


