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Abstract. In the recent past, there has been considerable progress in devising algorithms for the
all-pairs shortest paths problem running in time significantly smaller than the obvious time bound
of \(O(n^3)\). Unfortunately, all the new algorithms are based on fast matrix multiplication algo-
rithms that are notoriously impractical. Our work is motivated by the goal of devising purely combi-
natorial algorithms that match these improved running times. Our results come close to achieving this goal,
in that we present algorithms with a small additive error in the length of the paths obtained. Our
algorithms are easy to implement, have the desired property of being combinatorial in nature, and
the hidden constants in the running time bound are fairly small.

Our main result is an algorithm which solves the all-pairs shortest paths problem in unweighted,
directed graphs with an additive error of 2 in time \(O(n^{1.5}\sqrt{\log n})\). This algorithm returns actual
paths and not just the distances. In addition, we give more efficient algorithms with running time
\(O(n^{1.5}/\sqrt{\log n} + n^2 \log^2 n)\) for the case where we are only required to determine shortest paths be-
 tween \(k\) specified pairs of vertices rather than all pairs of vertices. The starting point for our results
is an \(O(m \sqrt{n \log n})\) algorithm for distinguishing between graphs of diameter 2 and 4, and this is later
extended to obtaining a ratio 2/3 approximation to the diameter in time \(O(m \sqrt{n \log n} + n^2 \log n)\).
Unlike in the case of all-pairs shortest paths, our results for approximate diameter computation
can be extended to the case of directed graphs with arbitrary positive real weights on the edges.
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1. Introduction. Consider the problem of computing all-pairs shortest paths (APSP) in an unweighted,
directed graph \(G\) with \(n\) vertices and \(m\) edges. The recent work of Alon, Galil, and Margalit [AGM91],
Alon, Galil, Margalit, and Naor [AGMN92], and Seidel [Sei92] has led to dramatic progress in devising fast algorithms
for this problem. These algorithms are based on formulating the problem in terms of matrices with small integer entries
and using fast matrix multiplications. They achieve a time bound of \(O(n^\omega)\) where \(\omega\) denotes the exponent in the running
time of the matrix multiplication algorithm used. The current best matrix multiplication
algorithm is due to Coppersmith and Winograd [CW90] and has \(\omega = 2.376\).
In contrast, the naive algorithm for APSP performs breadth-first searches from each
vertex, and requires time \(\Theta(nm)\).

Given the fundamental nature of this problem, it is important to consider the
desirability of implementing the algorithms in practice. Unfortunately, fast matrix
multiplication algorithms are far from being practical and suffer from large hidden
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constants in the running time bound. Consequently, we adopt the view of treating these results primarily as indicators of the existence of efficient algorithms and consider the question of devising a purely combinatorial algorithm for APSP that runs in time $O(n^{5-\varepsilon})$. The (admittedly vague) term “combinatorial algorithm” is intended to contrast with the more algebraic flavor of algorithms based on fast matrix multiplication. To understand this distinction, the reader may find it instructive to try and interpret the “algebraic” algorithms in purely graph-theoretic terms even with the use of the simpler matrix multiplication algorithm of Strassen [Str69]. The best known combinatorial algorithm, due to Feder and Motwani [FM91], runs in $O(n^3/\log n)$ time, yielding only a marginal improvement over the naïve algorithm.

We take a step in the direction of realizing the goals outlined above by presenting an algorithm which solves the APSP problem with an additive error of 2 in time $O(n^{2.5+\sqrt{\log n}})$. This algorithm returns actual paths and not just the distances. Note that the running time is better than the $O(n^{2.81})$ time bound of the more practical matrix multiplication algorithm of Strassen [Str69]. Further, as explained below, we also give slightly more efficient algorithms (for sparse graphs) for approximating the diameter. Our algorithms are easy to implement, have the desired property of being combinatorial in nature, and the hidden constants in the running time bound are fairly small. Our additive approximations are presented only for the case of unweighted, undirected graphs, but they can be easily generalized to the case of undirected graphs with small integer edge weights. In addition, we give a more efficient algorithm with running time $O(n^{1.5+\sqrt{\log n}} + n^2 \log^2 n)$ for the case where we are only required to determine shortest paths between $k$ specified pairs of vertices rather than all pairs of vertices.

A crucial step in the development of our result was the shift of focus to the problem of computing the diameter of a graph. This is the maximum over all pairs of vertices of the shortest path distance between the vertices. The diameter can be determined by computing all-pairs shortest path (APSP) distances in the graph, and it appears that this is the only known way to solve the diameter problem. In fact, Fan Chung [Chu87] had earlier posed the question of whether there is an $O(n^{3-\varepsilon})$ algorithm for finding the diameter without resorting to fast matrix multiplication. The situation with regard to combinatorial algorithms for diameter is only marginally better than in the case of APSP. Beier, Kha, and Motwani [BKM95] presented a combinatorial algorithm that verifies whether a graph has diameter 2 in time $O(n^{3}/\log^2 n)$. A slight adaptation of this algorithm yields a boolean matrix multiplication algorithm which runs in the same time bound, thereby allowing us to verify that the diameter of a graph is $d$, for any constant $d$, in $O(n^{3}/\log^2 n)$ time.

Consider the problem of devising a fast algorithm for approximating the diameter. It is easy to estimate the diameter within a ratio $1/2$ in $O(m)$ time: perform a breadth-first search (BFS) from any vertex $v$ and let $d$ be the depth of the BFS tree obtained; clearly, the diameter of $G$ lies between $d$ and $2d$. No better approximation algorithm was known for this problem; in fact, it was not even known how to distinguish between graphs of diameter 2 and 4. Our first result is an $O(m\sqrt{n \log n})$ algorithm for distinguishing between graphs of diameter 2 and 4, and this is later extended to obtaining a ratio $2/3$ approximation to the diameter in time $O(m\sqrt{n \log n} + n^2 \log n)$. It should be noted that, unlike in the case of all-pairs shortest paths, our results for approximate diameter computation can be extended to the case of directed graphs with arbitrary positive real weights on the edges.

The problem of computing approximate shortest paths has been considered earlier
in the literature, but purely from the point of view of multiplicative errors in the approximation. Awerbuch, Berger, Cowen, and Peleg [ABCP93] and Cohen [Coh93] have presented efficient algorithms for computing t-stretch paths for \( t \geq 4 \), where a path is said to have stretch \( t \) if its length is at most \( t \) times the length of the shortest path between its endpoints. Cohen [Coh94] gave an algorithm that approximates paths from \( s \) sources to all other nodes in a weighted graph in time \( O((m + sn)n^\epsilon) \) for any \( \epsilon > 0 \). This algorithm outputs paths of length \( (1 + O(1/\text{polylog} n))d(u, v) + O(w_{\text{max}} \text{polylog} n) \), where \( d(u, v) \) denotes the distance between vertices \( u \) and \( v \), and \( w_{\text{max}} \) is the largest edge weight in the graph. Her algorithm may be specialized to the unweighted case to compute paths of length \( (1 + O(1/\text{polylog} n)^c) + c \) for any \( \delta > 0 \) within the same time, where the constant \( c \) depends on \( \epsilon \) and \( \delta \).

The rest of this paper is organized as follows. We begin in Section 2 by presenting some definitions and an algorithm for a version of the dominating set problem that underlies all our algorithms. In Section 3, we describe the algorithms for distinguishing between graphs of diameter 2 and 4, and the extension to obtaining a ratio 2/3 approximation to the diameter. As we remarked earlier, these results can be applied to directed, weighted graphs. Then, in Section 4, we apply the ideas developed in estimating the diameter to obtain the promised algorithm for an additive-error approximation for APSP. These ideas are extended in Section 5 to obtain a more efficient algorithm for additive-error approximations to the k-pairs shortest paths problem. Finally, in Section 6 we present an empirical study of the performance of our algorithm for APSP.

2. Preliminaries and a Basic Algorithm. We present some notation and a result concerning dominating sets in graphs. Initially, all definitions are with respect to some undirected, unweighted, connected graph \( G(V, E) \) with \( n \) vertices and \( m \) edges. Later, we will point out the extension to directed and weighted graphs.

**Definition 2.1.** The distance, \( d(u, v) \), between two vertices \( u \) and \( v \) is the length of the shortest path between them.

**Definition 2.2.** The diameter, \( \Delta \), of a graph \( G \) is defined to be \( \max_{x, y \in V} d(x, y) \).

**Definition 2.3.** The k-neighborhood, \( N_k(v) \), of a vertex \( v \) is the set of all vertices other than \( v \) that are at distance at most \( k \) from \( v \), i.e.,

\[
N_k(v) = \{ u \in V \mid 0 < d(v, u) \leq k \}.
\]

The degree of a vertex \( v \) is denoted by \( d_v = |N_1(v)| \). Finally, we will use the notation \( N(v) = N_1(v) \cup \{ v \} \) to denote the set of vertices at distance at most 1 from \( v \).

It is important to keep in mind that the set \( N(v) \) contains not just the neighbors of \( v \), but also includes \( v \) itself.

**Definition 2.4.** For any vertex \( v \in V \), we denote by \( B(v) \) the depth of a breadth-first search (BFS) tree in \( G \) rooted at the vertex \( v \).

Throughout this paper, we will working with a parameter \( s \) to be chosen later that will serve as the threshold for classifying vertices as being of low degree or high degree. This threshold is implicit in the following definition.

**Definition 2.5.** Let \( L(V) = \{ u \in V \mid d_u < s \} \) and \( H(V) = V \setminus L(V) = \{ u \in V \mid d_u \geq s \} \).

The following is a generalization of the standard notion of a dominating set.

**Definition 2.6.** Given a set \( A \subseteq V \), a set \( D \subseteq V \) is a dominating set for \( A \) if and only if for each vertex \( v \in A \), \( N(v) \cap D \neq \emptyset \). That is, for each vertex in \( A \setminus D \), one of its neighbors is in \( D \).
The following theorem underlies all our algorithms.

**Theorem 2.7.** There exists a dominating set for $H(V)$ of size $O(s^{-1}n \log n)$ and such a dominating set can be found in $O(m + ns)$ time.

**Remark 2.8.** It is easy to see that choosing a set of $\Theta(s^{-1}n \log n)$ vertices uniformly at random gives the desired dominating set for $H(V)$ with high probability. This construction in the proof of this theorem is in effect a derandomization of this randomized algorithm.

**Proof.** Suppose, to begin with, that $H(V) = V$; then, we are interested in the standard dominating set for the graph $G$. The problem of computing a minimum dominating set for $G$ can be reformulated as a set cover problem, as follows: for every vertex $v$ create a set $S_v = N(v)$. This gives an instance of the set cover problem $\mathcal{S} = \{S_v \mid v \in V\}$, where the goal is to find a minimum cardinality collection of sets whose union is $V$. Given any set cover solution $\mathcal{C} \subseteq \mathcal{S}$, the set of vertices corresponding to the subsets in $\mathcal{C}$ forms a dominating set for $G$ of the same size as $\mathcal{C}$. This is because each vertex $v$ occurs in one of the sets $S_v \in \mathcal{C}$, and thus is either in the dominating set itself or has a neighbor therein. Similarly, any dominating set for $G$ corresponds to a set cover for $\mathcal{S}$ of the same cardinality.

The greedy set cover algorithm repeatedly chooses the set that covers the most uncovered elements, and it is known to provide a set cover of size within a factor $\log n$ of the optimal fractional solution [Joh74, Lov75]. Since every vertex has degree at least $s$ and therefore the corresponding set $S_v$ has cardinality at least $s$, assigning a weight of $1/s$ to every set in $\mathcal{S}$ gives a fractional set cover of total weight (fractional size) equal to $s^{-1}n$. Thus, the optimal fractional set cover size is $O(n/s)$, and the greedy set cover algorithm must then deliver a solution of size $O(s^{-1}n \log n)$. This gives a dominating set for $G$ of the same size. If we implement the greedy set cover algorithm by keeping the sets in buckets sorted by the number of uncovered vertices, the algorithm can be shown to run in time $O(m)$.

Consider now the case where $H(V) \neq V$. Construct a graph $G' = (V', E')$, adding a set of dummy vertices $X = \{x_i \mid 1 \leq i \leq s\}$, as follows: define $V' = V \cup X$ and $E' = E \cup \{(x_i, x_j) \mid 1 \leq i < j \leq s\} \cup \{(u, x_i) \mid u \in L(V)\}$. Every vertex in this new graph has degree $s$ or higher, so by the preceding argument we can construct a dominating set for $G'$ of size $O(s^{-1}(n + s) \log(n + s)) = O(s^{-1}n \log n)$. Since none of the new vertices in $X$ are connected to the vertices in $H(V)$, the restriction of this dominating set to $V$ will give a dominating set for $H(V)$ of size $O(s^{-1}n \log n)$. Finally, the running time is increased by the addition of the new vertices and edges, but since the total number of edges added is at most $ns + s^2 = O(ns)$, we get the desired time bound. $\square$

### 2.1. Extension to Directed Graphs

We briefly indicate the extension of the preceding definitions, notation, and observations to directed graphs. Given a directed graph $G(V, E)$, we will denote by $\overrightarrow{G}$ the graph obtained from $G$ by reversing the direction of all the edges of $G$.

We use $\rightarrow$ and $\leftarrow$ to overline quantities defined with respect to $G$ and $\overrightarrow{G}$ respectively. We will use the term degree to refer to the in-degree of a vertex, and for $v \in V$ we will denote its degree by $\deg^-(v)$. The definitions of distance, diameter, neighborhoods, BFS-tree and dominating set given earlier extend naturally to directed graphs as described below. We give the definitions only for $G$, and definitions for $\overrightarrow{G}$ can be obtained similarly.

**Definition 2.9.** For any two vertices $u, v \in V$, we define $d(u, v)$ as the length...
of the shortest path from \( u \) to \( v \). If no such path exists, we assume \( d(u,v) = \infty \).

Note that \( d(u,v) \) is not symmetric in general.

**Definition 2.10.** The diameter \( \Delta \) of a graph \( G \) is defined to be \( \max_{u,v \in G} d(u,v) \).

**Definition 2.11.** Let \( \overrightarrow{N}_k(v) = \{ u \in V \mid 0 < d(v,u) \leq k \} \). Further, \( \overrightarrow{N}(v) = \overrightarrow{N}_1(v) \cup \{ v \} \) denotes the set of vertices at distance at most 1 from \( v \).

**Definition 2.12.** \( \overrightarrow{BFS} \) is a BFS tree in the directed graph \( G \). For any vertex \( v \in V \), we denote by \( \overrightarrow{d}(v) \) the depth of a \( \overrightarrow{BFS} \) tree in \( G \) rooted at the vertex \( v \).

We define \( \overrightarrow{H}(V) \), \( \overrightarrow{L}(V) \), and dominating set for directed graphs with respect to out-going edges incident at the vertices.

**Definition 2.13.** For some \( s \), let \( \overrightarrow{L}(V) = \{ u \in V \mid \overrightarrow{d}_u < s \} \) and \( \overrightarrow{H}(V) = V \setminus \overrightarrow{L}(V) = \{ u \in V \mid \overrightarrow{d}_u \geq s \} \).

**Definition 2.14.** Given a set \( A \subseteq V \), a set \( D \subseteq V \) is an out-dominating set for \( A \) if and only if for each vertex \( v \in A \), \( \overrightarrow{N}(v) \cap D \neq \emptyset \).

The following is an easy consequence of Theorem 2.7.

**Corollary 2.15.** Given a directed graph \( G(V,E) \), there exists an out-dominating set for \( \overrightarrow{H}(V) \) of size \( O(s^{-1} \log n) \) and such a dominating set can be found in \( O(m + ns) \) time.

3. **Estimating the Diameter.** In this section we will develop an algorithm to find an estimate \( E \) such that \( \frac{3}{2} \Delta \leq E \leq \Delta \). We first present an algorithm for distinguishing between graphs of diameter 2 and 4. It is then shown that this algorithm generalizes to the promised approximation algorithm.

3.1. **Distinguishing Diameter 2 from 4.** The basic idea behind the algorithm is rooted in the following lemma whose proof is straightforward.

**Lemma 3.1.** Suppose that \( G \) has a pair of vertices \( a \) and \( b \) with \( d(a,b) \geq 4 \). Then, any \( \overrightarrow{BFS} \) tree rooted at a vertex \( v \in \overrightarrow{N}(a) \) and any \( \overrightarrow{BFS} \) tree rooted at a vertex \( v \in \overrightarrow{N}(b) \) will have depth at least 3.

The algorithm shown in Figure 3.1, called Algorithm 2-vs-4, computes BFS trees from a small set of vertices that is guaranteed to contain such a vertex, and so one of these BFS trees will certify that the diameter is more than 2.

We are assuming here that the sets \( \overrightarrow{L}(V) \) and \( D(V) \) are provided as a part of the input; otherwise, they can be computed in \( O(m + ns) \) time.

**Theorem 3.2.** Algorithm 2-vs-4 distinguishes graphs of diameter 2 and 4, and it has running time \( O(ms^{-1}n \log n + ms) \).

**Proof.** It is clear that the algorithm outputs 2 for graphs of diameter 2 since in such graphs no BFS tree can have depth exceeding 2. Assume then that \( G \) has diameter 4 and fix any pair of vertices \( a,b \in V \) such that \( d(a,b) \geq 4 \). We will show that the algorithm performs a properly directed BFS from a vertex \( v \in \overrightarrow{N}(a) \cup \overrightarrow{N}(b) \). Since, by Lemma 3.1, the depth of the BFS tree rooted at \( v \) is at least 3, the algorithm will output 4.

We consider the two cases that can arise in the algorithm.

**Case 1:** \( \overrightarrow{L}(V) \neq \emptyset \)
Algorithm 2-vs-4

1. if $\overrightarrow{\Delta}(V) \neq \emptyset$ then
   (a) choose $v \in \overrightarrow{\Delta}(V)$
   (b) compute a BFS tree from $v$ and a BFS tree from each of the vertices in $\overrightarrow{N}(v)$
2. else
   (a) compute an out-dominating set $D$ for $\overrightarrow{\Delta}(V) = V$
   (b) compute a BFS tree from each of the vertices in $D$
3. endif
4. if all BFS trees have depth 2 then return 2
   else return 4.

Fig. 3.1. Algorithm 2-vs-4

If $b$ belongs to $\overrightarrow{N}(v)$, then there is nothing to prove. If $\overrightarrow{\Delta}(v) > 2$, then again we have nothing to prove. Note that if $\overrightarrow{\Delta}(v) = 1$, then $\overrightarrow{d}(v) = n - 1$ and our choice of $s = o(n)$ would imply that $v \not\in \overrightarrow{\Delta}(V)$ which would be a contradiction. Therefore, the only case that remains is when $\overrightarrow{\Delta}(v) = 2$ and $d(v, b) = 2$ (see Figure 3.2). These assumptions imply that $\overrightarrow{N}(v) \cap \overrightarrow{N}(b) \neq \emptyset$, and Lemma 3.1 completes the proof. The size of $\overrightarrow{N}(v)$ is at most $s$, therefore the time to compute the BFS trees is bounded by $O(ms)$.
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Fig. 3.2. Case 1 in Algorithm 2-vs-4.

Case 2: $[\overrightarrow{\Delta}(V) = \emptyset]$

Since $D$ is an out-dominating set for $V$, it follows immediately that $D \cap \overrightarrow{N}(a) \neq \emptyset$, establishing the proof of correctness. From Theorem 2.7, we have $|D| = O(s^{-1}n \log n)$ and this implies a bound of $O(ms^{-1}n \log n)$ on the cost of computing the BFS trees in this case. □

Choosing $s = \sqrt{n \log n}$, we obtain the following corollary.

**Corollary 3.3.** Graphs of diameter 2 and 4 can be distinguished in $O(m \sqrt{n \log n})$ time.
3.2. Approximating the Diameter. The ideas used in Algorithm 2-vs-4 can be generalized to estimate the diameter for all directed graphs: fix any two vertices $a$ and $b$ for which $d(a, b) = \Delta$, where $\Delta$ is the diameter of the graph. Suppose we can find a vertex $v$ in $\overset{\rightarrow}{N}_{\Delta/3}(a)$ or $v'$ in $\overset{\leftarrow}{N}_{\Delta/3}(b)$, then it is clear that $\overset{\rightarrow}{\Delta}(v) \geq \frac{2}{3} \Delta$ or $\overset{\leftarrow}{\Delta}(v') \geq \frac{2}{3} \Delta$, and we can use $\overset{\rightarrow}{\Delta}(v)$ or $\overset{\leftarrow}{\Delta}(v')$ as our estimate. As before, we will find a small set of vertices which is guaranteed to have a vertex in $\overset{\rightarrow}{N}_{\Delta/3}(a) \cup \overset{\leftarrow}{N}_{\Delta/3}(b)$. Then, we can compute the BFS tree from each of these vertices and use the maximum of the depths of these trees as our estimate $E$. The reason for choosing the fraction $1/3$ will become apparent in the analysis of the algorithm. In what follows, it will simplify notation to assume that $\Delta/3$ is an integer; in general though, our analysis needs to be modified to use $\lfloor \Delta/3 \rfloor$. Also, we assume that $\Delta \geq 3$, and it is easy to see that the case $\Delta \leq 2$ can be handled separately.

A key tool in the rest of our algorithms will be the notion of a partial-BFS defined in terms of a parameter $k$.

**Definition 3.4.** A $k$-partial-BFS tree is obtained by performing a BFS up to the the point where exactly $k$ vertices (not including the root) have been visited.

**Lemma 3.5.** A $k$-partial-BFS tree can be computed in time $O(k^2)$.

**Proof.** The number of edges examined for each vertex visited is bounded by $k$ since the $k$-partial-BFS process is terminated when $k$ distinct vertices have been examined. This implies that the total number of edges examined is $O(k^2)$, and that dominates the running time. □

Note that a $k$-partial-BFS tree contains the $k$ vertices closest to the root, but that this set is not uniquely defined due to the need to break ties, which is done arbitrarily. Typically, $k$ will be clear from the context and we will not specify it explicitly.

**Definition 3.6.** Let $\overset{\rightarrow}{PBFS}_k(v)$ be the set of vertices visited by a $k$-partial-BFS from $v$. Denote by $\overset{\rightarrow}{\Delta}(v)$ the depth of the tree constructed in this fashion. PBFS and $\overset{\rightarrow}{\Delta}(v)$ are defined similarly.

Consider now the formal description of the approximation algorithm for diameter, Algorithm Approx-Diameter, as shown in Figure 3.3.

**Algorithm Approx-Diameter**

1. compute an $s$-partial-$\overset{\rightarrow}{BFS}$ tree from each vertex in $V$
2. let $w$ be the vertex with the maximum depth ($\overset{\rightarrow}{\Delta}(w)$) partial-$\overset{\rightarrow}{BFS}$ tree
3. compute a $\overset{\rightarrow}{BFS}$ tree from $w$ and a $\overset{\leftarrow}{BFS}$ tree from each vertex in $\overset{\rightarrow}{PBFS}_s(w)$
4. compute a new graph $\overset{\rightarrow}{G}$ from $G$ by adding all edges of the form $(v, u)$ where $u \in \overset{\rightarrow}{PBFS}_s(v)$
5. compute an out-dominating set $D$ in $\overset{\rightarrow}{G}$
6. compute a $\overset{\rightarrow}{BFS}$ tree from each vertex in $D$
7. return estimate $E$ equal to the maximum depth of all BFS trees from Steps 3 and 6.

Fig. 3.3. Algorithm Approx-Diameter

The following lemmas constitute the analysis of this algorithm.
LEMMA 3.7. The dominating set $D$ found in Step 5 is of size $O(s^{-1}n\log n)$.

Proof. In $\vec{G}$, each vertex $v \in V$ is adjacent to all vertices in $\overrightarrow{PBFS}_s(v)$ with respect to the graph $G$. Since $|\overrightarrow{PBFS}_s(v)| = s$ for every vertex $v$, the out-degree of each vertex in $\vec{G}$ is at least $s$. From Theorem 2.7, it follows that we can find a dominating set of size $O(s^{-1}n\log n)$. □

LEMMA 3.8. If $|\overrightarrow{N}_{\Delta/3}(v)| \geq s$ for all $v \in V$, then $D \cap (\overrightarrow{N}_{\Delta/3}(v) \cup \{v\}) \neq \emptyset$ for each vertex $v \in V$.

Proof. Consider any particular vertex $v \in V$. If $v$ is in $D$, then there is nothing to prove. Otherwise, since $D$ is a dominating set in $\vec{G}$, there is a vertex $u \in D$ such that $(v,u)$ is an edge in $\vec{G}$. If $(v,u)$ is in $G$, then again we are done since $u \in N(v) \subset \overrightarrow{N}_{\Delta/3}(v)$. The other possibility is that $u$ is not a neighbor of $v$ in $G$, but then it must be the case that $u \in \overrightarrow{PBFS}_s(v)$. The condition $|\overrightarrow{N}_{\Delta/3}(v)| \geq s$ implies that $\overrightarrow{PBFS}_s(v) \subset \overrightarrow{N}_{\Delta/3}(v)$, which in turn implies that $u \in \overrightarrow{N}_{\Delta/3}(v)$, and hence $u \in D \cap \overrightarrow{N}_{\Delta/3}(v)$. □

The reader should notice the similarity between the preceding lemma and Case 2 in Theorem 3.2. Lemma 3.8 follows from the more general set cover ideas used in the proof of Theorem 2.7 and as such it holds even if we replace $\Delta/3$ by some other fraction of $\Delta$. The more crucial lemma is given below.

LEMMA 3.9. Let $S$ be the set of vertices $v$ such that $|\overrightarrow{N}_{\Delta/3}(v)| < s$. If $S \neq \emptyset$ then the vertex $w$ found in Step 2 belongs to $S$. In addition if $\overrightarrow{d}(w) < \frac{2}{3}\Delta$, then for every vertex $v$,

$$\overrightarrow{PBFS}_s(v) \cap \overrightarrow{N}_{\Delta/3}(v) \neq \emptyset.$$ 

Proof. It can be verified that for any vertex $u \in S$, $\overrightarrow{d}(u) > \Delta/3$; conversely, for any vertex $v$ in $V \setminus S$, $\overrightarrow{d}(v) \leq \Delta/3$. From this we can conclude that if $S$ is nonempty, then the vertex of largest depth belongs to $S$.

Also, for each vertex $u \in S$, we must have $\overrightarrow{N}_{\Delta/3}(u) \subset \overrightarrow{PBFS}_s(v)$. If $\overrightarrow{d}(w) < \frac{2}{3}\Delta$ then every vertex is within a distance $\frac{1}{3}\Delta$ from $w$. From this and the fact that $\overrightarrow{N}_{\Delta/3}(w) \subset \overrightarrow{PBFS}_s(v)$, it follows that $\overrightarrow{PBFS}_s(v) \cap \overrightarrow{N}_{\Delta/3}(v) \neq \emptyset$. □

The proof of the above lemma makes clear the reason why our estimate is only within $\frac{2}{3}$ of the diameter. Essentially, we need to ensure that the $\Delta/k$ neighborhood of $w$ intersects the $\Delta/k$ neighborhood of every other vertex. This can happen only if $\overrightarrow{d}(w)$ is sufficiently small. If it is not small enough, we want $\overrightarrow{d}(w)$ itself to be a good estimate. Balancing these conditions gives us $k = 3$ and the ratio $2/3$.

THEOREM 3.10. Algorithm Approx-Diameter gives an estimate $E$ such that $\frac{2}{3}\Delta \leq E \leq \Delta$ in time $O(m + sm^{-1}n\log n + ns^2)$. Choosing $s = \sqrt{n\log n}$ gives a running time of $O(m\sqrt{n\log n} + n^2\log n)$.

Proof. The analysis is partitioned into two cases. Let $a$ and $b$ be two vertices such that $d(a,b) = \Delta$.

Case 1: [For all vertices $v$, $|\overrightarrow{N}_{\Delta/3}(v)| \geq s$.]

If either $a$ or $b$ is in $D$, we are done. Otherwise from the proof of Lemma 3.8, the set $D$ has a vertex $v \in \overrightarrow{N}_{\Delta/3}(a)$. Since in Step 6 we compute $\overrightarrow{BFS}$ trees from each vertex in $D$, one of these is $v$ and $\overrightarrow{d}(v)$ is the desired estimate.
Case 2: [There exists a vertex \( v \in V \) such that \( |\overrightarrow{N}_{\Delta/3}(v)| < s \)]

Let \( w \) be the vertex in Step 2. If \( |\overrightarrow{N}(w)| \geq \frac{2}{3}\Delta \), \( \overrightarrow{d}(w) \) is our estimate and we are done. Otherwise from Lemma 3.9, \( PBFS_s(w) \) has a vertex \( v \in N_{\Delta/3}(b) \). Since in Step 3 we compute \( BFS \) trees from each vertex in \( PBFS_s(w) \), one of these is \( v \) and \( \overrightarrow{d}(v) \) is the desired estimate.

The running time is easy to analyze. Each partial-BFS in Step 1 takes at most \( O(s^2) \) time by Lemma 3.5; thus, the total time spent on Step 1 is \( O(ns^2) \). Step 2 can be implemented in \( O(n) \) time. In Step 3, we compute BFS trees from \( s \) vertices, which requires a total of \( O(ms) \) time. The time required in Step 4 is dominated by the time required to compute the partial-BFS trees in Step 1. Theorem 2.7 implies that Step 5 requires only \( O(n^2 + ns) \) time (note that the graph \( \overrightarrow{G} \) could have many more edges than \( m \)). By Lemma 3.7, Step 6 takes \( O(ms^{-1}n \log n) \) time. Finally, the cost of Step 7 is dominated by the cost of computing the various BFS trees in Steps 3 and 6. The running time is dominated by the cost of Steps 1, 3, and 6, and adding the bounds for these gives the desired result. \( \square \)

3.3. Extension to Weighted Graphs. The algorithm for estimating the diameter extends to the case of weighted graphs as well, provided all edge weights are positive. This requires some minor modifications to Algorithm Approx-Diameter that are listed below.

- The BFS is replaced by Dijkstra’s algorithm [CLR90] for shortest paths, and the depth of the tree now refers to the distance to the farthest vertex found so far.
- In forming the new graph \( \overrightarrow{G} \) in Step 4 we need to remove all the original edges of \( G \) before we add the new edges. Note that \( \overrightarrow{G} \) is an unweighted graph.

The last modification is necessary because in a weighted graph it is not necessarily the case that a neighbor of a vertex \( v \) belongs to \( N_{\Delta/3}(v) \). The running time remains the same because the time required by Dijkstra’s algorithm (implemented with Fibonacci heaps [CLR90]) is \( O(m) \) when \( m = \Omega(n \log n) \).

We obtain the following theorem.

THEOREM 3.11. Given a directed graph with positive edge weights, there is an algorithm that gives an estimate \( E \) such that \( \frac{4}{3}\Delta \leq E \leq \Delta \) in time \( O(m \sqrt{n} \log n + n^2 \log n) \).

4. Estimating All-Pairs Shortest Paths. We now turn to the problem of approximate APSP computations. We restrict ourselves to undirected and unweighted graphs for the rest of the paper; although it should be noted that there is an obvious extension of the results below to the case of undirected graphs with edge weights that are small integers.

It is possible to determine not only the diameter, but the all-pairs shortest path distances to within an additive error of 2. The basic idea is that a dominating set, since it contains a neighbor of every vertex in the graph, must contain a vertex that is within distance 1 of any shortest path. Since we can only find a small dominating set for vertices in \( \overrightarrow{H}(V) \), we have to treat \( \overrightarrow{L}(V) \) vertices differently, but their low degree allows us to manage with only a partial-BFS, which we can combine with the information we have gleaned from the dominating set.

We give a detailed description of the approximate APSP algorithm, Algorithm Approx-APSP, in Figure 4.1. In Figure 4.2 we illustrate the main ideas behind this algorithm.
Algorithm Approx-APSP

Comment: Define $G[L(V)]$ to be the subgraph of $G$ induced by $L(V)$.
1. initialize all entries in the distance matrix $\tilde{d}$ to $\infty$
2. compute a dominating set $D$ for $H(V)$ of size $s^{-1}n \log n$
3. compute a BFS tree from each vertex $v \in D$, and update $\tilde{d}$ with the shortest path lengths for $v$ so obtained
4. compute a BFS tree in $G[L(V)]$ for each vertex $v \in L(V)$, and update $\tilde{d}$ with the shortest path lengths for $v$ so obtained
5. for all $u,v \in V \setminus D$

\[ \tilde{d}(u,v) \leftarrow \min\{\tilde{d}(u,v), \min_{w \in D} \{\tilde{d}(w,u) + \tilde{d}(w,v)\}\} \]

6. return $\tilde{d}$ as the APSP matrix, and its largest entry as the diameter.

**Theorem 4.1.** In Algorithm Approx-APSP, for all vertices $u,v \in V$, the distances returned in $\tilde{d}$ satisfy the inequality

\[ 0 \leq \tilde{d}(u,v) - d(u,v) \leq 2. \]

Further, the algorithm can be modified to produce paths of length $\tilde{d}$ rather than merely returning the approximate distances. This algorithm runs in time $O(n^2 s + n^3 s^{-1} \log n)$; choosing $s = \sqrt{n \log n}$ gives a running time of $O(n^{2.5} \sqrt{\log n})$.

**Proof.** We first show that the algorithm can be easily modified to return actual paths rather than only the distances. To achieve this, in Steps 3 and 4 we can associate with each updated entry in the matrix the path from the BFS tree used for the update. In Step 5, we merely concatenate the two paths from Step 3 that determine the minimum value of $\tilde{d}$.

For a vertex $u$, it is clear that the shortest path distance to any vertex $v \in V$ that is returned cannot be smaller than the correct values, since they correspond to actual paths. To see that they differ by no more than 2, we need to consider three cases:

Case 1: $[u \in D]$

In this case, the BFS tree from $v$ is computed in Step 3 and so clearly the distances returned are correct.

Case 2: $[u \in H(V) \setminus D]$

By the definition of $D$, it must be the case that $u$ has a neighbor $w$ in $D$. Clearly, the distances from $u$ and $w$ to any other vertex cannot differ by more than 1, and the distances from $w$ are always correct as per Case 1. The assignment in Step 6 guarantees $\tilde{d}(u,v) \leq \tilde{d}(w,u) + \tilde{d}(w,v) = d(u,v) + 1 \leq d(u,v) + 2.$

Case 3: $[u \in L(V)]$

Fix any shortest path from $u$ to $v$. Suppose that the path from $u$ to $v$ is entirely contained in $L(V)$; then, $\tilde{d}(u,v)$ is set correctly in Step 4. Otherwise, the path must contain a vertex $w \in H(V)$. If $w$ is contained in $D$, then the correct distance is computed as per Case 1. Finally, if $w \in H(V) \setminus D$, then $D$ contains a neighbor $x$ of
w. Clearly, in Step 6, one of the possibilities considered will involve a path from u to x and a path from x to y. Since the distances involving x are correctly computed in Step 3, this means that \( d(u, v) \leq d(x, u) + d(x, v) \leq d(w, u) + d(w, v) + 2 = d(u, v) + 2. \)

Finally, we analyze the running time of this algorithm. Step 1 requires only \( O(n^2) \) time, and Theorem 2.7 implies that we can perform Step 2 in the stated time bound. Step 3 requires \( ms^{-1} n \log n \) for computing the BFS trees. Step 4 may compute as many as \( 11(n) \) BFS trees, but \( O(L(V)) \) only has \( O(ns) \) edges and so this requires only \( O(n^2 s) \) time. Finally, Step 5 takes all \( n^2 \) vertex pairs, and compares them against the \( s^{-1} n \log n \) vertices in \( D \). This implies the desired time bound. □

Although the error in this algorithm is 2, it can be improved for the special case of distinguishing diameter 2 from 4 based on the following two observations.

**Fact 4.2.** If \( u \in H(V) \) is at distance \( \Delta \) from some vertex \( v \), then \( d(u, v) \leq \Delta + 1. \)

**Proof.** Consider \( w \), the vertex that dominates \( u \). If the algorithm were to have set \( d(u, v) > \Delta + 1 \) then Step 5 of the algorithm would imply \( d(u, v) > \Delta. \) Since \( d \) is exact for vertices in \( D \), this is not possible. □

**Fact 4.3.** If the algorithm reports for some \( u \in L(V) \) that \( b(u) > 2 \), we can verify this in time \( O(ns) \) per vertex.

Thus, by performing a verification for each of the \( L(V) \) vertices that report distance over 2, we can improve Algorithm Approx-APSP so that it always performs as well as the diameter approximation algorithms of the previous section. The first fact also appears to be useful in bringing the diameter error down to 1, but unfortunately, the vertices in \( L(V) \) cannot be handled as easily for larger diameters.
5. Estimating k-Pairs Shortest Paths. In this section we consider the problem where we only seek to determine the distances between a given set of distinguished pairs of vertices denoted by \( P \). We show that the Algorithm Approx-APSP can be generalized to handle this problem with the same error bounds. The generalized algorithm, called Approx-kPSP, works in time \( O(n^{1.5}\sqrt{k \log n} + n^{2} \log^{2} n) \), where \( k \) is the cardinality of the set \( P \). When \( P \) contains all pairs of vertices, the behavior of Approx-kPSP is identical to that of Approx-APSP. However, for small \( k \), the algorithm is significantly faster than Approx-APSP.

The main idea behind the speed-up is the observation that the choice of \( s = \sqrt{n \log n} \) is not optimal when we do not need to find the distances between all pairs. Step 5 of Approx-APSP (the concatenation of paths) requires at most \( O(kn^{s-1} \log n) \) time (instead of \( O(n^{s-1} \log n) \)), so the total time taken is \( O(mn^{s-1} \log n + n^{2}s + kns^{2} \log n) \). Now, the first term of the sum is not necessarily dominated by the last one. We have two cases: if \( k \geq m \), the last term dominates the first but we get the desired running time that depends on \( k \) when we balance the second and third terms; conversely, when \( k < m \), we observe that the first term dominates the last. Note that the first term is the cost of performing BFS from all the dominating set vertices.

The intuition for the improvement comes from the following example: suppose that all vertices have degree \( d \). Then we could take \( s = d \), so \( m = O(nd) \) and \( |D| = O(\frac{n}{\log n}) \), and the first term would be equal to \( m|D| = O(n^{2} \log n) \). This example shows that performing BFS from all the dominating set vertices is not expensive if the degrees are more or less uniform. Of course, in general, such an assumption is not true. However, we can exploit this observation by partitioning the vertex set into \( O(\log n) \) classes, such that the \( i \)th class consists of vertices of degree between \( \frac{d}{2} \) and \( \frac{d}{2^i} \), and computing the dominating sets for each class separately. This effectively reduces the first term to \( O(n^{2} \text{polylog}(n)) \), and now we can balance the second and third terms as in the other case.

This algorithm, called Approx-kPSP, is described in Figure 5.1. The algorithm is recursive and at the top level it is invoked with parameter value \( i = 1 \), assuming \( G_{i} = G \). The algorithm makes \( t \) recursive calls, where \( t \) is a parameter chosen so as to minimize the running time.

We begin the analysis by identifying the optimal choice of \( t \).

**Lemma 5.1.** The parameter \( t \) can be chosen such that the running time of Algorithm Approx-kPSP is \( O(n^{1.5}\sqrt{k \log n} + n^{2} \log^{2} n) \). This time is achieved for

\[
t = \log \left( \frac{n^{0.5}}{\sqrt{k \log n}} \right).
\]

**Proof.** Observe that for each \( i \) and \( v \in V_{i} \), the degree of \( v \) in \( G_{i} \) is less than \( s_{i-1} \) (assume \( s_{0} = n \)). This implies that \( |E_{i}| = O(ns_{i-1}) \). Let \( C_{i} \) denote the running time of the invocation of Approx-kPSP with argument \( i \). It is easy to see that \( C_{i} = n|E_{i}| \) and that for \( i < t \), \( C_{i} \) is dominated by the time required for Steps 2(c) and 2(d) which require \( |D_{i}| |E_{i}| \) and \( k|D_{i}| \) time, respectively. The total time can now be estimated as follows:

\[
\sum_{i=1}^{t} C_{i} = n|E_{1}| + \sum_{i=1}^{t-1} (|D_{i}| |E_{i}| + k|D_{i}|) \leq \sum_{i=1}^{t-1} \frac{n}{s_{i}} ns_{i-1} \log n + k \sum_{i=1}^{t-1} \frac{n}{s_{i}} \log n + n^{2}s_{t} \\
\leq 2n^{2} \log^{2} n + \frac{n}{s_{t}} k \log n + n^{2}s_{t}
\]

Letting \( t = \log \left( \frac{n^{0.5}}{\sqrt{k \log n}} \right) \) we get \( s_{t} = \Theta \left( \frac{\sqrt{k \log n}}{n} \right) \), which gives the desired bound.
Algorithm Approx-kPSP(i)

Comments:
define $s_i = \frac{n}{i^2}$ and $t = \log \left( \frac{n^{1.5}}{\sqrt{k \log n}} \right)$,
all $\hat{d}(u,v)$ are initially equal to $\infty$ and $G_1 = (V_1, E_1)$ is set to $G$.
1. if $i = t$ then compute a BFS tree from each vertex $v \in V_i$ in $G_i$ and update $\hat{d}$ with the shortest path lengths obtained
2. else let
   $U_i = \{ v \in V_i |$ degree of $v$ in $G_i$ is at least $s_i \}$,
   $V_{i+1} = V_i - U_i$; and
   $G_{i+1}$ be the subgraph of $G_i$ induced by $V_{i+1}$
   (a) call Approx-kPSP(i+1)
   (b) compute a dominating set $D_i$ for $U_i$ in $G_i$
   (c) compute a BFS tree from each $v \in D_i$ and update $\hat{d}$ with the shortest path lengths obtained
   (d) for each $\{u, v\} \in P$ do
       $\hat{d}(u,v) \leftarrow \min \{ \hat{d}(u,v), \min_{w \in D_i} \hat{d}(w,u) + \hat{d}(w,v) \}$
3. return

FIG. 5.1. Algorithm Approx-kPSP

on the running time of the algorithm. □

We can now complete the analysis of the algorithm.

**Theorem 5.2.** For all pairs $(u,v) \in P$, the distances returned in $\hat{d}$ by Approx-kPSP satisfy the inequalities:

$$0 \leq \hat{d}(u,v) - d(u,v) \leq 2.$$  

*Proof.* Let $d_i(u,v)$ denote the distance between $u$ and $v$ in $G_i$. Clearly, it is sufficient to show by induction on $i$ that $0 \leq \hat{d}(u,v) - d_i(u,v) \leq 2$ after finishing Approx-kPSP(i). The base case (for $i = t$) holds trivially since we compute the exact shortest paths. The proof of the inductive step is similar to the proof Theorem 4.1, hence we omit the details. The time bound follows from Lemma 5.1. □

5.1. Application: Randomized Approximation Scheme for Diameter.
Algorithm Approx-kPSP can be used to obtain a randomized approximation scheme for the diameter of a graph. Let $u,v \in V$ be such that $d(u,v) = \Delta$. If we choose a vertex $w$ uniformly at random from $V$, the probability of $d(u,w) \leq \frac{3}{4} \Delta$ is $\Theta(\frac{\Delta}{n})$. This guarantees that a set $P$ of $O(\frac{n^2}{\Delta^2} \log n)$ vertices chosen uniformly at random contains vertices $x,y$ such that $d(x,y) \leq \frac{3}{4} \Delta$ and $d(x,y) \leq \frac{3}{4} \Delta$, hence $d(x,y) \geq (1 - \epsilon) \Delta$ with high probability. We can use Algorithm Approx-kPSP to approximate distances between all pairs of vertices in $P$ in $O(n^{1.5} \sqrt{|P| \log n + n^2 \log^2 n}) = O(\frac{n^2}{\Delta^2} \log n + n^2 \log^2 n)$ time. For large $\Delta$, say $\Delta = \Omega(\frac{n^2}{\epsilon^2})$ for some $\epsilon > 0$, the improvement is significant. We obtain the following theorem.
<table>
<thead>
<tr>
<th></th>
<th>Approx-APSP speedup</th>
<th>Approx-APSP accuracy</th>
<th>Fast Approx-APSP speedup</th>
<th>Fast Approx-APSP accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random graphs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>0.52</td>
<td>0.39</td>
<td>5.30</td>
<td>0.51</td>
</tr>
<tr>
<td>Average</td>
<td>0.63</td>
<td>0.39</td>
<td>4.75</td>
<td>0.55</td>
</tr>
<tr>
<td>Std Dev</td>
<td>0.23</td>
<td>0.14</td>
<td>1.70</td>
<td>0.12</td>
</tr>
<tr>
<td>GraphBase</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>0.59</td>
<td>0.69</td>
<td>3.95</td>
<td>0.53</td>
</tr>
<tr>
<td>Average</td>
<td>2.44</td>
<td>0.72</td>
<td>10.18</td>
<td>0.47</td>
</tr>
<tr>
<td>Std Dev</td>
<td>0.24</td>
<td>0.16</td>
<td>1.73</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Table 6.1

Summary of Experimental Results. The speedup numbers indicate the ratio of the execution time of the carefully coded BFS algorithm to that of the algorithms. The accuracy refers to the ratio of the total number of exact entries in the distance matrix to the total number of entries in the matrix.

**Theorem 5.3.** For any $0 < \epsilon < 1$ there exists a Monte Carlo algorithm which finds an estimate $E$ such that $(1-\epsilon)\Delta \leq E \leq \Delta + 2$, in time $O(\frac{\log n}{\epsilon^2} \log n + n^2 \log^2 n)$.

Note that while this randomized algorithm assumes knowledge of $\Delta$, it is sufficient to provide it with a constant-factor approximation to $\Delta$. The depth of a BFS tree rooted at an arbitrary vertex of $G$ is a $2$-approximation for $\Delta$ and can be used for this purpose.

6. Experimental Results. To evaluate the usefulness of our algorithm, we ran it on two families of graphs and compared the results against a carefully coded algorithm based on breadth-first searches. The algorithm Approx-APSP was tweaked with the following heuristic improvement to Step 5 that avoids many needless iterations: when a node has a neighbor in $D$, we copy the distances of its neighbor (since they can differ by at most 1). This algorithm (called Fast Approx-APSP) occasionally has a higher fraction of incorrect entries, but seems to be a faster way to solve the all-pairs shortest path problem.

The first family of graphs were random graphs from the $G_{n,m}$ model [Bol85], which are graphs chosen uniformly at random from those with $n$ vertices and $m$ edges. In our experiments, we chose random graphs with $n$ ranging from 10 to 1000, and $2m/n^2$ ranging from 0.03 to 0.08. On these graphs, Fast Approx-APSP runs about 5 times faster than the BFS implementation, and about half of the distances are off by one.

The second family of graphs come from the Stanford GraphBase [Knu93]. We tested all of the connected, undirected graphs from Appendix C in Knuth [Knu93] (ignoring edge weights). This is a very heterogeneous family of graphs, including graphs representing highway connections for American cities, athletic schedules, 5-letter English words, and expander graphs, as well as more combinatorial graphs. Thus the results here are quite indicative of practical performance. Although the BFS-based algorithm runs faster for certain subfamilies of the GraphBase, Fast Approx-APSP outperformed the other algorithms overall.

The results are summarized in Table 6.1. The speedup numbers indicate the inverse of the ratio of the execution time of the algorithms to that of the carefully coded BFS algorithm. The accuracy refers to the ratio of the total number of exact entries in the distance matrix to the total number of entries in the matrix. In both of these families, the accuracy of Approx-APSP could be improved by subtracting 1 in Step 5. This did not seem necessary given that the BFS approach performed about as fast as Approx-APSP, and that Fast Approx APSP performed faster with roughly 50% accuracy. The numbers indicate that for general graphs where an additive factor
error is acceptable. Fast Approx-APSP is the algorithm of choice, and for more specific families of graphs, the parameters can be adjusted for even better performance.

7. Conclusions and Further Work. Our work suggests several interesting directions for future work, the most elementary being: is there a combinatorial algorithm running in time \(O(n^{2.5})\) for distinguishing between graphs of diameter 2 and 3? It is our belief that the problem of efficiently computing the diameter can be solved given such a decision algorithm and our work provides some evidence in support of this belief. Subsequent to our work, Dor et al. [DHZ96] have shown that the problem of computing APSP with an additive error of at most 1 is as hard as boolean matrix multiplication. This result still does not resolve the question of whether computing the diameter is easier and raises the interesting question of whether there is some strong equivalence between the diameter and APSP problems, e.g., that their complexity is the same within poly-logarithmic factors. Dor et al. have also extended our techniques to obtain tradeoffs between the additive error and the running time, and to obtain approximate distances with multiplicative factors instead of additive factors. Finally, of course, removing the additive error from our results remains a major open problem.
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