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1. Niech U; = e ‘W2t t > 0 (jest to proces Ornsteina-Uhlenbecka). Prosze udo-
wodni¢, ze jest to proces Markowa i wyznaczy¢ funkcje przejécia dla tego procesu.

2. Proces (Xt)t>0 jest procesem Markowa o gestosci przejscia p(t, z,y); Xo = 0 p.n.
Wyraz nastepujace prawdopodobienstwa za pomoca funkcji przejscia:

(a) P(X, > 0),

(b) P(0 < X5 < X3), gdzie 0 < s < t sa dane.

3. Zal6zmy, ze przestrzen stanéw E = {1, 2}. Czy tozsamo$¢ Chapmana-Kolmogorowa

jest speliona dla
pt_ L (34277 2-2e7T ),
T 5\ 3-3e 24377 )"

4. Czy istnieja takie funkcje a(t),b(t), ze

pt_ 1 a(t) 3—3e2
T\ 4—de b(t)

jest macierza przejscia dla pewnego jednorodnego procesu Markowa na dwuelementowej
przestrzeni stanow?

5. (a) Niech dla 0 < s <t, x € R, T' € B(R) funkcja P bedzie dana wzorem:
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oile 02, # 0, oraz P(s,t,x,) = 0pm,,(-) gdy 07, = 0. Jakie warunki musza spehiaé
Ot 1 Mgy, by istniala rodzina Markowa o funkcji przejécia P? (zob. definicje ponizej)

(b) Jakie dodatkowe warunki musza spehiaé¢ os; 1 msy, by ta rodzina byla jedno-
rodna?

P(s,t,z,T

6. Sprawdz, ze procesy Wienera i Poissona sg procesami fellerowskimi.

7. Proces Markowa niebedacy mocno Markowa. Niech (W, Py);>0 zcr bedzie
jednorodna rodzina Wienera, natomiast P" — funkcja przejécia dla tej rodziny. Niech:

| Wi(w) jedli Wy(w) # 0,
Xi(w) = { 0 jesli Wo(w) = 0
oraz

[ PY(t,xz,T) jedli z # 0,
Pt2,T) = { 50(T) jedli & = 0.



Wykaz, ze rodzina (X¢, Py )i>0zer 2z powyzsza funkcja przejscia jest jednorodna rodzing
Markowa, ktora nie jest mocno Markowa.

8. Niech (X})¢er bedzie jednorodnym procesem Markowa wzgledem filtracji (F;)eer,
z funkcja przejscia P(t,z,T'). Przypusémy, ze 7 jest momentem zatrzymania wzgledem
(Ft), natomiast n : {7 < oo} — T'U{oo} — zmienna losowa F,—mierzalna, przy czym 7
oraz 7 przyjmuja przeliczalnie wiele (lub skoriczenie wiele) wartosci. Pokazaé, ze wtedy
spetniony jest warunek z definicji mocnej wlasnosci Markowa, tzn. dla kazdego zbioru
I' € B zachodzi
P(X71y € T|F7) = P(n, X+, 1),

prawie na pewno na zbiorze {7, < oo}.

Uwaga. Wynika stad w szczegdlnosci, ze gdy czas T jest dyskretny, to kazdy proces
Markowa jest procesem mocno Markowa.

Definicja rodziny Markowa w przypadku niejednorodnym

Niech T' C Ry, (E, B)— przestrzen polska. Niech P(s,t,z,T") bedzie funkcja przejscia,
w/g definicji z wyktadu. Ponadto dla kazdego s € T, niech X bedzie zmienna losowa
o wartosciach w (E, B). Zakladamy ponadto, ze dla kazdego s € T i x € E na (2, FZ)
okreslona jest miara probabilistyczna P . -

Rodzine (X, Ps2)steT 0<s<tzer Nazywamy mocno Markowa, jezeli:

(1) dla kazdych s € T, € E proces stochastyczny (X;)ier>s jest procesem Mar-
kowa na (Q, FX,, Py ),

(2) proces ten ma funkcje przejécia P(s,t,z,I'),

(3) dla kazdych s € T, x € E zachodzi P, ,(Xs = x) = 1.



