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III zestaw zadań

Procesy Markowa II

1. Niech Ut = e−tWe2t t ≥ 0 (jest to proces Ornsteina-Uhlenbecka). Prosz ↪e udo-
wodnić, że jest to proces Markowa i wyznaczyć funkcj ↪e przej́scia dla tego procesu.

2. Proces (Xt)t≥0 jest procesem Markowa o g ↪estości przej́scia p(t, x, y); X0 = 0 p.n.
Wyraź nast ↪epuj ↪ace prawdopodobieństwa za pomoc ↪a funkcji przej́scia:

(a) P(Xt ≥ 0),
(b) P(0 < Xs < Xt), gdzie 0 < s < t s ↪a dane.

3. Za lóżmy, że przestrzeń stanów E = {1, 2}. Czy tożsamość Chapmana-Ko lmogorowa
jest spe lniona dla

P t =
1

5

(
3 + 2e−7t 2− 2e−7t

3− 3e−7t 2 + 3e−7t

)
?

4. Czy istniej ↪a takie funkcje a(t), b(t), że

P t =
1

7

(
a(t) 3− 3e−2t

4− 4e−2t b(t)

)
jest macierz ↪a przej́scia dla pewnego jednorodnego procesu Markowa na dwuelementowej
przestrzeni stanów?

5. (a) Niech dla 0 ≤ s ≤ t, x ∈ R, Γ ∈ B(R) funkcja P b ↪edzie dana wzorem:

P (s, t, x,Γ) =

∫
Γ

1√
2πσ2

s,t

exp

(
−(y −ms,tx)2

2σ2
s,t

)
dy,

o ile σ2
s,t 6= 0, oraz P (s, t, x, ·) = δxms,t(·) gdy σ2

s,t = 0. Jakie warunki musz ↪a spe lniać
σs,t i ms,t, by istnia la rodzina Markowa o funkcji przej́scia P? (zob. definicj ↪e poniżej)

(b) Jakie dodatkowe warunki musz ↪a spe lniać σs,t i ms,t, by ta rodzina by la jedno-
rodna?

6. Sprawdź, że procesy Wienera i Poissona s ↪a procesami fellerowskimi.

7. Proces Markowa nieb ↪ed ↪acy mocno Markowa. Niech (Wt,Px)t≥0,x∈R b ↪edzie
jednorodn ↪a rodzin ↪a Wienera, natomiast PW− funkcj ↪a przej́scia dla tej rodziny. Niech:

Xt(ω) =

{
Wt(ω) jeśli W0(ω) 6= 0,
0 jeśli W0(ω) = 0

oraz

P (t, x,Γ) =

{
PW (t, x,Γ) jeśli x 6= 0,
δ0(Γ) jeśli x = 0.



Wykaż, że rodzina (Xt,Px)t≥0,x∈R z powyższ ↪a funkcj ↪a przej́scia jest jednorodn ↪a rodzin ↪a
Markowa, która nie jest mocno Markowa.

8. Niech (Xt)t∈T b ↪edzie jednorodnym procesem Markowa wzgl ↪edem filtracji (Ft)t∈T ,
z funkcj ↪a przej́scia P (t, x,Γ). Przypuśćmy, że τ jest momentem zatrzymania wzgl ↪edem
(Ft), natomiast η : {τ <∞} → T ∪ {∞} – zmienn ↪a losow ↪a Fτ−mierzaln ↪a, przy czym τ
oraz η przyjmuj ↪a przeliczalnie wiele (lub skończenie wiele) wartości. Pokazać, że wtedy
spe lniony jest warunek z definicji mocnej w lasności Markowa, tzn. dla każdego zbioru
Γ ∈ B zachodzi

P(Xτ+η ∈ Γ|Fτ ) = P (η,Xτ ,Γ),

prawie na pewno na zbiorze {τ, η <∞}.
Uwaga. Wynika st ↪ad w szczególności, że gdy czas T jest dyskretny, to każdy proces

Markowa jest procesem mocno Markowa.

Definicja rodziny Markowa w przypadku niejednorodnym

Niech T ⊂ R+, (E,B)− przestrzeń polska. Niech P (s, t, x,Γ) b ↪edzie funkcj ↪a przej́scia,
w/g definicji z wyk ladu. Ponadto dla każdego s ∈ T, niech Xs b ↪edzie zmienn ↪a losow ↪a
o wartościach w (E,B). Zak ladamy ponadto, że dla każdego s ∈ T i x ∈ E na (Ω,FX≥s)
określona jest miara probabilistyczna Ps,x.

Rodzin ↪e (Xt,Ps,x)s,t∈T,0≤s≤t,x∈R nazywamy mocno Markowa, jeżeli:
(1) dla każdych s ∈ T, x ∈ E proces stochastyczny (Xt)t∈T,t≥s jest procesem Mar-

kowa na (Ω,FX≥s,Ps,x),
(2) proces ten ma funkcj ↪e przej́scia P (s, t, x,Γ),
(3) dla każdych s ∈ T, x ∈ E zachodzi Ps,x(Xs = x) = 1.


