
Wst ↪ep do Analizy Stochastycznej 2016/2017l, VII seria zadań

1. Niech Ft = FWt , Mt = W 2
t − t. Pokazać, że

Zt = M2
t − 4

∫ t

0
W 2
s ds

jest martynga lem wzgl ↪edem Ft.
Uwaga. Dla danego martynga lu Yt proces rosn ↪acy, adaptowany i taki, że Y 2

t − Zt jest
martynga lem nazywa si ↪e procesem nawiasu skośnego dla Yt. Mamy wi ↪ec, że 〈M〉t =
4
∫ t
0 W

2
s ds.

2. Pokazać, że jeżeli F ∈ [a, b]→ R jest klasy C1, to ma wahanie ograniczone oraz
dla każdej funkcji ci ↪ag lej g : [a, b]→ R zachodzi∫ b

a
g(t) dF (t) =

∫ b

a
g(t)F ′(t)dt.

3. Pokazać, że dla funkcji ci ↪ag lej, o wahaniu skończonym F : [a, b]→ R zachodzi

(F (b))2 − (F (a))2 = 2
∫ b

a
F (t) dF (t).

4. Dla h ∈ C1([0, t]) wykazać (wzór na ca lkowanie przez cz ↪eści dla ca lki Paleya-
Wienera): ∫ t

0
h(s)dWs = h(t)Wt −

∫ t

0
h′(s)Ws ds.

5. Niech h ∈ L2([0, T ]), niech Xt =
∫ t
0 h(s)dWs. Pokazać, że Xt jest procesem

gaussowskim, znaleźć jego funkcj ↪e średnich i funkcj ↪e kowariancji.

6. Wykazać, że proces

Xt =
{

(1− t)
∫ t
0

1
1−s dWs, dla 0 ≤ t < 1,

0 dla t = 1

ma takie same rozk lady skończeniewymiarowe jak most Browna, czyli proces
Yt = Wt − tW1.

7. Niech α > 0 b ↪edzie dane. Niech Yt =
∫ t
0 e−α(t−s)dWs.

(a) Wyznaczyć funkcj ↪e kowariancji oraz rozk lady skończeniewymiarowe procesu Y.
(c) Pokazać, że Yt jest zbieżny wed lug rozk ladu gdy t → ∞. Znaleźć rozk lad gra-

niczny.
(d) Niech ξ b ↪edzie zmienn ↪a losow ↪a o rozk ladzie granicznym dla Yt, niezależn ↪a od

procesu Wienera Wt. Znaleźć rozk lady skończeniewymiarowe procesu Xt := e−αtξ + Yt
i pokazać, że s ↪a one niezmiennicze w czasie. Jest to proces Ornsteina-Uhlenbecka.



(e) Pokazać, że proces ten spe lnia nast ↪epuj ↪ace równanie (równanie Langevina):

Xt = ξ − α
∫ t

0
Xsds+Wt.


