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Ciasność rodzin rozk ladów. Funkcje charakterystyczne.

1. Niech Xn b ↪edzie pierwsz ↪a wspó lrz ↪edn ↪a zmiennej losowej o rozk ladzie jednostaj-
nym na kuli jednostkowej w Rn. Wykazać, że

√
nXn zbiega wed lug rozk ladu do zmiennej

losowej o rozk ladzie N (0, 1).

2. Przypuśćmy, że rzeczywiste zmienne losowe Xα, α ∈ A spe lniaj ↪a warunek

sup
α∈A

E|Xα|p <∞,

dla pewnego p > 0. Wykazać, że rodzina rozk ladów (µXα)α∈A jest ciasna.

3. Jakie warunki musi spe lniać zbiór A,, aby rodzina rozk ladów:
a) jednostajnych na odcinku [−a, a], a ∈ A ⊂ (0,∞),
b) wyk ladniczych z parametrem λ, λ ∈ A ⊂ (0,∞),
c) Bernoulliego z parametrami n, p, n ∈ N, p ∈ [0, 1],

by la ciasna?

4. Niech µα = N (xα, σ
2
α), α ∈ A. Wykazać, że rodzina miar {µα, α ∈ A} jest ciasna

wtedy i tylko wtedy, gdy istnieje takie K > 0, że supa∈A |xα| ≤ K, supa∈A σ
2
a ≤ K.

5. Wyznaczyć funkcje charakterystyczne dla rozk ladów: geometrycznego, Poissona,
wyk ladniczego.

6. Czy nast ↪epuj ↪ace funkcje s ↪a funkcjami charakterystycznymi jakís rozk ladów? Jakie
to rozk lady?

(a) cos t, (b) cos2 t, (c) 1
4 (1 + eit)2, (d) 1+cos t

2 , (e) (2− eit)−1.

7. X,Y s ↪a niezależnymi zmiennymi losowymi o standardowym rozk ladzie normal-
nym. Wyznaczyć funkcje charakterystyczne zmiennych losowych U = XY, V = X2+Y 2.

8. X,Y s ↪a niezależnymi zmiennymi losowymi o rozk ladzie jednostajnym na (−1, 1).
Wyznaczyć funkcj ↪e charakterystyczn ↪a zmiennej losowej

Z = max(X,Y )−min(X,Y ).

9. Zmienne X,Y, ε s ↪a niezależne, X i Y maj ↪a rozk lad wyk ladniczy z parametrem λ,
a ε – rozk lad dwupunktowy: P(ε = 1) = P(ε = −1) = 1/2. Wykazać, że X − Y ma taki
sam rozk lad, jak zmienna losowa εX.

10. Zmienne losowe X i Y s ↪a niezależne. Wiadomo, że X i X + Y maj ↪a rozk lady
normalne. Wykazać, że Y też ma rozk lad normalny.

11. Zmienne losowe X1, X2, ... s ↪a niezależne i jednakowo roz lożone, a niezależna od
nich zmienna losowa N ma rozk lad Poissona z parametrem λ > 0. Wyznaczyć funkcj ↪e
charakterystyczn ↪a zmiennej losowej Y = X1 + · · ·+XN (przyjmujemy, że suma zerowej
liczby sk ladników jest zerem).



12. Wyznaczyć funkcj ↪e charakterystyczn ↪a dla rozk ladu Cauchy’ego (tzn. rozk ladu
o g ↪estości g(x) = 1

π
1

1+x2
).

13. Udowodnić, że dla funkcji charakterystycznej ϕµ nast ↪epuj ↪ace warunki s ↪a równoważne:
(1) ϕµ(T ) = 1 dla pewnego T 6= 0,
(2) ϕµ ma okres T,
(3) rozk lad µ jest skupiony na zbiorze punktów postaci 2πk

T , k ∈ Z.

14. Udowodnić, że jeżeli ϕ′′X(0) istnieje, to EX2 <∞.

15. Zmienna losowa X ma rozk lad o g ↪estości g(x) = C
(1+x2) ln(e+x2)

. Pokazać, że ϕX
jest różniczkowalna w zerze, ale E|X| =∞.

16. Wykazać, że dla α > 2 funkcja ϕ(x) = e−|x|
α

nie jest funkcj ↪a charakterystyczn ↪a
żadnego rozk ladu prawdopodobieństwa.


