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1. X i Y s ↪a niezależne i maj ↪a rozk lad jednostajny na [0, π]. Oblicz: Var (Y sinX).

2. Zmienne losowe X1, X2, ..., Xn s ↪a niezależne i maj ↪a ten sam rozk lad ze średni ↪a 0
i wariancj ↪a 1. Wykaż, że

P (|X1|+ |X2|+ ...+ |Xn| ≥ 2n) ≤ 1
n
.

3. Zmienne losowe X1, X2, ... maj ↪a taki sam rozk lad o skończonej wariancji i s ↪a
nieskorelowane. Pokaż, że dla dowolnego ε > 0 zachodzi

lim
n→∞

P

∣∣∣∣∣∣ 1n
n∑

j=1

Xj − EX1

∣∣∣∣∣∣ ≥ ε
 = 0.

4. Niech X b ↪edzie dowoln ↪a zmienn ↪a losow ↪a. Zmienne Xn s ↪a zdefiniowane w sposób
nast ↪epuj ↪acy:

Xn = X · 1{X>n} +
1
n
.

Wykaż, że ci ↪ag zmiennych losowych Xn jest zbieżny wed lug prawdopodobieństwa i pra-
wie na pewno.

5. Xn jest ci ↪agiem zmiennych losowych o nast ↪epuj ↪acych rozk ladach:

P(Xn = 1) = 1− 1
n
, P(Xn = 0) =

1
n

(nie zak ladamy, że te zmienne losowe s ↪a niezależne). X jest pewn ↪a inn ↪a zmienn ↪a losow ↪a.
Rozpatrujemy zmienne Yn = X · Xn. Czy ci ↪ag (Yn) jest zbieżny wed lug prawdopodo-
bieństwa? Czy jest zbieżny prawie na pewno?

6. Zmienne losowe (Xn), (Yn), X, Y s ↪a określone na wspólnej przestrzeni pro-
babilistycznej, przy czym Xn → X w.p., Yn → Y w.p., gdy n → ∞. Pokazać, że
Xn + Yn → X + Y w.p. oraz XnYn → XY w.p., a jeżeli P(Y = 0) = 0, to również
Xn
Yn
→ X

Y w.p.

7. Pokaż, że w dyskretnej przestrzeni probabilistycznej zbieżność w.p. oraz p.n. s ↪a
równoważne.

8. Podaj przyk lady na to, że:
(a) ze zbieżności p.n. nie wynika zbieżność w L1,
(b) ze zbieżności w L1 nie wynika zbieżność p.n.
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(c) Podaj przyk lad ci ↪agu zbieżnego wed lug prawdopodobieństwa, który nie jest
zbieżny ani p.n., ani w L1.

9. Zmienne losowe εi s ↪a i.i.d., P(εi = 1) = P(ε1 = −1) = 1
2 , i = 1, 2, .... Wykaż, że

lim
n→∞

ε1 + ...+ εn
n2

= 0 p.n.

10. Zmienne losowe Xn s ↪a i.i.d., o rozk ladzie jednostajnym na (−1, 1). Wykazać,
że

lim
n→∞

X1X2...Xn = 0 p.n.

11. Zmienne losowe Xn s ↪a i.i.d., o wspólnym rozk ladzie wyk ladniczym z parametrem
2. Niech ξn = max(X1, ..., Xn), ηn = min(X1, ..., Xn). Wykaż, że ξn → ∞ p.n., ηn → 0
p.n., gdy n → ∞. Czy zachodzi Eξn → ∞? Czy zachodzi Eηn → 0? Czy ci ↪agi te s ↪a
zbieżne w L1?

12. X1, X2, ... jest ci ↪agiem niezależnych jednakowo roz lożonych zmiennych losowych
i t.że EX4

i <∞. Używaj ↪ac lematu Borela-Cantelli pokaż, że

lim
n→∞

X1 + ...+Xn

n
= EX1 p.n.,

czyli, że do ci ↪agu Xn stosuje si ↪e mocne prawo wielkich liczb.

13. Zdarzenia A1, A2, ... s ↪a niezależne, P(Ak) = pk. Niech Nn =
∑n

k=1 1{Ak}. Wykaż,
że

Nn

n
− (p1 + ...+ pn)

n
→ 0

wed lug prawdopodobieństwa.

14. Zmienne losowe X1, X2, ... s ↪a niezależne, o tym samym rozk ladzie dwupunkto-
wym P(Xn = 0) = P(Xn = 1) = 1

2 . Pokaż, że szereg
∑∞

n=1
1
2nXn jest zbieżny prawie na

pewno i wyznacz rozk lad graniczny.

15. Zmienne losowe X1, X2, ... s ↪a niezależne, przy czym P(Xn = n3) = P(Xn =
−n3) = 1

2n2 , P(Xn = 1
2n ) = P(Xn = − 1

2n ) = 1
2 −

1
2n2 dla n = 1, 2, ... Czy szereg∑∞

n=1Xn jest zbieżny prawie na pewno? Czy jest zbieżny w L2?

16. Udowodnij, że dla ci ↪agu nieujemnych, niezależnych zmiennych losowych Xn sze-
reg

∑∞
n=1Xn jest zbieżny prawie na pewno wtedy i tylko wtedy, gdy∑∞

n=1 E Xn
1+Xn

<∞.
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