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1. [dystrybuanta empiryczna] Zmienne losowe X1, X2, ... s ↪a niezależne i jedna-
kowo roz lożone, o wspólnej dystrybuancie F. Niech dla ustalonego t ∈ R,

F
t
n =

#{k ≤ n : Xk ≤ t}
n

.

Wykazać, że F t
n → F (t), prawie na pewno.

2. [empiryczna wartość oczekiwana, empiryczna wariancja] X1, X2, ... jest
ci ↪agiem niezależnych i jednakowo roz lożonych zmiennych losowych o skończonej warian-
cji. Wprowadzamy tzw. empiryczn ↪a wartość oczekiwan ↪a oraz empiryczn ↪a wariancj ↪e:

mn =
X1 + ...Xn

n
oraz σ2

n =
1

n− 1

n∑
k=1

(Xk −mn)2.

Wykazać, że: a) zachodzi E(mn) = E(X1) i Eσ2
n = VarX1,

b) mn → E(Xn) oraz σ2
n → VarX1, w sensie zbieżności prawie na pewno.

3. Zmienne losowe ξi s ↪a niezależne i jednakowo roz lożone, Eξ1 = µ; Var ξ1 = σ2,
P(ξ1 = 0) = 0. Zbadać zbieżność ci ↪agu zmiennych losowych

ξ1 + · · ·+ ξn
ξ21 + · · ·+ ξ2n

.

4. Zmienne losowe (ξn) s ↪a niezależne i maj ↪a wspólny rozk lad wyk ladniczy z para-
metrem 2. Zbadać, czy ci ↪ag zmiennych losowych:

X1 + ...+Xn + 2n
X2

1 + ...+X2
n

jest zbieżny p.n. Wyznaczyć granic ↪e.
5. X1, X2, ... s ↪a niezależne i jednakowo roz lożone: P(Xn = ±2) = 1

2 . Wyznaczyć
granice:

(a) limn→∞ P(X1 + · · ·+Xn ≥ n);
(b) limn→∞ P(|X1 + · · ·+Xn| ≤ n2).
6. Zmienne losowe X1, X2, ... s ↪a niezależne o rozk ladach:

P(Xn = n) =
1

1 + n2
, P(Xn = − 1

n
) =

n2

1 + n2
.

Czy do tego ci ↪agu zmiennych losowych stosuje si ↪e s labe/mocne prawo wielkich liczb?
7. ξn – niezależne zmienne losowe o rozk ladzie Poissona z par. 2 każda, gn –

zmienne gaussowskie (niekoniecznie nzal mi ↪edzy sob ↪a i niekoniecznie nzal od ξn) i takie,
że Egn = 0, Var gn = 1

n2 . Definiujemy ξn = ξn + gn. Czy do ci ↪agu ξn stosuje si ↪e mocne
prawo wielkich liczb?



8. Dany jest ci ↪ag (Xn) niezależnych zmiennych losowych, przy czym dla n = 1, 2, ...,
zmienna Xn ma rozk lad jednostajny na odcinku [0, 1− 2−n]. Udowodnić, że ci ↪ag

X1 +X2 + ...+Xn

n

jest zbieżny p.n. Wyznaczyć jego granic ↪e.
9. Zmienne losowe (Xn) s ↪a niezależne i maj ↪a rozk lad P(Xn = 1) = p, P(Xn = −1) =

1− p, przy czym 1
2 < p < 1. Wykazać, że X1 +X2 + ...+Xn →∞ p.n.

10. Dla n = 1, 2, ... zmienna losowa Nn ma rozk lad Poissona z parametrem n.
Wykaż, że ci ↪ag Nn

n jest zbieżny w L1.

11. Zmienne losowe Xn s ↪a i.i.d o nast ↪epuj ↪acym rozk ladzie:

P(Xn =
1
2

) = P(Xn =
3
2

) =
1
2
.

Wykazać, że ξn = X1 · ... ·Xn → 0 prawie na pewno, ale nie zachodzi ξn → 0 w L1.

12. Kostka A ma 2 ścianki czerwone i 4 zielone, a kostka B odwrotnie: 4 czerwone
i 2 zielone. Rzucamy 1 raz symetryczn ↪a monet ↪a; jeżeli wypadnie orze l to wybieramy
kostk ↪e A, a jeżeli reszka – to kostk ↪e B. Nast ↪epnie wykonujemy seri ↪e rzutów wybran ↪a
kostk ↪a. Niech zmienne losowe Xn b ↪ed ↪a zdefiniowane nast ↪epuj ↪aco:

Xn =
{

0 jeżeli w n-tym rzucie wypad la ścianka czerwona,
1 jeżeli w n-tym rzucie wypad la ścianka zielona.

Wyznacz granic ↪e ci ↪agu X1+...+Xn
n , w sensie zbieżności prawie na pewno. Czy do ci ↪agu

Xn stosuje si ↪e prawo wielkich liczb?

13. Oblicz granice:

a) lim
n→∞

∫ 1

0
· · ·
∫ 1

0

x2
1 + ...+ x2

n

x1 + ...+ xn
dx1...dxn;

b) lim
n→∞

1√
n

∫ 1

0
· · ·
∫ 1

0

√
x2

1 + ...+ x2
n dx1...dxn;

c) lim
n→∞

∫ 1

0
· · ·
∫ 1

0
f(
x1 + ...+ xn

n
) dx1...dxn, gdzie gdzie f jest dan ↪a funkcj ↪a ci ↪ag l ↪a na

odcinku [0, 1].

14. [Wielomiany Bernsteina] Niech f ∈ C[0, 1]. Określamy:

Bn[f ](x) =
n∑

k=0

f

(
k

n

)(
n

k

)
xk(1− x)n−k.

Korzystaj ↪ac z nierówności Czebyszewa wykazać, że Bn[f ] ⇒ f, gdy n → ∞ (zbieżność
jednostajna na odcinku [0, 1]).


