RP I 2017, seria X

1. [dystrybuanta empiryczna] Zmienne losowe X, Xs, ... sa niezalezne i jedna-
kowo rozlozone, o wspdlnej dystrybuancie F. Niech dla ustalonego t € R,
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Wykazaé, ze Fi — F(t), prawie na pewno.

2. [empiryczna warto$é oczekiwana, empiryczna wariancja] X, Xo, ... jest
ciagiem niezaleznych i jednakowo roztozonych zmiennych losowych o skonczonej warian-
cji. Wprowadzamy tzw. empiryczna wartos¢ oczekiwana oraz empiryczna wariancje:
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Wykazaé, ze: a) zachodzi E(m,) = E(X;) i Eg2 = Var Xj,
b) m, — E(X,) oraz 2 — Var X1, w sensie zbieznogci prawie na pewno.
3. Zmienne losowe &; sa niezalezne i jednakowo rozlozone, E&; = u; Varé; = o2,

P(&; = 0) = 0. Zbadaé zbieznosé ciagu zmiennych losowych
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4. Zmienne losowe (&,) sa niezalezne i maja wspélny rozklad wykladniczy z para-

metrem 2. Zbadaé, czy ciag zmiennych losowych:

X2+ ..+ X2

jest zbiezny p.n. Wyznaczy¢ granice.

5. Xi,Xo,... sa niezalezne i jednakowo roztozone: P(X, = +2) = % Wyznaczyé
granice:

(a) limy, 0o P(X7 + - -+ X, > n);

(b) limy, oo P(| X7 + -+ - + X, < n?).

6. Zmienne losowe X1, Xo,... s niezalezne o rozktadach:
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Czy do tego ciagu zmiennych losowych stosuje sie stabe/mocne prawo wielkich liczb?

7. &, — niezalezne zmienne losowe o rozkladzie Poissona z par. 2 kazda, g, —
zmienne gaussowskie (niekoniecznie nzal miedzy soba i niekoniecznie nzal od &,) i takie,
ze Eg, = 0, Varg, = # Definiujemy &, = &, + gn. Czy do ciagu &, stosuje sie mocne
prawo wielkich liczb?



8. Dany jest ciag (X,,) niezaleznych zmiennych losowych, przy czym dlan = 1,2, ...,
zmienna X, ma rozklad jednostajny na odcinku [0,1 — 27"]. Udowodnié, ze ciag

X1+ Xo+ ...+ X,
n

jest zbiezny p.n. Wyznaczy¢ jego granice.
9. Zmienne losowe (X,,) sa niezalezne i maja rozkltad P(X,, = 1) = p, P(X,, = —1) =
1 —p, przy czym % < p < 1. Wykazaé, ze X7 + Xz + ... + X;, — 00 p.n.

10. Dla n = 1,2,... zmienna losowa N,, ma rozklad Poissona z parametrem n.
Wykaz, ze cigg Y= L jest zblezny w L.

11. Zmienne losowe X, sa i.i.d o nastepujacym rozktadzie:

1 3 1
PX,=-)=P(X,==)==.
Wykazaé, ze &, = X - ... - X, — 0 prawie na pewno, ale nie zachodzi &, — 0 w L!.

12. Kostka A ma 2 $cianki czerwone i 4 zielone, a kostka B odwrotnie: 4 czerwone
i 2 zielone. Rzucamy 1 raz symetryczna monetsa; jezeli wypadnie orzel to wybieramy
kostke A, a jezeli reszka — to kostke B. Nastepnie wykonujemy serie rzutéw wybrana
kostka. Niech zmienne losowe X,, beda zdefiniowane nastepujaco:

Y. — 0 jezeli w n-tym rzucie wypadla Scianka czerwona,
| 1 jezeli w n-tym rzucie wypadla écianka zielona.

Wyznacz granice ciagu M, w sensie zbieznosci prawie na pewno. Czy do ciagu

X, stosuje sie prawo wielkich liczb?

13. Oblicz granice:

a) lim / / ml ot o dzy...dxn;
n—00 xr1+ ... + Iy
Jggof/ / V22 + o+ 22 day . dy;

c) lim / / f( m) dxy...dx,, gdzie gdzie f jest dana funkcja ciagla na
n

n—oo

odcinku [0, 1].
14. [Wielomiany Bernsteina] Niech f € C]0,1]. Okreslamy:

- kzn:of (S) (Z) 2k (1 — 2y Tk,

Korzystajac z nieréwnosci Czebyszewa wykazaé, ze B, [f] = f, gdy n — oo (zbieznosé
jednostajna na odcinku [0, 1]).



