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Klasy probleméw, NP-zupelnosé

Klasa P

Problemy decyzyjne — takie problemy, dla ktérych rozwigzaniem jest decyzja TAK /
NIE (np. problem: sprawdzi¢, czy dany graf jest spojny).

Przez P oznaczamy klase (zbior) probleméw dla ktorych istnieje algorytm wielomi-
anowy, tzn. algorytm o zlozonosci czasowej O(n°) dla pewnej stalej c. Nie wszystkie
problemy sa w klasie P.

Przyklad problemu poza klasg P: Problem stopu.
Dane: program w Pascalu
Problem: stwierdzi¢, czy program sie zatrzyma.

Twierdzenie. Nie istnieje Zaden algorytm rozwigzujgcy problem stopu.

Problem SAT

Dana jest formula logiczna ¢, zbudowana poprawnie ze zmiennych (e, 5,7, . ..), spojnikow
logicznych (V, A, =) i nawiasow.
Przyktad. ¢ = (aApB)V (BA—y).

Formuta ¢ jest spetnialna, jesli mozna tak podstawi¢ wartosci logiczne pod zmienne z

¢, zeby formula ¢ miata wartos¢ True. Uktad wartosci logicznych, ktére podstawiamy
pod zmienne nazywamy warto$ciowaniem.

Przyktad.
e ¢y jest spelnialna; warto$ciowanie: {« < False, 8 < True,y < True},
e o A« : nie jest spetnialna.

e (aV B)A—aA—p: nie jest spelnialna.

Problem SAT: Rozstrzygnaé czy dana formuta ¢ jest spelnialna.

Algorytm dla problemu SAT. Algorytm sprawdza wszystkie mozliwe wartoSciowania
zmiennych z formuly ¢. Dla kazdego warto$ciowania oblicza wartos¢ formuty ¢. Jesli w
pewnym momencie dostanie wartos¢ True, odpowiada TAK. Jesli dla kazdego wartosciowa-
nia wartos¢ formutly byta False, odpowiada NIE.

Fakt 1. Oznaczmy przez #,(¢) liczbe zmiennych w formule ¢, przez |¢| dlugosé¢ formuly
¢. Powyzszy algorytm dla problemu SAT dziata w czasie O(2#+(%) . |¢|)

Uzasadnienie. W przypadku pesymistycznym (gdy formula nie jest spelnialna) musimy
sprawdzi¢ wszystkie wartoSciowania. Kazda zmienna logiczna moze przyja¢ dwie wartosci,
a wiec wszystkich wartosciowan jest 2#+(#). Kazde z nich sprawdzamy w czasie O(|¢|).
Laczny czas wynosi wiec O(2#2(%) . |g|). O
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Dla kazdego zestawu danych dla problemu SAT (formuly ¢), ktora jest spelnialna
wezmy takie wartoSciowanie zmiennych z ¢, zeby ¢ miata wartosé True. To wartoSciowanie
nazwiemy Swiadectwem dla formuty ¢.

Przyktad. Dla formuly ¢ = (aV —=8) A (8V y) mozemy wziaé §wiadectwo S(@) = {a +
True, B < False,y < True}.

Zauwazmy, ze mozemy skonstruowa¢ algorytm wielomianowy, ktory:

e dostaje na wejsciu formule ¢ oraz pewne wartosciowanie zmiennych z ¢ (nazwijmy
je s),

e sprawdza, czy s jest jest Swiadectwem dla ¢.

Algorytm ten dziala w czasie O(|¢|). Taki algorytm nazywamy weryfikatorem.

Klasa NP

Dla dowolnego problemu weryfikator to algorytm, ktéry dostaje na wejsciu:

e dane d,

e Swiadectwo s (by¢ moze falszywe), ze odpowiedz dla danych d powinna byé TAK,
a nastepnie sprawdza czy s jest dobrym $wiadectwem dla danych d. Ponadto:

o Swiadectwo ma wielomianowy rozmiar w stosunku do rozmiaru danych,
tzn. |s| = O(|d|°) dla pewnej stalej ¢ niezaleznej od danych.

e weryfikator dziala w czasie wielomianowym.
Problemy, dla ktérych mozna utworzy¢ taki weryfikator tworza klase NP.

Definicja (Definicja klasy NP). Niech R bedzie problemem decyzyjnym. R € NP, gdy
istnieje dwuparametrowy wielomianowy algorytm W taki, ze dla dowolnych danych d do
problemu R rozwigzaniem problemu R dla d jest ,,TAK” wtedy i tylko wtedy gdy istnieje
swiadectwo S(d), |S(d)| = O(|d|°) takie, ze W(d, S(d)) = TAK (c — stala niezalezna od d).

Klasa NP, inaczej:
e Weryfikator dostaje dane i ,,uzasadnienie”, ze odpowiedz powinna byé¢ TAK,

e Dla kazdych danych dla ktérych rozwigzaniem dla problemu R jest TAK, istnieje
uzasadnienie, ktére weryfikator akceptuje

e Dla kazdych danych dla ktoérych rozwigzaniem dla problemu R jest NIE, weryfikator
zawsze odrzuca (nie daje sie oszukaé falszywym uzasadnieniem)
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P C NP

Zauwazmy, ze dla dowolnego problemu z klasy P mozemy wziaé¢ puste Swiadectwa: wery-
fikator rozwigzuje problem w czasie wielomianowym stwierdzajac, czy odpowiedZ powinna
by¢ TAK (bez pomocy uzasadnienia). Dlatego:

P C NP
(jesli R € P, to R € NP).

Problem cyklu Hamiltona

Dla danego grafu G sprawdzié, czy istnieje cykl prosty zawierajacy wszystkie wierzchotki
G (czy mozna obejs¢ wszystkie wierzcholki i wroci¢ do poczatkowego tak, aby kazdy wierz-
chotek odwiedzi¢ dokladnie raz? Patrz Rys. 1.

Rysunek 1: Graf zawierajacy cykl Hamiltona (pogrubiony)

Fakt 2. Problem cyklu Hamiltona jest w NP.

Uzasadnienie. Jako $wiadectwo bierzemy kolejne wierzchotki tworzace cykl. Weryfikator
tatwo sprawdza w czasie wielomianowym, czy podane wierzchotki sa potaczone krawedziami
i czy kazdy wierzchotek grafu wystapit w ciggu doktadnie raz. O

Problem komiwojazera (TSP)

Dane:
e 1 miast ponumerowanych od 1 do n;
e c(i,7) — koszt podrozy z miasta i do miasta j;
e liczba rzeczywista k.

Problem: Komiwojazer mieszka w miescie 1. Chce odwiedzi¢ wszystkie miasta i wrocié
do miasta 1 tak, aby catkowity koszt podrozy byt < k. Czy jest to mozliwe?
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Fakt 3. TSP € NP.

Uzasadnienie. Swiadectwem jest ciag numeréw miast na trasie komiwojazera. Weryfikator
sprawdza, czy wszystkie miasta sa odwiedzone, oblicza sume kosztéw przejazdéw miedzy
kolejnymi miastami i poréwnuje ja z k. U

Sprowadzanie jednych probleméw do drugich

Niech A — algorytm rozwiazujacy problem komiwojazera. Mamy graf G = (V,E), V =
{1,2,...n} i chcemy rozwiaza¢ problem cyklu Hamiltona. Ustalamy

(i, j) 0 gdyijekFE,
c(i,7) = .
J 1 w przeciwnym przypadku.

Uruchamiamy A dla £ = 0. Jesli A odpowie TAK, to w G jest cykl Hamiltona, jesli
odpowie NIE, to nie ma.

PokazaliSmy, ze w czasie wielomianowym mozna sprowadzi¢ problem cyklu Hamiltona
do problemu TSP, czyli ze problem cyklu Hamiltona ,nie jest trudniejszy” niz problem
TSP.

Moéwimy, ze problem R; mozna sprowadzi¢ do problemu R, jesli na podstawie dowol-
nych dancyh d; dla problemu R; mozemy skonstruowaé takie dane ds do problemu R,, ze
rozwigzaniem problemu R; dla danych d; jest TAK wtedy i tylko wtedy gdy rozwiazaniem
problemu R, dla danych ds jest TAK.

NP-zupelnosé

Twierdzenie (Cooka). Kazdy problem z klasy NP da sie sprowadzié¢ do problemu SAT
w czasie wielomianowym.

Whiosek 1. Jesli rozwigzemy SAT w czasie wielomianowym, to rozwigzemy tez wszystkie
problemy z NP w czasie wielomianowym.

Definicja. Powiemy, ze problem R jest NP-zupelny, jesli
e Rc NP,
e kazdy problem z klasy NP mozna sprowadzi¢ w czasie wielomianowym do R

Wiemy, ze problem SAT jest NP-zupelny. Co zrobié¢, zeby pokazaé, ze jaki§ problem
R jest NP-zupelny? Udowodnié nowe twierdzenie Cooka?

Chcemy pokazaé, ze pewien problem R € NP jest NP-zupelny. Wystarczy znalezé
jaki§ problem NP-zupelny S i pokazaé, ze S sprowadza sie¢ w czasie wielomianowym do
R; np S = SAT (patrz Rys 2). Wiadomo (ktos udowodnit), ze problem problem cyklu
Hamiltona jest NP-zupelny. My pokazaliSmy, ze problem TSP jest NP-zupelny (poprzez
sprowadzenie problemu cyklu Hamiltona).
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Wszystkie problemy
z klasy NP

Rysunek 2: Dowodzenie, ze problem R jest NP-zupelny: sprowadzenie NP-zupelnego
problemu S do problemu R

Czy P=NP?

Intuicyjnie mozemy sobie wyobrazaé, ze problemy NP-zupelne sa najtrudniesze w klasie
NP. Ale czy sa trudniejsze niz problemy z klasy P? To znaczy, czy mozna je rozwigzaé w cza-
sie wielomianowym? Wydawaloby sie, ze nie mozna, bo chyba trudniej jest rozwigzaé jakis
problem (np. sprawdzi¢ czy istnieje cykl Hamiltona), niz sprawdzié, czy jakie§ rozwigzanie
jest dobre (np. czy dany ciag wierzchotkéw tworzy cykl Hamiltona). A jednak wiadomo
tylko, ze:

e dla zadnego problemu NP-zupelnego nie znaleziono algorytmu wielomianowego

e gdyby rozwigzano jeden z nich w czasie wielomianowym, moznaby rozwigzaé¢ wszys-
tkie (wtedy P=NP),

e nikt nie umie udowodnié, ze jaki§ problem NP-zupelny nie moze by¢ rozwigzany w
czasie wielomianowym ().

A wiec nie wiadomo, czy cho¢ jeden problem z klasy NP jest poza klasa P (bo nie
wiadomo tego nawet dla najtrudniejszych probleméw w klasie NP).

Wazny problem: Czy P=NP?



