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Abstract

The border apolarity technique was introduced in our earlier work for secant
varieties over complex numbers. We extend the theory to cactus varieties of toric
varieties over any algebraically closed field. A border cactus decomposition is a
mulithomogeneous ideal in the Cox ring (also called the total coordinate ring) of
the toric variety that witnesses that a given point is in a specific cactus variety.
The definition of such witness uses apolarity and we describe the set of ideals that
are credible witnesses for this purpose in terms of a correspondence between the
usual Hilbert scheme (parametrising all closed subscheme of the toric variety) and
the multigraded Hilbert scheme (parametrising all multihomogeneous ideals in the
Cox ring). We also take this opportunity to extend the border apolarity to linear
subspaces (in non-border setting, this is equivalent to simultaneous decompositions).
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1 Introduction

Throughout the article k is an algebraically closed base field of any characteristics, and
N denotes the set of non-negative integers. For a projective variety X C PW ~ PV the
r-th secant variety of X is the closure of the union of all linear subspaces spanned by r
points of X:

0y (X) == U{<p17--->pr> | pi € X} C PV

It is a natural construction of a sequence of varieties starting from X = o1(X) and (if
X is not contained in any hyperplane) stabilising at 0,.(X) = PV for > 0. Of main
interest are in particular the cases where X C PW is either a Segre variety consisting
of simple tensors in the tensor space P(A ® B® C' ® ---), Veronese variety consisting
of divided powers of linear forms in the space P(S(¥A) of homogeneous polynomials of
degree d, or the Segre-Veronese variety, which is a combination of both above. In [BB21],
for those varieties, and more generally for smooth toric projective varieties, we proposed
a method of studying secant varieties called border apolarity, see [BB21, Thms 1.2, 3.15,
4.3]. The goal of this article is to improve and expand the method of border apolarity.
In particular, we address the problems posed in [BB21, §7.2, §7.4, §7.5].

1.1 Motivation and historical remarks about secants

Secants of plane curves (for example, of a circle) have been present in geometry since
antiquity. Versions of secant varieties were studied as early as the first half of the 20th
century. Whitney proved that any smooth manifold M of dimension n (over R) can
be embedded smoothly in R***! using projections from a point that lies outside of the
differential-geometric version of the second secant variety [Persl4, §3]. By a more com-
plicated method, he then showed that it is possible to project once more and obtain an



embedding in R?". Within broadly understood algebraic geometry, Sylvester, Palatini,
Terracini, studied the properties of secant varieties and a related notion of X-rank (in
special cases and not under that name). Later (around 1970), in one of the periods of
intensive development of the theory of computational complexity, X-ranks (above all, for
X being the Segre variety of three factors) appeared while studying fast algorithms for
multiplying large matrices. At the beginning of the 21st century, geometry and algo-
rithms “met” and researchers in these two fields began to exchange knowledge intensively.
It turned out that some important “open” problems for one party were well known and
understood by the other, while the geometric understanding of aspects of the algorithms
helped to generalise these algorithms widely, or to prove they cannot be strenghtened due
to natural geometric obstructions. Since 2010 some of these obstructions have a name,
they are called cactus varieties, see §1.2.

Consequently, the motivation for studying secant varieties and related notions of X-
rank, X-border rank, and cactus varieties comes from their rich history, from relatively
elementary definitions combined with highly non-trivial problems, from a natural geo-
metric formulation, but also from numerous applications to practical problems. You can
read more about this for instance in |[Land12, Chapt. 1], [Land17, Chapt. 1].

1.2 Rank, decompositions, and cactus varieties

With the same assumptions about X as above the r-th cactus variety of X is:

R (X) = U {{R)| R C X, Ris a subscheme of length at most r} C PV,

Just as secant varieties, also cactus varieties form a natural sequence of reduced schemes
starting from X = & (X) and stabilising at &, (X) = P for v’ > 0 (again, subject to the
assumption that X is not contained in any hyperplane). By construction o,(X) C &, (X)
and if X is smooth, then for some small values of r we have 0,.(X) = &, (X). However,
for X of sufficiently large dimension, the cactus varieties tend to fill out the ambient
projective space PV much faster than the secant varieties [BR13, Thms 3, 4], [Gala23a,
Cor. 1.7]. Moreover, the cactus varieties form an obstruction for detereminantal equations
to define secant varieties [BB14|, [Galal7|, [Gala23b, Thm 1.18|.

The notions of secant and cactus varieties lead to various types of ranks and decom-
positions of points F' € PV:

X-rank of Fis rx(F) =min{r | F € (p1,...,p.),p;i € X}.

X-cactus rank of F'is

crx(F) =min{deg R | R C X is a subscheme,dimR =0, F € (R)}.

A (minimal) decomposition of F is any set {pl, o ,p,.X(F)} with p; € X such that
Fe <p17 s 7p7“X(F)>-

A cactus decomposition of F is any subscheme R C X such that dim R = 0,
deg R = crx(F) such that F' € (R).



1.3 Apolarity: towards border decompositions

Within this article we are primarily interested in border analogues of the above notions
of ranks and decompositions. To define them precisely we need to recall the concept of
apolarity. Suppose S = k|ay, ..., a,] be a polynomial ring. Consider S = k[z1, ..., 2]
the vector space of polynomials in another set of variables z;. For now we ignore the
multiplicative structure of S and we work only with its vector space structure. For
I = (i,...,im) € N™ we denote by o’ the monomial ai'a®---aim and by z(D =

ziz? -+ xim. We have an action  of S on S, defined in coordinates as

o ax') = i
0 otherwise,

A {1‘(]_1) if J—1eN"
and extending it bilinearly to a map S x S — S. This action is called the apolarity action
and we discuss it _also in Section 4.1.
For any F' € S we define the apolar ideal Ann (F') C S:

Amn (F)={© € S| OIF =0}.

Note that for any non-zero constant ¢ € k we have Ann (¢- F)) = Ann (F). Moreover, if
S is a graded ring by some finitely generated abelian group and S is graded in the same
way (that is dega; = degu; for each i), then for a homogeneous F' the ideal Ann (F)
is homogeneous. Similar property applies to appropriate group actions: whenever the
actions on S and S are compatibile, and F' is invariant, then also Ann (F) is invariant.

Suppose now X C P(H°(X,L)*) is a smooth toric projective variety embedded via
complete linear system of a very ample line bundle L. The cases of major interest include
Segre, Veronese and Segre—Veronose varieties, that is X = P" x --- x P% and L =
Ox(dy, ..., dy) for some positive integers k, a;, and d; (Segre case is when all d; = 1, and
Veronese case is when k = 1). These cases are connected to applications to tensors, as
explained in the introduction to [BB21].

Let S = S[X] be the Cox ring of X, so that S = @ pepi(x) H (X, D) = k[, ..., aunl,
where Pic(X) ~ Z* is the grading group and m = dim X +p. Then using the duality deter-
mined by apolarity we also have 5§ = @D pepicx) H(X, D) and for any F' € P (H°(X,L)*)
the apolar ideal Ann(F) C S is a homogeneous ideal with respect to the grading
determined by Pic(X). Moreover, the automorphism group of X acts on S, g, and
P(H°(X,L)*) in a compatibile way, and if F' € P(H°(X, L)*) is invariant under some
subgroup B C Aut(X), then also Ann (F') C S is preserved under the action of B on S.

For each subscheme R C X we define its homogeneous ideal I(R) C S to be generated
by sections that vanish on R:

I(R) := (s € Sp~ H(X,D) | D € Pic(X),s|g =0 € H(R,D|r)) .

Ideals of the form I(R) are saturated. Note that Ann (F') is never saturated. Then the
apolarity theory (in particular, Proposition 4.4) implies the following alternative defini-

tions of decompositions and ranks, that shift attention from schemes or finite collections
of points to ideals in S. Fix F € P(H°(X, L)*) and a subscheme R C X. We have:

e F € (R) if and only if I(R) C Ann (F).
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{pl, .. ,pr(p)} is a decomposition if and only if I(p1,...,pr(r)) C Ann (F).

e R is a cactus decomposition if and only if /(R) C Ann (F) and for all D € Pic(X)
we have dimg(S/I)p <r.

e The X-rank of F' is equal to

min {r | 3 C S radical, saturated, Vp dimy(S/I)p < r, and I C Ann (F)}.

e The X-cactus rank of F' is equal to

min {r | 3 C S saturated, Vp dimy(S/I)p < r,and I C Ann (F)}.

1.4 Main results

With these ideas in mind, we define the border decomposition of F' to be an appropriate
ideal of S contained in Ann (F') and witnessing the membership of F' € ¢,(X). Our
first result is the generalisation of border apolarity [BB21, Thm 1.2] to fields of any
characteristics.

Theorem 1.1 (Weak border apolarity). Suppose F' € 0,(X). Then there exists a homo-
geneous ideal I C S such that:

e [ C Ann(F),

o for each multidegree D the D-th graded piece Ip of I has codimension (in S[X]|p)
equal to min(r, dim S[X]p).

In addition, if B is a connected solvable group acting on X and preserving F', then there
exists an I as above which in addition s invariant under B.

The main nontrivial difference between this statement and the arguments in [BB21] is
in a strengthening of [BB21, Lem. 3.9] about a very general tuple of points to an analogous
claim for a general tuple of points. This is dealt with in Theorem 2.12. The second result
generalises the border decompositions above to border cactus decomposition.

Theorem 1.2 (Weak Apolarity for Border Cactus Decompositions, or weak ABCD). Fiz
a toric variety X as above and a positive integer r. Then there exists a finite collection
{h1,...,h} of Hilbert functions h;: Pic(X) — N that have the following properties.
Firstly, they are Hilbert functions of a finite subscheme R; C X of degree r, that is
hi(D) = dimg(S/I(R;))p. Secondly, suppose L is a very ample line bundle and F €
P(HY(X,L)*). If F € & (X) (with X embedded using the linear system |L|) then there
erists a homogeneous ideal I C S[X| with Hilbert function h; for some i, such that
I C Ann (F).

The above theorem is a consequence of stronger Theorem 1.4, which is an “if and only
if” statement. For this purpose, we compare the multigraded Hilbert scheme Hilb(S[X])
and the usual Hilbert scheme Hilb(X).

Proposition 1.3. For each irreducible component H C Hilb(X), , there is a unique
irreducible component Hy, C Hilb(S[X]),.q such that:
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e a general ideal I € Hy, is saturated,

e the natural map sch: Hilb(S[X]) — Hilb(X) taking a homogeneous ideal I C S[X]
to the subscheme of X defined by I restricts to a birational morphism Hy — H.

For each H as in the proposition, there is an integer valued function hy,: Pic(X) — N
which is the Hilbert function of any I € Hy,. Equivalently, if [R] € H is a general element,
and R C X is the corresponding scheme, then hy is the Hilbert function of I C S[X].

Theorem 1.4 (Apolarity for Border Cactus Decompositions, or ABCD). Suppose F' €
P(HY(X,L)*). Then F € K. (X) if and only if for some irreducible component H C
Hilb,.(X) of the Hilbert scheme of points of length r there exists a homogeneous ideal
I C S[X] with [I] € Hy and I C Ann(F). Moreover, H might be chosen to be a
component containing Gorenstein schemes.

Theorems 1.1, 1.2, 1.4 are stated and proven more generally, when instead of F' €
P (H°(X, L)*) we have a linear subspace W C HY(X, L)* of any dimension (not necessarily
equal to 1).
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2 Multihomogeneous ideals, saturation, and toric vari-
eties

In this section, we recall a result that under minor homogeneity assumptions the set of
saturated ideals in a flat family of multihomogeneous ideals is open. Moreover, we show
that a general configuration of points in a smooth complete toric variety has the expected
multigraded Hilbert function.

For the purpose of recursive self referencing we work here over an arbitrary base field
K (of arbitrary characteristics), without assuming it being algebraically closed. This is
because we will work with families of ideals paramaterised by various schemes, for instance
Speck|t]. We need our arguments to be applicable also to non-closed fibres of our family,
hence for instance, to ideals in k(t)[a,...,a,]. But K = k(t) is never algebraically
closed.



2.1 Openness of saturation and generic fibre

We work with a polynomial ring Sk = Klay, ..., a,]. Suppose A is a finitely generated
abelian group, that is A ~ Z9 & A™", where ¢ > 0, A™ is a finite abelian group. An
A-grading of S is a homomorphism (called the degree) from the semigroup of monomials
in Sk to A. An A-grading is positive if the only monomial of degree 0 is 1 € Sk. Note
that the grading is positive if and only if a Sp is finite dimensional vector space over K
for all D € A. In the situations considered in this article we will sometimes vary the field
K, but the degree morphism will be fixed, independent of K.

An ideal I C S is homogeneous (with respect to the A-grading) if I is generated
by homogeneous elements, that is polynomials, whose all monomials are of the same
degree. Whenever A and the degree map are clear from the context, we will simply say
“homogeneous”.

Fix an A-grading of S. We consider a flat family of homogeneous ideals in S =
Klaq, ..., am]. That is, let U be a K-scheme, and consider the free sheaf Sy := Op ®x S
of A-graded algebras. Let Z C Sy be a homogeneous ideal sheaf flat over U. For each
point u € U we consider the fibre ideal Z,, C r(u)[ay, ..., o] = k(u) ®x S. Let J C S
be a fixed homogeneous ideal, and for each u let J, := k(u) @k J C k(u) @k S be the
extension of J to the coefficients in x(u). We say that an ideal I C r(u) ®k S is saturated
with respect to J if ({ : J,) = 1.

Under some minor assumptions the subset of those u € U that Z, is saturated with
respect to J is Zariski open in U, as explained in the following theorem.

Theorem 2.1. Suppose S is a graded polynomial ring and T is a flat family of homo-
geneous ideals in S parametrised by a locally Noetherian K-scheme U. Let J be a fixed
homogeneous ideal in S. Then the set

{u e U |Z, is saturated with respect to J}

s an open subset of U.

For the proof see [JM22, Thm 2.3]. The most relevant case of theorem is when U is
the multigraded Hilbert scheme.

Corollary 2.2. Suppose that S is a positively graded polynomial ring and that J C S s
a homogeneous ideal. Let Hilbg be the multigraded Hilbert scheme of S for some Hilbert
function h: A — N. Consider the subset Hilbg’sat‘] C Hilbg consisting of the points
representing ideals saturated with respect to J. Then Hilbg’sat‘] 15 Zariski open.

We now proceed to show that a general fibre of a flat family of schemes determines
the whole family (Lemma 2.4).

Lemma 2.3. Suppose S is a comutative ring, M C S s a multiplicative system, I C S
is an ideal, and J C S is a finitely generated ideal. If (I : J) = I then (M1 : M~'J) =
M.

Proof. We always have (M~'T : M~1J) D M~'I. To show the opposite inclusion,
suppose that J = (g1,...,gx) and pick any f € (M T : M~'J). Thus for each g; there
exists h; € M such that fg;h; € I. Let h = hy - ho--- hy so that also fg;h € I for each
index i. Therefore fh € (I : J)=1I. Since h € M we have that f € M~'I. O



Lemma 2.4. Suppose ¢: Z — U s a flat morphism of schemes, that U s integral and
Noetherian, and n € U is the generic point. Let Z, be the generic fibre of ¢. Then the
scheme theoretic closure Z, is equal to Z.

Note that the conclusion of the lemma can fail if U is not integral or if ¢ is not flat.

Proof. We always have Z C Z. Moreover if Z = (), then the claim is trivial. For the
rest of the proof we suppose that Z is nonempty.

To show the opposite inclusion, as in a typical Hartshorne’s style exercise, we first
reduce to an affine case, and then consider the problem algebraically.

Reduction to affine case. Let U’ C U be any open affine subset. Since the preimages
of such U’ cover Z and the respective maps are flat by [Hart77, Prop. I11.9.2(b)|, it suffices
to show the equality for all flat families Z" — U’, or in other words, just suppose that
U = Spec Oy (U) is affine. By [Hart77, Prop. 111.9.2(a) and (c)| we may also replace Z
with its open affine subset, and hence assume Z = Spec Oz(Z) is affine too.

Translating to algebraic condition. Suppose Z and U are affine. We claim that
that Z, = Z if and only if:

Vicos(z)gconw) (¢°(9)- f=0=(f=0o0r g=0)) (2.5)

Indeed, we always have Z C Z, while the other inclusion is equivalent to vanishing of
the ideal of Z, in Oz(Z). The ideal consists of those f € Oz(Z) that ¢*g - f = 0 for
some non-zero g € Oy (U).

Proving the algebraic conditon. Since the morphism Z — U is flat and both Z and
U are affine, Oz(Z) is a flat Oy(U)-module. Suppose that g € Oy (U) is non-zero, then
the localisation Oy (U) — Op(U)[g7"] is injective since U is integral. Then by definition
of flat module, also the map

&: Ou(U) ®oyw) 0z(2) = Ou(U)]g "] ®o,w) Oz(Z)

is injective. Now we prove that (2.5) holds. Indeed, pick any f € Oz(Z) and g € Oy(U)
such that ¢*(g) - f = 0. If g = 0, then we are done. If g # 0, then consider

§(f) =97 (9)- f)=0.

Since £ is injective, we must have f = 0, showing the claim of (2.5). This also concludes
the proof of the lemma. O

Lemma 2.6. Suppose X is a variety over k and Z C X is a closed subscheme. Let L be
a line bundle on X and p € X be a general point. Then one of the following conditions

hold:
o HY(X, I, ® L) =0 or

o H(X, Ty, ® L) is of codimension 1 in HY(X,Z, ® L).



Proof. We have HY(X,Z,;y ® L) = H°(X,Z; ® L) N H°(X,Z,y ® L). Moreover,
H°(X,Z,y ® L) € H°(X, L) is of codimension at most 1. Thus also H*(X,Zz,q ® L)
is of codimension at most 1 in H°(X,Z; ® L). Suppose that the latter codimension is 0,
that is HO(X,Zzuq) ® L) = H°(X,Z; ® L). Then any section of H°(X,Z; ® L) vanishes
at a general point of X, thus vanishes everywhere on X, that is this section is 0, so that
H°(X,Z;® L) = 0. Otherwise the codimension is 1 proving the claim of the lemma. [J

2.2 Smooth projective toric varieties

Suppose X is a smooth toric variety over k and let S = S[X]| = @ pepiex) H'(X, D)
be its Cox ring graded by Pic(X). Throughout this section we in addition assume that
each D € Pic(X) the k-linear space H°(X, D) is finitely dimensional, which is true for
instance if X is projective (our main interest), or at least complete, but also in more
general situations. We remark that for many or all statements below smoothness of X is
not essential, but makes both the statements and the proofs simpler.

We study families of subschemes of X. Our main interest is in flat families over
integral base, but some intermediate results are valid in more general setting. Moreover,
we will frequently restrict to the case of affine base. Thus let U be a k-scheme, and
suppose Z C U X X is a closed subscheme. In this situation, we say that Z is a (not
necessarily flat) family of subschemes of X parametrised by U. Denote by my: Ux X — U
and mx: U x X — X the natural projections. There are two related ideal sheaves we
consider:

e the ideal sheaf of Z embedded in the product: Zz C Opyx, or in the affine case
U=SpecA, Tz C A®r Ox and

e the homogeneous ideal of Z: [z C Oy ®y Sx, or in the affine case, [z C A ® Sx.

Remark 2.7. (i) To distinguish the two objects above, we shall skip the word “sheaf”
in the description of Iz, despite it is really a sheaf of ideals, and only in the affine
case it reduces to an honest ideal in a ring.

(ii) The relation between Zz and Iz is given by the following formula:
Vperiex (Iz)p = mu(Zz ®op,  Tx D).

(iii) Suppose ¢: U" — U is a morphism of k-scheme and define by Z’ C U’ xy X the
pullback family. While the ideal sheaf Zz behaves functorially, that is (¢pxidx)*Zz =
Tz, the homogeneous ideal is not functorial. It is always true that ¢*Iz C Iz, but
Iz is the saturation of ¢*Iz with respect to the irrelevant ideal Irrely discussed
below.

An important special case is when U = SpecK for a field extension k C K, and
Z C X xg K is a closed subscheme. Then I; C S[X] ®g K is the homogeneous ideal of
7, that is the ideal generated by sections of line bundles D on X X K that vanish on Z.
The Hilbert function of Z is hy: Pic(X) — N defined by

hz(D) = dimg ((S[X] @ K) /I2)p, -



Thus if U is any k-scheme and Z C U Xy X is family of subschemes of X, then for each
point u € U we obtain a function hz,: Pic(X) — N, namely the Hilbert function of the
fibre Z, (here K = k(u)).

Define Irrelxy C S to be the irrelevant ideal, that is the radical ideal of S for any
very ample line bundle L on X. Throughout the rest of the article we fix Irrelx as the
denominator of the saturation, that is, we whenever we say an ideal (or ideal sheaf) is
saturated, we mean saturated with respect to Irrelxy C S[X] or Irrelx -K C K®y S[X] or
Irrelx -Op C Op @ S[X]. Note that for any subscheme Z C SpecK xj X its ideal I is
saturated, and similarly, [z is saturated for any family Z of subschemes of X parametrised
by U.

Conversely, for any homogeneous ideal I C Oy ®, Sx we can define the underlying
closed subscheme Z(I) of U x X. Strictly formally, we define Z(I) by constructing its
ideal sheaf Z C Opyx. For any open affine subset X° C X, the complement X \ X° is
a zero locus of some © € S[X]; for some L € Pic(X), and X° = Spec(S[X][©7]y). If
U° C U is any open subset then we set

Z(U° x X°) == 1(U°)[© Yy C Op(U°) @, S[X][0 o = Opxx(U° x X°).

It is a formal check that there exists a unique coherent sheaf of ideals Z C Oy« x which
takes the above values on any product open subsets U° x X° (with X° affine). We define
Z(I) to be the closed subscheme defined by such Z. Moreover, the following properties
are also straightforward to verify.

Proposition 2.8. Suppose I and Z(I) are as above. Denote by I%* the saturation of I
with respect to Irrelx. Then:

(i) Z(I) = Z(I**"), and
(i) Iz = I

(iii) if L is an ample line bundle and J is another homogeneous ideal in Oy ®y Sx, then
Z(I) = Z(J) if and only if there exists to = 0 such that for all t > ty we have
Ire = Jpe.

O

2.3 Finiteness of Hilbert functions in a family

The main goal of this subsection is to prove that a general configuration of points has
maximal possible Hilbert function (Theorem 2.12). Along the way we prove several more
general statements that might be of an independent interest, particularly Theorem 2.10
about stratification of a family of subschemes by locally closed loci with fixed Hilbert
functions

Lemma 2.9. Suppose Z and U are as above and that U is integral, Noetherian and of
finite dimension. Then there exists an open dense subset V- C U such that for allv eV
we have Iz, = Iz ®o,, (V).
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Proof. By generic flatness [Stac24, Tag 052A] we may restrict to an open dense subset
of U, and suppose that [z is flat over U. Let n € U be the generic point. Since the ideal
Iz is saturated, by Lemma 2.3 also the ideal Iz ®o, k(1) C S[X] ®k k(n) is saturated.
Therefore by Theorem 2.1 also Iz ®e,, k(v) C S[X]|®kk(v) is saturated for all v in an open
neighbourhood V' of the generic point 1. But the saturation of Iz ®¢,, k(v) is precisely
equal to Iz, proving the claim. O

Theorem 2.10. Suppose U 1is a Noetherian finitely dimensional k-scheme and Z C
U xi X is a family of subschemes of X parametrised by U. Then:

(i) There are finitely many functions h;: Pic X — N (for i = 1,... k) such that for
each point u € U the Hilbert function hz, = h; for somev € 1,... k.

(i1) The subset Uy C U with U; = {u € U | hz, = hi} is locally closed, and h; < h;
whenever U; C Uj.

(111) If U is in addition integral, then there exists an open dense subset U° C U such
that u € U° if and only if hz, = hz,, where n € U s the generic point.

Proof. Without loss of generality we may assume U is reduced, as the statements are
all set-theoretic and independent of the scheme structure of U.
We first prove a weaker version of (iii):

(iii") If U is in addition integral, then there exists an open dense subset U° C U such
that hz, = hz, for each u € U°.

To prove (iii’), by generic flatness |Stac24, Tag 052A| we may assume that the map
Z — U is flat by restricting to a suitable open dense subset of U if necessary. By
Lemma 2.9 we may also assume that Iz, = Iz ®p, k(u) for all u € U. After these two
reductions, we claim we can take U° = U. Then for each D € Pic(X) the D-th grading
(Iz)p is a flat finitely generated Op-module, hence it is locally free, and therefore (since
U is integral) the dimensions of (Iz)p ®o,, k(u) are independent of u € U. Thus also the
dimensions of (Iz,)p are independent of u € U as claimed in (iii’).

To prove (i) we argue by induction on the dimension and number of irreducible com-
ponents of U. Note that both these are finite by our assumptions. If dim U = 0, then the
claim is clear. So suppose we know the statement of (i) for all bases of dimension at most
k — 1, and now suppose the dimension of U is equal to k. If U is not irreducible, then we
argue for each component separately. Thus it is enough to assume U is irreducible (and
therefore integral). By (iii’) there is an open dense subset U° C U with only one Hilbert
function. By the induction assumption there are only finitely many Hilbert functions on
U\ U°, which concludes the proof of (i).

To prove (ii) we consider the partial order on the set of Hilbert functions {hq, ..., hi}:
h; < h; if and only if all the values are less or equal. Then any minimal element of the
set corresponds to a closed stratum and we prove the claim by induction on k removing
this stratum.

Finally, (iii) follows from (ii), as one of the strata U; must contain 7. Its closure is
therefore the whole U, and thus U; is open in U. Set U° := U;, which satisfies the required
properties. 0
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Corollary 2.11. Suppose X is as above, Z C X s a closed subscheme, and p € X be a
general point. Then for all D € Pic(X):

hZU{p}(-D) = Iﬂln{hz(D) + 1, dlm]k S[X]D} .

Proof. If Z = X, then claim is clear. So suppose Z is a proper subscheme and consider
U = X \ Z to be the set-theoretic complement of Z. Then in particular U is integral
Noetherian scheme of finite dimension. Consider the subscheme Z C U x X, which
is the union of U x Z and the diagonal A C U x X. Then the fibre Z over p €
U is precisely Z U {p}. For each single D € Pic(X) and general p € U (with the
generality condition dependent of D) we have hz, (D) = min {hz(D) + 1, dimy S[X]|p} by
Lemma 2.6. Thus hz, (D) = min {hz(D) + 1,dimy S[X]p} for the generic point n € U.
By Theorem 2.10(iii) there is an open subset U° C U such that the Hilbert function over
U° is fixed, end equal to the function at the general point 7, proving the claim of the
corollary. O]

Fix an integer 7 > 0. As in [BB21, §3.2| by h,x: PicX — N denote the generic
Hilbert function of v points on X, that is h, x(D) = min (r, dim; H°(X, D)). In [BB21,
Lem. 3.9] we show that (over complex numbers) a very general configuration of r points
in X has the Hilbert function h, x. Here we show that the same is actually true for a
general configuration. Moreover, we extend the result to an arbitrary algebraically closed

base field.

Theorem 2.12. Suppose X is a smooth projective toric variety over k. Suppose that
Z = A{x1,...,x,} is a general configuration of points on X (that is, (v1,...,x,) € X*7
is a general point). Then the Hilbert function hy is equal to h,x. Moreover, the set of
such r-tuples of points is open in X*".

Proof. The claim about the Hilbert function follows by induction from Corollary 2.11.
The openness claim follows from Theorem 2.10(iii) applied to U = X*" and Z C U x X
equal to

Z={(x1,...,2,2) | © = x; for some 1 < i < k}.

]

3 Hilbert schemes, Grassmann relative linear span and
cactus varieties

In this section we compare two types of Hilbert schemes. The “usual” one Hilb(X),
introduced by Grothendieck |Grot95|, parametrises flat families of closed subschemes of
a given projective variety X. The “multigraded” one Hilb(.S), introduced by Haiman and
Sturmfels [HS04], parametrises families of multihomogeneous ideals in a graded ring S
with a locally constant Hilbert function.

The main setting in which both concepts appear is (similarly to Subsection 2.2) when
X is a smooth projective toric variety and S = S[X] is its Cox ring (again smoothness of
X is not critical, as in Subsection 2.2). Then both schemes Hilb(S) and Hilb(X) make
sense and have projective connected components. We will see that they are related by
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a natural morphism sch: Hilb(S) — Hilb(X) which is surjective on points. Moreover,
for each irreducible component of Hilb(X) there exists a unique irreducible component
of Hilb(S) such that the underlying morphism of varieties is birational.

3.1 Grothendieck and multigraded Hilbert schemes

Comprehensive and detailed definitions, constructions, and descriptions of properties of
Hilb(X) can be found in numerous excellent textbooks including [FGIT05, Chapt. 5],
[Jelil7, Chapt. 4], [Sern06, Chapt. 4]. See also |Koll96, Chapt. I]. In our setting, let L
be any very ample line bundle on X, then Hilb(X) is a disjoint union upe(@[t] Hilby, ,(X)
where p is a polynomial in a single variable with integral values for integer arguments
and Hilby ,(X) is a scheme parameterising subschemes of X with Hilbert polynomial p
(that is, the Euler characteristics of L% restricted to the subscheme is equal p(t)). In
this setting (with X not necessarily isomorphic to a projective space), it is not necessary
that Hilby, ,(X) is connected. Moreover, different choices of L might lead to different
decompositions into pieces according to Hilbert polynomials, in any case, for each L and
each p, Hilby, ,(X) is always a projective scheme over k [Koll96, Thm 1.1.4].

On the other hand the multigraded Hilbert scheme Hilb S[X] is less standard and
not so often considered or exploited, perhaps due to the larger complexity and patholo-
gies appearing on much smaller cases. We also have a disjoint union decomposition
Hilb S[X] = |],,. pic x_n Hilby S[X], where h is any function and Hilb, S[X] parametrises
all families of multihomogeneous ideals with Hilbert function h. Again, each Hilb, S[X]
is projective though not necessarily connected.

Proposition 3.1. There exists a morphism of schemes sch: Hilb S[X] — HilbX which
on points takes an ideal I € Hilb S[X] to the scheme Z(I) C X.

A similar statement with a slightly different notation can be found in [JM22, §2.4.1].
We include the proof for the sake of completeness.

Proof. We argue componentwise for each Hilbert function h: Pic X — N separately. If
Hilby, S[X] = (), then there is nothing to do. Thus suppose Hilb, S[X] # 0 and fix a very
ample line bundle L. In particular, pick any I € Hilb, S[X] the Hilbert polynomial p(t)
of Z(I) with respect to L agrees with h(L') for ¢ > 0. Therefore p is determined by h
(and L), and does not depend on the choice of I. To prove the proposition it is enough
to construct sch: Hilb, S[X] — Hilby, ,X.

The universal ideal J C Ogin, spx] @k S[X] is a homogeneous ideal that defines a
closed subscheme R := Z(J) C Hilb, S[X] x X. Consider also Ix C Omim, six] ®k
S[X], the homogeneous ideal of R. By Proposition 2.8(ii) we have Ir = J**' and by
Proposition 2.8(iii) for ¢ > 0 we have:

by Remark 2.7(ii)

Jrte = (Ir )L = (THitby s1x7)+ (Zr @ Tx (L))

In particular, since J is a flat Ogjp,, s;x)-module, also its direct summands are flat, and
hence (7w, six))s (Zr ® 7% (L)) is flat and finite module, hence locally free of rank p(t).
Thus R is flat over Hilby, S[X] by [Hart77, Prop. I11.9.9] or [FGIT05, Lem. 5.5] or [Vakil7,
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Exercise 24.7.A(b)]. Therefore we have a map sch: Hilb, S[X] — Hilb. ,X as claimed.
[

Note that the map sch is surjective on k-points: if [R] € Hilb(X) is a k-point which
represents a closed subscheme R C X, then the multihomogeneous ideal I(R) C S[X]
is an element of Hilb(S[X]) such that sch(/(R)) = [R]. However, typically sch is not
a projective morphism, but only for a silly reason: there could be infinitely many con-
nected components of Hilb(S[X]) that are mapped onto the same connected component
of Hilb(X). Once restricted to suitable Hilbert function h: PicX — N and suitable
Hilbert polynomial p, the map sch: Hilby, S[X] — Hilby , X is a morphism of projective
schemes, hence projective.

Now we will discuss a partial inverse of the morphism sch, at least for the reduced
structures. Suppose H C Hilb(X), , is any irreducible component. Let Z C X xH be the
natural family of subschemes of X parametrised by H. Suppose also that H° C H is the
open dense subset of H as in Theorem 2.10(iii), where the Hilbert function of R = Zg,
for [R] € H° is fixed — we denote this fixed function by hy.

Proposition 3.2. With the notation as above, there is a morphism
ideal: H® — Hilby,, (S[X])

such that schoideal = idye and ideal([R]) = I(R) for all [R] € H°.

Proof. Consider the universal homogeneous ideal I C Oy ®y S[X], so that I|ggr) =
I(R). By the definition of H° the Hilbert function of I|{g); is constant and equal to hy,.
Since H (and also H°) is reduced, for every D € Pic(X) the sheaf Ip is locally free of
rank hy (D) by [Hart77, Lem. I11.8.9]. Thus by the universal property of the multigraded
Hilbert scheme there exists a morphism ideal: #° — Hilby,,, such that ideal([R]) = I(R)
for every [R] € H°.
Moreover,
schoideal([R]) = sch(I(R)) = Z(I(R) = R,

and since H° is reduced, this verification on points is sufficient to show that sch oideal =
idge0, concluding the proof of the proposition. O

Corollary 3.3. The closure of the image ideal(H®) is an irreducible component Hy, of
Hilby,, (S[X]),eq, and sch: Hy — H is a projective birational morphism.

Proof. The scheme Hy, C Hilby,, (S[X]) is closed by the definition and irreducible since
H° is irreducible. Naturally, sch |g, : Hy — H is a projective morphism, and it admits
birational inverse ideal by Proposition 3.2. Thus the only claim that remains to be proved
is that Hy, C Hilby,, (S[X]) is a component.

Thus let H C Hilby,, (S[X]) be any irreducible component containing Hy,. We claim
that H = Hy. Indeed, since Hy contains some saturated ideals, Hy C H, and the
set of saturated ideals is open (Theorem 2.1), there exists an open dense U C H with
only saturated ideals. Now sch |y is a locally closed immersion by [JM22, Cor. 2.8|. In
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particular, comparing the dimensions:

since Hy, C H)

since U is open and dense)

since sch(U) C H)

(

(
= dimsch(U) (since sch|y is an immersion)

(

(since sch: Hy, — H is dominant).
So all the above dimensions are equal, in particular dim Hy = dim H, and thus Hy = H
as claimed. 0

Proof of Proposition 1.3. The distinguished irreducible component Hy, is defined in Corol-
lary 3.3. A general ideal I € Hy, is the image of ideal([R]) for some [R] € H°, hence
I = Ig and thus [ is saturated by Proposition 2.8(ii), as claimed in the first item the
proposition. The second item holds by Corollary 3.3.

The uniqueness follows from Theorem 2.1: suppose H’ is another component of the
multigraded Hilbert scheme satisfying the two itemised properties. Let U’ C H’ be the
open subset of saturated ideals. Note that U’ is not empty by the first item. Then, the
birationality from the second item implies that the general element of #H is in sch(H’).
Thus the map ideal maps such general element to H and thus H = Hy as claimed. [

3.2 Linear span map

For a fixed finite dimensional k-vector space V', let Gr(k, V) be the Grassmannian of k-
dimensional linear subspaces of V. Equivalently, Gr(k, V') parametrises projective linear
subspaces of P(V). Thus if U is any base scheme and £ C U x V is a vector subbundle
of rank k, then there exists a regular map U — Gr(k, V). Here the vector bundle plays
the role of a family of vector spaces parametrised by U.

Each subscheme of the projective space P(V') has an associated projective linear sub-
space of P(V') (thus a point in the Grassmannian Gr(k, V') for some k), namely the linear
span of R, or more precisely, the smallest linear subspace (R) C PV such that R C (R)
as subscheme.

Unfortunately, in general the assignment R — (R) cannot be made into a morphism

from a Hilbert scheme to the Grassmannians, as flat degeneration R, = Ry can have
lower dimension of (Ry) than that of (R;) for general ¢ (hence this assignment is not even
continuous). This is an infamous obstruction to efficiently study the secant varieties of
subvarieties of projective space. In the literature there exist essentially two workarounds
this obstruction. The first one is to avoid settings when this obstruction actually oc-
curs: [BB14|, |[BBF24], [CLPS25], or at least prove that it does not affect your case
[RV17, Prop. 3.1], [JLP23, Thm 9.2, Rem. 9.3|. The second one is coming from usage of
multigraded Hilbert scheme instead. Over k = C this latter approach is accomplished in
[BB21|. Here we show that it also generalises to arbitrary k.

Fix a smooth projective toric variety X and a divisor D € Pic(X). For any Hilbert
function h: Pic(X) — N we can construct a vector subbundle £, C Hilb, (S[X]) x S[X]7,
of rank h(D) by taking the flat (hence locally free) subsheaf I'p C O, (six7) ®x S[X|p
and defining €y := (Ip)*. Thus by the universal property of the Grassmannian, we
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obtain a morphism of schemes L p: Hilb,(S[X]) — Gr(h(D), S[X]}), and explicitly we
have 1p ([J]) = (Jp)* for any [J] € Hilb,(S[X]). Below we assume that D is effective,
so that the projective space P(S[X]},) is non-empty.

Proposition 3.4. Fiz a line bundle D € Pic(X) and an irreducible component H C
Hilb(X), - Let v: X --» P(S[X]},) be the rational map defined by the complete linear
system of D, and let reg(t) C X be the open subset where v is reqular. Suppose that at
least one of the following conditions holds:

(i) D is very ample, or
(i) H parametrises zero dimensional subschemes, or
(111) for a general [R] € H, all associated points of R are in reg(1).
Then there exists an open dense subset U C H and a morphism
spany: U — Gr(hy(D), S[X]}p)

such that for any [R] € U(k) we have P (spanp([R])) = (¢(RNreg(t))). Moreover, the
rational map spanp: H --» Gr(hy(D), S[X]5,) is resolved by the precomposition with the
map sch restricted to Hy,, which is equal to (Lp)|m,, -

Proof. First observe that both (i) and (ii) imply that also (iii) holds. Indeed, if D is very
ample then rege = X and (iii) is vacuous. Similarly, if H parametrises zero dimensional
schemes, then (since X is smooth), a general [R| € H has as the support a collection of
general points, which are therefore all in reg(¢). Thus, in the rest of the proof, we will
assume that (iii) holds.

Consider H°, the open subset as in Proposition 3.2 and define span,, :=1p oideal.
Let [R] € H be a general point. Then [R] € H° and all associated points of R are in
reg(c). We claim that the second assumption guarantees that

((R) = ((R)) =P (I(R)5) C P(S[X]p). (3.5)

Indeed, if ® € I(R)p, then ¢ (considered as a linear form on P (S[X]})) must vanish
identically on ¢(R), hence also on its linear span. Conversely, if R = Ry U --- U Ry with
each R; a primary scheme, then I(R) = I(Ry) N --- N I(Ry) and for each i, the equality
of schemes holds: R; = R; Nreg(t). Thus, if & € S[X|p (considered as a linear form on
P (S[X]},)) vanishes on ¢(R), then it also vanishes on all «(R;), and thus ® vanishes on
R; Nreg(t) (now we consider ® an element of S[X]). Therefore & € I(R;) and hence
® € I(R) proving (3.5).
Thus, for a general [R] we have

P (spanp ([R])) = P (Lp oideal([R])) = P(Lp (I(R))) = P (I(R)5) " L7 ((R)),

where the first, second and third equalities follow from the definitions of maps span,
ideal, and 1 p respectively.
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To conclude the proof of the proposition, we apply Corollary 3.3. The morphism
sch |g,, is birational and it is the inverse of ideal, hence spanj,: H --» Gr(hy(D), S[X]})
is resolved by the precomposition with sch |g,,: Hy — H as claimed. O

Let ‘H C Hilb(X) be an irreducible component and fix a very ample line bundle L €
Pic(X) defining an embedding ¢: X — P (H°(L)*) = P(S[X]}) . For each nonnegative
integer ¢ the Grassmann-relative linear span of H, is defined as

f3:(X,L) = {E | P(E) C {«(R)) for some [R] € H} C Gr(i, S[X]}).

We will frequently skip L in the notation and write simply R4, (X). The interesting
range of ¢ to consider Ry ; (X, L) is between 1 and hy (L), see Lemma 3.6. For the initial
case i = 1 and H C Hilb.(X) the relative linear span Ry, (X) C P(S[X];) is also
defined in [BJ17, Def. 5.23] — see Proposition 3.8 for a comparison of the two definitions.
If H C Hilb,(X) is the smoothable component, then £, (X) is the Grassmann-secant
variety [BL13, Def. 1.1]. More generally, the relative linear span of a family of finite
schemes (not necessarily flat, and not necessarily over reduced base, but under additional
technical assumptions) is defined and discussed in [BK24, §3.2].

Lemma 3.6. If i = 0 then Ry, (X) = Gr(0,5[X];) = Speck. If i > hy(L), then
B (X) =0.

Proof. If i = 0, then there is unique E € Gr(0, S[X]} ), namely F = 0, and Gr(0, S[X]})
is a single k-point. Since for any [R] € H the linear span of R C P (S[X]}) contains the
empty set P(E), it follows that R, (X) = Gr(0, S[X]}).

If i > hy(L), then for any [R] € ‘H we have dim (R) = hgr(L) — 1 < hy(L) — 1 by
Theorem 2.10(ii) and (iii). Since for any F of dimension i, dimP(E) > hy(L), by the
dimension count we cannot have E C (R), thus f2,; (X) = () as claimed. O

3.3 Grassmannian bundles

In order to discuss several other definitions of relative linear span we first review notation
about Grassmannian bundles. If Y is a scheme, £ is a vector bundle on Y, and 0 < 7 <
rk € is an integer, then by Gr(i, £) we denote the total space of the Grassmannian bundle:
over y € Y we consider the fibre Gr(,&,) and we glue these fibres appropriately. More

precisely, we take P (/\’8) and define Gr(i,€) C P (/\’8) as the closed subscheme using

Pliicker relations locally with respect to Y. In particular, in the special case i = 1, we
have Gr(1,&) =P (&).

Now consider a vector space V and & — Gr(k, V') the universal subbundle, that is a
subbundle S of the trivial bundle Gr(k,V) x V with § = {([E],v) | v € E}. We pick a
positive integer ¢ < k. Then Gr(i,S) as a variety is in fact isomorphic to the partial flag
variety F1(i, k; V) and admits two projective morphisms:

Gr(i,S) —— Gr(i,V)

|7

Gr(k,V).
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Now let X, L, H C Hilb(X), Hy, sch: Hy — H, span;: H — Gr(hy(L), S[X]})
and L;: Hy — Gr(hy(L),S[X];) be as in Subsections 3.1 and 3.2. We pull back the
diagram and obtain:

fn Cr(i, S[X]%)
o
Ggr(i,8m) ----- > Gr(i,Sy) — Gr(i,S) (3.7)
Hy —— 5 3 P2y Gr(hy (L), SIX]E)

1

Here Sy is the vector bundle over an open dense subset of H obtained as a pull back of
S along span;, Sy is the vector bundle over Hy, obtained as a pull back of § along L,
and Gr(i,Syx), Gr(i,Su) are the corresponding Grassmannian bundles, while £ and g
are the appropriate compositions.

Proposition 3.8. Let n € H be the generic point, and Gr(i,Sy), the generic fibre. Then

R (X) = En(Gr (i, Sn)y) = Eu(Gr(i, Sn)).

Proof. Since sch is a birational morphism, the generic point of Hy is equal to sch™*(n)
and it is mapped isomorphically to 7. In particular, &(G7 (i, Sx)y) = Eu(G7 (4, SH)sen—1y))
and the latter is equal to &g (Gr(i,Sm)) by Lemma 2.4 since Gr(i, Sg) — Hy is flat.

Take any [R] € H, and take E € Gr(i, V) such that P(E) C (R). Since sch is
surjective, there exists [I] € Hy such that sch([I]) = [R]. We have (R) C P((I.)*), thus
E C (I1)* and therefore E € &g(Gr(i,Su)). This proves that Ry (X) C &a(Gr(i, Su))
since the latter is closed in Gr(i, S[X]}).

Finally suppose [E] € &u(Gr(i,Sm)) is a general point. Then there exists [I] € Hy
such that E C I;. Moreover, since [E] is general, we may assume that [ is saturated
(by Theorem 2.1), so that sch is an isomorphism near [I] and I} = (R), where [R] =
sch([I]) (Proposition 3.4). Thus F C (R) and F € £y (X) showing the final inclusion
€u(Gr(i,Su)) C Ry (X) and proving the proposition. O

Let us stress, that the equality Ry (X,L) = &u(Gr(i,Su),) in Proposition 3.8, if
i = 1, is identical to [BJ17, Def. 5.23|, which shows compatibility of the two definitions.
Moreover, R, (X) = €u(Gr(i,Su)) does not involve any closure: in particular, the map
Ea: Gr(i,Sa — Ry (X) is projective and surjective, which is critical for our applications.

3.4 Cacti in the literature

The Grassmann relative linear span introduced in this section is primarily important for
the components H of the Hilbert scheme of points Hilb,.(X). These components are used
in Definition 3.9 of the Grassmann cactus varieties. In this subsection we compare our
definitions to some of the other occurences in the references. This is not critical for the
rest of the article, but one of the examples serves as a motivation to consider more general
H C Hilb(X) than just components of finite schemes.
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Definition 3.9. The Grassmann cactus variety K, ; (X) is the union of £, (X) over all
components H of Hilb,(X).

If i = 1, then according to standard convention K, ; (X) = K, (X) and it is simply
called the cactus variety. Cactus varieties are defined as a generalisation of secant va-
rieties. In [BJ17, §5.6-5.7] we define and discuss relative linear spans of components of
Hilbert scheme, and these are used to define both cactus and secant varieties. On the
other hand Grassmann secant varieties are very useful in the context of tensors thanks
to |[BL13, Cor. 3.6(iii)|.

The notion of Grassmann cactus varieties have already been introduced in [GMR23].
In fact, in their work the authors also use (Grassmann) relative linear spans of the unique
nonsmoothable component H C Hilbg(P") (for n > 4) and of the unique non-smoothable
component containing Gorenstein schemes H C Hilby4(P") (for n > 6). In fact, in their
arguments the authors exploit an early draft of this article.

As another example, [RV17, Lem 2.4] characterises rank 10 cubics in 6 variables
that are associated to K3 surfaces which are complete intersections of the Grassmannian
Gr(2,6) € P with a P®. The characterisation can be reinterpreted as a membership in
a relative linear span of Hilbert scheme of quartic surface scrolls in P°.

In |BL13] Grassmann secant variety of X is exploited in connection to secant variety
to a product P" x X.

4 Apolarity and border cactus decompositions

In this section we review basics of multigraded apolarity, define the border cactus decom-
positions and prove the main results of the article.

4.1 Apolarity

Let S[X] = @pepicx H*(D) be the Cox ring of the toric variety in question and let
S[X] = D pepic x H(D)* be the graded dual of S[X]. The apolarity action of S[X] on
S[X] is given by the contractions _, as in [Jelil7, §3.1], [Gala23a, Equation (1.1) and §4],
[BB21, §3.1], and [BK24, §5.1).

For a lincar subspace £ C S[X] its annihilator is the ideal

Ann(E) = {0 € S[X] | Vper OF = 0} C S[X].

If dim E = 1, so that E is spanned by a single F € S[X] (or F € P <§[X]L> for some L),
then we simply write Ann(F) = Ann(F). Note that if € is a basis od E (as a k-vector
space), then
Ann(FE) = ﬂ Ann(F) = ﬂ Ann(F).
Feb Fee

In this article we focus only on homogeneous case, so that the only interesting case
is £ C S[X], = H°(L)* for a fixed line bundle L € Pic X. In particular, in this case
dim F' < 0o, and Ann(F) is a homogeneous ideal (as always, with respect to the grading
by Pic X).

The standard apolarity type observations are:
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Lemma 4.1. For any E C H°(X, L)* we have Ann(E);, = E+ C H°(X, L).

Lemma 4.2. Suppose E C H°(X, L)* is a linear subspace and I C S[X] is a homogeneous
ideal. If I, C Ann(E)y, then I C Ann(FE).

Proof. Note that for any degree D’ € Pic X:
if G € S[X]p is such that S[X]p G =0, then G = 0. (4.3)

Since both I and Ann(FE) are homogeneous ideals, it is enough to check the claim in each
degree D € Pic X. Pick ® € Ip, and thus S[X];_p-® C I, C Ann(E) by the assumption
of the lemma. Hence for all F' € E, S[X];_pi(P1F) =0, and by (4.3) F = 0, that is
® € Ann(F). Intersecting over all F', we get the claim: ® € (. p Ann(F) = Ann(E).

O

Although we do not need it explicitly here, the motivation for the border apolarity
techniques is the following (standard) apolarity.

Proposition 4.4. Suppose X is a smooth toric projective variety, L is a very ample line
bundle, and consider X embedded into P (SL). Fix a linear subspace E C Sp. Then for
any closed subscheme R C X, we have the following equivalence:

E C (R) < I(R) C Aun(E).

Over k = C this is proven in [Gala23a, Thm 1.4], over any k but with X = PV this is
standard, see for instance [IK99, Lem. 1.15], and another version of apolarity is [BBF24,
Prop. 4.14]. In any case, the proof is always the same:

Proof. E C (R) if and only if £ C (I(R)z)"* if and only if I(R);, C E* if and only if
(by Lemma 4.1) I(R);, C Ann(E)y, if and only if (by Lemma 4.2) I(R) C Ann(E). O

4.2 Case of general component

In this subsection # is any irreducible component of Hilb(X).

Theorem 4.5. Suppose X is a toric projective variety, L is a very ample line bundle, and
H C Hilb(X) is an irreducible component. Denote by Hy C Hilb(S[X]) the corresponding
component of the multigraded scheme, as in Corollary 3.3. Consider X embedded into

P (§L) and fix a point E € Gr (z’, §L) Then:
E € Ry, (X) < Jien,, s.t. 1 C Ann(E).

Proof. Recall from Subsection 3.3 the construction of bundles Sy and Gr(i,Sg). In
particular, the k-points of Gr(i, Sg) are precisely {(I, E') € Hy X S | E' C ILL} Equiv-
alently, by Lemmas 4.1 and 4.2,

Gr(i, Se) (k) = {(1, EYeHy xS, |1c Ann(E')} .
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By Proposition 3.8 E € Ry, (X) if and only if there exists I € Hy(k) such that
(I,E) € Gr(i,Su). The condition on (I, E) is then equivalent to I C Ann(FE), prov-
ing the Theorem. O

In the setting of Theorem 4.5 we define the variety of border cactus decompositions
CD(FE,H) to be the reduced fibre over E of the map g (Gr(i,Sm)) as in Subsection 3.3,
CD(E, H) :=¢&4'(E),q C Hy. Note that CD(E, H) is a projective reduced scheme, and
it is non-empty if and only if £ € Ry, (X).

Suppose G C Aut(X) is a connected subgroup of the automorphisms of X. Then
it has natural induced actions on ‘H, Hy, and other varieties and bundles appearing in
Diagram (3.7), such that all the maps in the diagram are equivariant. If in addition G
preserves E € Gr(i, §L) then it also acts on CD(FE, H).

Theorem 4.6. With H, E, and G as above with G-E = E, assume in addition that G 1is
a solvable group. Then E € Ry (X) if and only if there exists an ideal I € Hy preserved
by G and such that I C Ann(E).

Proof. By the above discussion E € 8, (X) if and only if CD(E, H) is non-empty. By
Theorem 4.5 we have

CD(E,H)(k)={I e Hy | I C Ann(E)}.

Since CD(FE,H) is a projective scheme, by Borel’s fixed point lemma [Bore91, Thm 10.4]
it is non-empty if and only if it contains a G-fixed k-point. A G-fixed point in CD(E, H)
is a G-invariant ideal I C S[X] contained in Ann(F), proving the claim. O

For the rest of the paper we restrict our attention to components H C Hilb,(X), that
is, we restrict to the Hilbert scheme of points.

4.3 Case of secant varieties

In this subsection, we let H = Hilbi™(X), the smoothable component of the Hilbert
scheme. In this case the standard terminology and notation is the following:

o Ry (X)=0,;(X) is the Grassmann secant variety, or simply secant variety o, (X)
for i =1,

e H;, = Slip,(X) is the scheme of limits of ideals of points,

e the Hilbert function hy (D) is equal to h, x := min(r, dimy S[X|p) by Theorem 2.12.

A special feature of this case is the relation between Grassmann secant variety of X
and secant variety of P'~! x X see for instance [BL13, Thm 2.5, Cor. 3.6(iii)|.
Thus for the case H = Hilb?™(X) we obtain:

Theorem 4.7. Suppose X is a smooth toric projective variety, L is a very ample line
bundle. Consider X embedded into P <5’L> and fix a linear subspace E C Sy, of dimension

i. Then:
E € 0,;(X) <= Jresip,(x) such that I C Ann(F).

Moreover, if G C Aut(X) is a connected solvable subgroup that preserves E, then
E € o0,,(X) < Jiesip,(x) such that I C Ann(E) and G -1 = 1.
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The theorem follows directly from Theorems 4.5 and 4.6. Moreover, restricting to
k =1, Theorems 2.12 and 4.7 imply Theorem 1.1.

As an interesting conclusion, if the border rank of a monomial can be bounded from
below using weak border apolarity (Theorem 1.1) for some base field, then the same bound
applies over any base field. We illustrate this on a simple example without providing
details.

Ezample 4.8. Let X = P? and m = 222" with 4y < a1 < ao. Then m €
0. (X)\ 0r—1(X) for r = (ap + 1)(ay + 1), independent of the base field k. Indeed, the
upper bound on such r is proven in the same way as [BB21, Lem. 6.2]. The lower bound
is proven in the same way as [BB21, Thm 6.21], which boils down to prove non-existence
of a monomial ideal I with a fixed Hilbert function contained in another fixed monomial
ideal. This is purely combinatorial, and does not depend on the base field k.

Up to now, all the monomials that have known border rank over C, can be calculated
using weak border apolarity.

4.4 Case of cactus varieties

Now we compare the standard terminology for cactus varieties with the relative linear
spans. Explicitly, let Hilb.(X) be the Hilbert scheme of r-points, which might have
multiple components. The r-th Grassmann cactus variety of X is defined as:

R (X) = | i (X) CGr(i,Sp)

HCHilb, (X)

where the union is over all irreducible components H of Hilb.(X). As before, the special
case ¢ = 1 is simply called the cactus variety of X and denoted:

&)= ﬁH(X)C]P<§L>. (4.9)

HCHilb, (X)

Proof of Theorem 1.4. With the assumptions of the theorem we work in the case
i =1. By [BJ17, Cor. 6.20] in Equation 2.5 it is enough to take the union only over those
components H C Hilb,(X) such that its general element represents a Gorenstein scheme.
The rest of the claim follows from Theorem 4.5. O

Now Theorem 1.2 follows immedaitely, as there are only finitely many components
of the Hilbert scheme, each of them has one Hilbert function of a general member by
Theorem 2.10(iii). Note that different components may have the same Hilbert function.
For the potential applications, it is an important problem to list all these Hilbert functions,
or at least discover the properties of these Hilbert functions. Naively, one might hope that
the only relevant function is h, x := min(r, dimy S[X]p), however, see Proposition 4.14.
At this point we do not know enough about components of Hilbert schemes of points to
be able to determine the Hilbert function of a general scheme in each component (except
in the situation when the resulting Hilbert function is equal or very close to h, x).

More generally, properties of Hilbert functions of saturated ideals form an interesting
topic, see [Able24| and references therein. All these properties apply to hy. The only
new information we are able to provide is the following observation.
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Proposition 4.10. Suppose H C Hilb.(P™) is an irreducible component of the Hilbert
scheme of finite subschemes of length r. Then hy(1) = min{r,n + 1} = h,.(1).

Lemma 4.11. Suppose i1: R — PV 1is an embedding of a finite scheme of length r. Then
there is an embedding is: R — PV such that dim(V*/I(i2(R))1) = min {r,dim V'}.

Proof. First, there is always a concisely independent embedding i3: R < P'~! with
I(i3(R)); = 0 [BBKT15, pp 702-703|. This is obtained by the embedding R = Spec A
into PA, or equivalently, by the trivial line bundle Og, which is very ample. If dim V' > r,
then i, is a composition of i3 with a linear embedding P"~! C PV.

Suppose dim V' < r. Let £ (i2(R)) C P"! be the second cactus variety of R, that is
the finite union of the (projective) Zariski tangent spaces of R at each point and the secant
lines connecting the any two points of support of R. Note that dim K, (i3(R)) < dim PV
indeed, since 7; is an embedding of R into PV, each tangent space must be at most dim PV
dimensional. Also each secant line is one dimensional, and there are any secant lines only
if there are at least two distinct points of support, which is possible only if dim PV > 1.

Pick a linear projection P"~! --» PV. By standard arguments, such as in [Hart77,
Prop. 1V.3.4], if the center of the projection does not intersect K2 (i3(R)), then the com-
position of i3 and the projection is still an embedding. Moreover, in such a case the linear
span of this new embedding is PV. Clearly, by the dimension count, we can pick the
linear projection satisfying the above property. O]

Lemma 4.12. Suppose i1 and iy are two embeddings of the same finite scheme R — PV
Then i1(R) and iz(R) are in the same component of the Hilbert scheme Hilb,.(PV'), where
r = length R.

Proof. Pick a basis {ag, ..., a,} of V¥ = H°(Opy(1)). Pulling the basis back to R using
i1 and iy, we obtain two collections, {ifay, ..., #ja,} and {ijao,. .., 5a,}, of sections of
the trivial line bundle Og =~ i{Opy (1) =~ 15Opy(1). Consider the P'-parametrised family
of maps R — PV determined by

{s-ijag+t-i5a0,...,s 1ja, +t-ija,},

where s,t are coordinated on P!. Generically, this is an embedding, and thus we obtain a
flat family of subschemes of PV paramerised by an open dense subset of P'. This family

demonstrates that i; and i, are in the same component of the Hilbert scheme, as claimed.
O

Proof of Proposition 4.10. Take a general element R € H. By the generality, H
is the unique component of Hilb,(PV') containing R. By Lemma 4.11, we can reembed
R into PV in a linearly nondegererate way. By Lemma 4.12 both embeddings are in the
same component, that is H. It follows that Az (1) > min {r,dim V'}, then we must have
the equality since hy (1) < h,.(1). O

Consider a set of 4 points in P". If three of them are on a line, then all four of them are
linearly dependent, contained in a P2. The following lemma generalises this elementary
observation to schemes, and we skip the proof.

Lemma 4.13. Suppose R and R' are two finite schemes of degree r and ' respectively.
Suppose R© C R C X. Then for any D € PicX we have the inequality hr(D) <
hr/ (D) + (r —1"). In particular, if hg/(D) <1’ then also hg(D) < r.
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]

Proposition 4.14. Suppose k = C and consider H C Hilbys(P), the component, whose
general element [R] € H represents a scheme R C PS supported at two points and locally,
near each point R is isomorphic to a (1661) Gorenstein scheme, as in [Jelil8, Thm 1.1].
Then

hr(2) = hy(2) < 27 < hogpe(2) = 28.

Proof. For i = 1,2, let R, C R be the irreducible components of R, so that each R;
is a (1661) Gorenstein local scheme. Let R, C R; be the length 7 subscheme defined by
the square of the maximal ideal and set R' = R} U R). Then by an explicit computation
(or, if we want to use the cannon to kill a fly, by Alexander-Hirschowitz Theorem [BO0S,
Thm 1.1]), we have hg/(2) = 13. The degree of R is 28, while the degree of R is 14. By
Lemma 4.13 we must have:

ha(2) = hp(2) < b (2) + (28 — 14) = 27.

This concludes the proof. O

By an explicit computer calculation one may show that for H as in Proposition 4.14,
in fact, hy = (1,7,27,28,28,...), hence hy(d) = hogps(d) for all d # 2, while hy(2) =
27 < h287p6<2) — 28
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