Abstract

We present the semantics of an imperative programming language called LOIS (Looping Over Infinite Sets), which allows iterating through certain infinite sets, in finite time. Our semantics intuitively correspond to execution of infinitely many threads in parallel. This allows to merge the power of abstract mathematical constructions into imperative programming. Infinite sets are internally represented using first order formulas over some underlying logical structure, and SMT solvers are employed to evaluate programs.

Categories and Subject Descriptors F.3.2 [LOGICS AND MEANINGS OF PROGRAMS]: Semantics of Programming Languages

1. Introduction

Modern imperative programming languages allow easy manipulation of arrays, lists, sets, trees etc. using for loops, mimicking the intuitive set-builder notation used in mathematical formulas such as

\[ Y = \{2x + 1 \mid x \in X, x > 3\} \]

The code below is an example of how this could be imitated in C++ using the range-based for loop (available since C++11).

```cpp
set<int> Y;
for (int x : X)
    if (x>3) Y.insert(2*x+1);
if memberof(10,Y)
cout << "10 is in Y";
```

Many programming languages, e.g. Python or Scala, support list comprehension, closely resembling set-builder notation. Such constructions are more general than set-builder notation, in that they allow executing instructions (with possible side effects) within the body of the loop. On the other hand, set-builder notation is more powerful, as it can be equally well applied to infinite sets, which is crucial in abstract mathematical reasonings. For instance, the set \( X \) in the mathematical formula above might be the set of all integers or real numbers, yielding a meaningful definition of \( Y \). To the best of our knowledge, no existing imperative programming language combines both strengths, allowing to evaluate instructions (possibly, nested) similar to the one above, when \( X \) denotes an infinite set. Note that although lazy evaluation allows defining certain infinite objects, few tests can be performed on them, e.g., one cannot determine in finite time whether an infinite stream contains the element 10, by analogy to \texttt{memberof(10,Y)} test above (although see [JKS12] for an extension of OCaml allowing certain effective tests).

In this paper, we present LOIS – a programming language manipulating infinite sets, in which the above code is executable, in finite time even for some infinite sets \( X \). Below we give further illustrating examples of imperative mathematical constructions involving iteration over infinite sets, written in pseudocode which is very close to LOIS.

Example 1. For a region \( F \) of \( \mathbb{R}^n \), a ball packing of \( F \) is an inclusion-maximal family of pairwise-disjoint unit balls contained in \( F \). An example of a ball packing of the disk of radius \( 2 + \sqrt{5} \) in the plane is depicted below.

The pseudocode below implements a function which takes as argument a region \( F \) of \( \mathbb{R}^n \), and returns the set of all ball packings of \( F \) – usually, an infinite set.

```cpp
set packings(F) {
    set packings = ∅;
    set partial = {∅};
    for (P in partial) {
        bool maximal = true;
        for (x in F)
            if Ball(x,1)∩union(P)=∅ \{ maximal = false; partial +={P∪{Ball(x,1)}} \};
        if (maximal)
            packings += P
    }
    return packings
}
```

The semantics of the code is as follows. The variable packings stores the packings found so far, and the variable partial stores partial (possibly not maximal) packings. In each iteration, consider a partial packing \( P \). For all points \( x \in F \), if \( P \cup \{\text{Ball}(x,1)\} \) is a partial packing, add it to \texttt{partial}. If no such point \( x \) exists, then \( P \) is maximal, so add it to \texttt{packings}. Note that the sets \( F \) and \texttt{partial}, over which the loops iterate, are typically infinite.
Example 2. Take an infinite countable set of vertices $V$, and for each pair of vertices, choose randomly whether there is an edge between them or not. It is well known that, up to isomorphism, with probability 1 we get the same graph, known as the random graph, the Rado graph, or the Erdős-Rényi graph [1]. To make things more interesting, assign each vertex randomly to one of two parts and remove edges between pairs of vertices which are in the same part. We obtain the random bipartite graph $G = (V, E)$. This example is inspired by formal verification of infinite state systems.

Let us specify a set of accepting states, e.g. $F = \{(m, 3) | m \in \mathbb{N}\}$, which can be constructed in LOIS, similarly to $Q$. Now $A = (\Sigma, Q, \delta, I, F)$ is a deterministic, infinite-state automaton accepting those sequences, in which the maximal sum of an infix uninterrupted by # is 3.

What is the minimal automaton equivalent to $A$? To find out, we can try to run the well-known partition refinement algorithm on $A$, implemented by the code below.

```plaintext
function minimize(\(\Sigma, Q, q_0, F, \delta\)) {
    set E = \{\};
    for \((p, q, a) \in Q \times \Sigma \times \delta\) do
        \[ E += (\delta(p, a, \delta(q, a)), (p, q)) \];
    set S = (Q \times F) \cup (0 \times F);
    set equiv = (Q \times Q) - reach(S, E);
    set classes = \{\};
    for q in Q do {
        set class = \{\};
        for p in Q do {
            if \((p, q) \in \text{equiv} \}
                class += p;
        }
        classes += class
    }
    return classes;
}
```

Since this only works for deterministic automata, here we treat \(\delta\) as a function \(Q \rightarrow (Q \times \Sigma) \rightarrow Q\) and \(q_0\) is the unique initial state. In the first phase, we compute in the variable equiv the equivalence relation which identifies states that recognise the same languages, i.e., \((p, q) \in \text{equiv}\) if for all words \(w \in \Sigma^*\), reading \(w\) from the state \(p\), ends in an accepting state if\(w\) does from the state \(q\). To compute equiv we use the function reach described earlier. In the second phase, we compute the equivalence classes of the relation equiv on \(Q\), which are the states of the minimal automaton; the transitions can be computed similarly. For the automaton \(A\) described above, this returns a minimal automaton with 11 states. Note that the pseudocode in the reach and minimize functions implements the classical algorithms for finite automata. One of the benefits of LOIS is that it demonstrates that these algorithms are also meaningful and correct for some infinite-state systems. We note that these functions can be readily converted into a very similar, executable LOIS program [KT08] with no need of auxiliary data structures.

Contributions We introduce the concept and formal semantics of a programming language manipulating infinite sets which are definable in an underlying first order structure, and allowing to iterate over such sets in finite time. Actually, we describe two semantics, LOIS0 and LOIS1. Whereas LOIS1 has a simpler mathematical description, LOIS is closer to an implementation, can simu-
late LOIS\textsuperscript{0}, and is more flexible. We briefly describe how LOIS and LOIS\textsuperscript{0} can be implemented by employing SMT (Satisfiability Modulo Theories) solvers.

We have actually implemented LOIS as a C++ library (see Attachment and \textsuperscript{KTb}) allowing the users to combine pseudoparallel computation with the full power of C++11. Furthermore, our C++ library allows programming constructs such as recursion, function calls, expressions with side effects, complex data structures, etc.

Since they can be handled in the standard way, they have been omitted from this paper.

**Applications** LOIS is a high level programming language allowing manipulation of abstract mathematical objects. We believe that it may be useful in the design and implementation of algorithms involving abstract mathematical reasoning, as well as for didactic and expository purposes.

**Verification and research.** We believe that the syntax and semantics of LOIS are useful for presenting high-level algorithms in research papers, and proving their correctness. In particular, we believe that LOIS might find many applications in verification of infinite state systems. As LOIS allows to work directly with infinite sets, many theoretical arguments used in the verification literature can be readily translated into executable LOIS programs, avoiding the burden of implementing symbolic data structures. Moreover, the same piece of code can implement various algorithms, depending on the chosen underlying structure.

**Aiding education.** Several programming languages are based on the idea of allowing the programmer to manipulate infinite sets. The principal example here is SETL (SIDS\textsuperscript{26}, and its variants, such as ISETL, \textsuperscript{FD96}. Whereas these languages only allow using finite sets, LOIS extends this idea by introducing infinite sets, which are definable in an underlying logical structure \( \mathcal{A} \). ISETL has been proposed \textsuperscript{FD96} as a tool for teaching discrete mathematics. We believe that by allowing the manipulation of infinite definable sets LOIS can be a good tool for teaching logic, set theory, and abstract mathematics.

**Outline** In the following section, Section\textsuperscript{2}, we describe the intuition underlying pseudoparallel semantics. Next, we introduce the formal definition of the **fully pseudoparallel semantics** of LOIS\textsuperscript{0}, in Section\textsuperscript{3}. The expressive power of LOIS\textsuperscript{0}, from the logical point of view, is studied in Section\textsuperscript{4}, whereas the effectiveness of the semantics of LOIS\textsuperscript{0} is demonstrated in Section\textsuperscript{5}. In the following Section\textsuperscript{6} we introduce a variant of the fully pseudoparallel semantics, called **hybrid pseudoparallel semantics**, which is close to the actual implementation of LOIS, discussed in Section\textsuperscript{7}. In Section\textsuperscript{8} we mention many potential applications of LOIS to formal verification. Related work is discussed in Section\textsuperscript{9}.

2. **Pseudoparallel semantics – intuition**

We start with a brief intuitive introduction of the main ideas of the pseudoparallel semantics. On an intuitive level, the semantics of LOIS\textsuperscript{0} can be explained simply by saying that the instruction \texttt{for (x in A)} executes (possibly infinitely) many threads – one per each element \( x \) of the iterated set \( A \) – perfectly synchronously. The term "thread" here does not refer to parallel computation, but to the intuition associated to it; therefore we call those pseudoparallel threads. The pseudoparallel thread corresponding to the element \( x \) of \( A \) is executed with the control variable \( x \) set to \( x \).

The above intuition suffices to understand the examples in the introduction, and to write programs in LOIS. We give some more examples below, using the actual syntax of LOIS\textsuperscript{0} and LOIS. For technical reasons, our C++ library uses a slightly different syntax \textsuperscript{K1b}.

The formal syntax and semantics of LOIS\textsuperscript{0} will be given in Section\textsuperscript{5} and of LOIS in Section\textsuperscript{6}.

Let \( \mathcal{A} \) denote an infinite set, and let \( \mathcal{A} \) be a variable representing it. Consider evaluating the following code below.

\begin{verbatim}
set X;
for (x in A) 
X += x;
\end{verbatim}

The type \texttt{set} denotes a type for (possibly infinite) sets. The instruction \( X += x \) adds the element \( x \) to the set \( X \).

Naturally, after executing this program, the variable \( X \) should evaluate to \( \mathcal{A} \). However, this cannot be evaluated by sequential iteration, since the set \( \mathcal{A} \) is infinite. Intuitively, we create a separate thread \( a \) for each \( a \in \mathcal{A} \). The instruction \( X += x \), performed in all threads in the same time, adds all the possible values \( x \) to \( \mathcal{A} \) to the set \( X \). As expected, \( X \) evaluates to \( \mathcal{A} \).

Now consider the following code.

\begin{verbatim}
set X;
for (x in A) 
set Y;
for (y in A) 
if ¬(x=y)
Y += y;
X += Y;
}
}
\end{verbatim}

This program demonstrates several new concepts. First, the threads may branch: in the inner loop, there is a thread \( xy \) for each pair \( x, y \in \mathcal{A} \). Second, threads can have local variables: each thread \( x \in \mathcal{A} \) has its own copy of the variable \( Y \). Next, notice the use of a conditional. The inner statement is executed only for those threads which satisfy the condition, while for the other threads, an empty instruction will be executed. In thread \( x \), the final value of its local copy of the variable \( Y \) is \( \{ y : y \in \mathcal{A}, y \neq x \} \). The last line adds the value of each local variable \( Y \) to \( X \). The final value of \( X \) is \( \{ y : y \in \mathcal{A}, y \neq x \} : x \in \mathcal{A} \} \).

The outcomes of the above two programs are intuitively clear, since their code resembles the set-builder notation used for describing the resulting sets. To define a meaningful semantics, however, some conceptual challenges need to be overcome when truly imperative constructions are executed within an infinite loop. Consider for instance the following code.

\begin{verbatim}
int parity = 0;
for (x in A)
parity = 1 - parity;
\end{verbatim}

Since \( \mathcal{A} \) is an infinite set, the parity of its cardinality is ill-defined. What should the outcome of the program be? According to the **fully pseudoparallel semantics** of LOIS\textsuperscript{0}, all the threads \( x \in \mathcal{A} \) are fully synchronous, so the last instruction sets the value of \texttt{parity} to \( 1 \) in each thread simultaneously and unanimously, so the overall result is \( 1 \). On the other hand, in the **hybrid semantics** of LOIS which we also present in this paper, the full synchronicity condition is dropped, and the result of the above program can be either \( 0 \) or \( 1 \), depending on the internal representation of \( \mathcal{A} \). For example, when \( \mathcal{A} \) in fact represents a finite set in a standard way (similar to a list), the code above will compute the parity of the set, as in this particular case the \texttt{for} loop is executed sequentially, rather than in parallel. In general, however, some threads can be executed in parallel, and some sequentially, hence the name **hybrid semantics**. The main advantage of the hybrid semantics of LOIS is that it tends to produce more succinct outputs, which in turn results in more efficient programs. The fully parallel semantics of LOIS\textsuperscript{0}, on the
3. LOIS\(^0\): fully pseudoparallel semantics

Although the semantics of LOIS\(^0\) may seem natural on an intuitive level, it turns out that defining it formally is a nontrivial endeavour. In this section, we give a big-step operational semantics for LOIS\(^0\), which we call the fully pseudoparallel semantics. This language has a fully pseudoparallel \textit{for} loop, conditional (if), sequencing (;), while-loop (while), local variables (type set), expressions, assignment, and set insertion (+*). For simplicity, we omit recursion, and assume that expressions have no side effects, and do not allow variables of types other than set. Semantics for these can be given in the standard way. Although this is not necessary for understanding the semantics, it is crucial in our applications to allow LOIS\(^0\) to access an infinite logical structure, as described below.

**Underlying structure** As we want programs in LOIS\(^0\) to manipulate complex mathematical objects, such as the rationals, the reals, infinite random graphs, etc., it will be useful to allow LOIS\(^0\) to access an underlying logical structure \(\mathcal{A}\). For instance, in order to implement Example 1 from the Introduction, one would take \(\mathcal{A}\) to be the ordered field of reals \(\mathbb{R} = \langle \mathbb{R}, +, \cdot, 0, 1, \leq \rangle\), which is rich enough to talk about certain regions in the plane (such as squares, disks), sets of regions, ball packings, etc. During the execution of the program, new infinite sets can be produced basing on the underlying structure \(\mathcal{A}\). For instance, as we will see, the disk of radius \(2 + \sqrt{5}\) centered at the origin of the plane, considered in Example 1, can be constructed when the underlying structure is \(\mathbb{R}\).

Fix an underlying structure \(\mathcal{A}\), which is a many-sorted structure \(\mathcal{A}\) over a signature containing relational and functional symbols. We refer to the literature (e.g. (Hod97)) for structures, variables, sorts, terms, and formulas. Throughout this paper, formulas are assumed to be first order. Each sort of \(\mathcal{A}\) has a name which is a symbol, and a domain, which is a set. We use the boldface letters \(\mathbb{A}, \mathbb{B}\), etc. to denote sort names. An element of \(\mathcal{A}\) is an element of any of its domains. Formally, elements of \(\mathcal{A}\) are sets (as in set theory, every mathematical object is a set). We call elements of \(\mathcal{A}\) atoms (this terminology comes from set theory) according to our semantics (see Section 3.2) in programs they will be viewed as sets which do not contain any elements.

### 3.1 Syntax

**Expressions** Fix a set of variable names \(\mathcal{V}\). We consider expressions of two types: set and bool, whose syntax is presented in Figure 1. Expressions of type set denote sets (which include atoms, i.e., elements of \(\mathcal{A}\)). Expressions of type bool are used as conditions for flow control operations.

**Statements** We skip the formal syntax of LOIS\(^0\) statements, as it is very similar as for while-programs. Below is an informal description. A statement is either of the following:

- A sequence statement of the form \(S_1; S_2\), where \(S_1\) and \(S_2\) are statements;
- A variable declaration instruction of the form \(\text{set } x; S\) where \(x \in \mathcal{V}\) is a variable name. This declares a local variable \(x\) in \(S\). We consider \(\text{to}\) to be right associative, thus the scope of \(x\) extends to the end of the block;
- Flow-control instructions \text{if} (e) \(S\) and \text{while} (e) \(S\), where \(e\) is an expression of type bool and \(S\) is a statement;
- A statement for \((\text{in } e) S\), where \(x \in \mathcal{V}\) is a variable name and \(e\) is an expression of type set, and \(S\) is a statement;
- An assignment instruction \(x := y\) or insertion instruction \(\text{x**y}\), where \(x\) is a variable name and \(y\) is an expression of type set.

### 3.2 Semantics

Let \(U\) be the universe of set theory, i.e., its elements are arbitrary sets (we will see in Section 3.2 that in fact not all sets are necessary). A thread is formally a sequence \(\gamma \in U^*\) of elements of \(U\), where \(U^*\) denotes the class of tuples (finite sequences) of elements of \(U\). If \(w, v \in U^*\), then \(uv\) is the concatenation of the tuples \(w, v\). A state of the program is a partial function \(s : \mathcal{V} \times U^* \rightarrow U\). Informally, \(s(v, \gamma)\) is interpreted as the value of the variable \(v\) in thread \(\gamma\) (which can be undefined).

**Expressions** For an expression \(e\), thread \(\gamma\) and state \(s\), we write \([e]_s,\gamma\) for the denotational semantics of the expression \(e\) in the given state and thread, as defined formally in Figure 2 below. We use the convention that a set operation \(\cup, \cap, \cdot\) can be applied only to sets which are not atoms (i.e., elements of \(\mathcal{A}\)), and function and relation symbols from \(\mathcal{A}\) can only be applied to elements of \(\mathcal{A}\) of appropriate sorts (and not to sets). Violating these natural restrictions results in undefined semantics. In an interpreter, this would be raised as a runtime error.

\[
[x] = s(x, \eta), \quad \text{where } \eta \text{ is the longest prefix of } \gamma \text{ for which } s(x, \eta) \text{ is defined}
\]

\[
\begin{align*}
[0] &= 0 \\
[A] &= A^A \\
[\text{if } e] &= \{<e> \} \\
[\text{for } e] &= \{e[<e>] \} \\
[\text{while } e] &= \{e[<e>] \} \\
[\text{set } x] &= \{\text{undefined} \} \\
[\text{declare } x] &= \{\text{undefined} \}
\end{align*}
\]

**Statements** The rules of semantics of LOIS\(^0\) statements will be given as \(\Gamma, s, s \rightarrow t\), indicating that if the current set of threads is \(\Gamma\), and we execute the statement \(S\), the state \(s\) changes to \(t\). In Figure 3 we list the rules of the semantics of LOIS\(^0\) statements.

Note that according to the definition, the assignment \(x = e\) cannot be applied when there are two threads \(\eta_1, \eta_2\) in \(\Gamma\) extending a thread \(\gamma\) in which the variable \(x\) is defined, and which write different values to \(x\), i.e., \([e]_{\eta_1} \neq [e]_{\eta_2}\). Formally, in this case, the semantics of such a program is undefined. In an interpreter, this would be raised as a runtime error.
Two threads \(Lois\). The moment of assignment, \((x, \gamma a)\) and \((x, \gamma b)\) are different, so the assignment rule cannot be applied (when trying to apply this rule, the description inside the brackets \([\cdot]\) does not define a partial mapping, since it maps \((x, \gamma)\) to two different values). Intuitively, two different assignments to \(x\) are performed at exactly the same moment, resulting in a runtime error.

Finally, if we modify the last line of the code to the statement
\[
(x=a) \Rightarrow x=x\text{(assuming a evaluates to the element \(a\) of \(Y\) in every thread \(\gamma\in \Gamma\), i.e., \(s(a, \gamma) = a\) for \(\gamma \in \Gamma\)) then the condition \((x=a)\) is satisfied only in the thread \(\gamma a\), so the program would be valid again, and the final value of \(X\) would be \(a\), in every thread \(\gamma \in \Gamma\).

4. Definable sets

We now turn to characterizing the sets which can be computed by a program in \(Lois\), with underlying structure \(A\). Our characterization will shed light on how to represent these sets internally in an interpreter, and how to evaluate \(Lois\) programs. We will see that these sets are precisely those sets which can be constructed using set-builder notation with first-order guards ranging over elements of \(A\) and finite unions, in a nested fashion. We start with defining precisely this class of sets.

We assume an infinite set of variables, each of which is assigned to a specific sort (these are first-order variables, not to be confused with the programmatic variables in \(Var\)). If \(x\) is assigned to a sort named \(A\), we write \(x \in A\). A context is a set of either variables, called bound variables, or formulates in the signature of \(A\), called the constraints. A valuation of a set of variables \(V\) is a mapping \(\nu : V \rightarrow A\) which respects the sorts. If \(C\) is a context, then by \(Val(C)\) we denote the set of valuations of the bound variables in \(C\) which satisfy every constraint in \(C\).

We define set-builder expressions, variable elements (or \(v\)-elements) and variable sets (or \(v\)-sets) by mutual induction. A set-builder expression is an expression of the form \(\{ e \mid C \}\), where \(e\) is a \(v\)-element and \(C\) is a context. \(V\)-sets are formal unions of set-builder expressions of the form \(\{ e_1 \mid C_1 \} \cup \ldots \cup \{ e_k \mid C_k \}\), also denoted \(\{ e_1, e_2, \ldots, e_k \mid C \}\) for brevity. A \(v\)-element is either of the following: a term built of variables and function symbols from \(A\), a tuple of \(v\)-elements, an integer, or a \(v\)-set. If \(e\) is a \(v\)-set or \(v\)-element and \(v\) is a valuation of its free variables, then by \(e[v]\) we denote its value under this valuation (formally defined by structural induction on \(e\)), which is a mathematical object (i.e., \(e[v]\) is an atom in \(A\) or is a set).

Definable sets Fix a structure \(A\). Let \(e\) be a \(v\)-element. If \(a_1, \ldots, a_n\) are elements of \(A\) and \(v\) is a valuation of its free variables with values in \(\{a_1, \ldots, a_n\}\), then we say that the element \(e[v]\) is definable (in \(A\)) with parameters \(a_1, \ldots, a_n\).

Example 5. Let \(\mathcal{L} = (\mathbb{Q}, <)\) be the rationals with their linear order. The expression \(e\) equal to \([x \mid x \in \mathbb{Q}, x < y] \cup \{z\}\) is a v-set with free variables \(y, z\). Under the valuation \(\nu : \{y, z\} \rightarrow \mathbb{Q}\) such that \(\nu(y) = 2\) and \(\nu(z) = 3\), \(e[v]\) evaluates to the set
\[
X = \{x \mid x \in \mathbb{Q}, x < 2\} \cup \{3\}.
\] The set \(X\) is definable, with parameters 2, 3. The definable subsets of \(\mathbb{Q}\) are precisely the finite unions of open (possibly half-bounded) intervals and points.

Now consider the ordered field of reals \(\mathbb{R} = (\mathbb{R}, +, \cdot, 0, 1, \leq)\). An example definable subset of \(\mathbb{R}\) is the half-ball \(\{(x, y) \mid x \in \mathbb{R}, y \in \mathbb{R}, x > 0 \land x^2 + y^2 + z^2 \leq 1\}\). Another example is the disk of radius 2 + \(\sqrt{3}\) centered at \((0, 0)\), from Example 4 which is defined by the expression \(\{(x, y) \mid x \in \mathbb{R}, y \in \mathbb{R}, r \in \mathbb{R}\}\).
\( \mathbb{R}, r^2 - 4r - 1 = 0 \land r > 0 \land x^2 + y^2 \leq r \). A celebrated result of Tarski characterizes definable subsets of \( \mathbb{R}^k \) as precisely the finite unions of sets defined by systems of equalities and inequalities between \( k \)-variate polynomials.

To cast definable sets in the realm of set theory, we may use the standard set-theoretic encodings of tuples and integers, using sets. In the definitions above, we allow tuples and integers for notational convenience, and in programs, for efficiency.

4.1 Closure properties

We argue that the class of definable sets, besides having a simple mathematical definition, also enjoys many useful closure properties, which makes it suited for performing mathematical constructions. We will later use these properties to prove in Theorem 3 that LOIS\(^0\) computes precisely all definable sets, and to prove in Theorem 7 that the semantics of LOIS\(^0\) is effective.

As in set theory, we may speak of definable relations (definable subsets of \( X \times Y \)), definable functions (definable relations which are functional), definable structures (structures in which the domain, the relations and functions are definable), etc.

Proposition 1. Definable sets are effectively closed under boolean combinations, cartesian products, quotients under definable equivalence relations and images under definable mappings.

The proof of the following result proceeds by recursively reducing set equality to inclusion, inclusion to membership, and membership to equality.

Proposition 2. Let \( e, f \) be two \( v \)-elements with free variables contained in \( V \). There exists an effectively computable (in \( \text{PSPACE} \)) formula \( \tau_e \) such that for any valuation \( v : V \to A \), the equality \( e[v] = f[v] \) holds iff \( v \) satisfies \( \tau_e \) in \( A \). Similarly, there are formulas \( \tau_{e,f} \) for \( e \subseteq f \) in place of =.

Below, by boolean expression we mean an expression as described by the syntax given in Section 3 and \([e]\) denotes the denotational semantics of \( e \) according to the semantics given in Section 3 with \([v]_i = x_i \), for \( i = 1, \ldots, n \).

Proposition 3. Let \( X \subseteq X_1 \times \cdots \times X_n \) be a definable set. If \( e \) is a boolean expression with free variables \( v_1, \ldots, v_n \), then the set \( W = \{ (x_1, \ldots, x_n) \in X : [e] = \top \} \) is definable.

The above propositions demonstrate that the setting of definable sets is suitable for performing basic mathematical constructions. Finally, let us remark that structures which are definable in \( A \) correspond (up to isomorphism) to structures which interpret in \( A \) via interpretations (see e.g. [Hod97] for a definition).

4.2 LOIS\(^0\) computes definable sets

The following theorem shows that the values computed by LOIS\(^0\) are exactly the definable sets. We say that a state partial function \( s : \text{Var} \times \mathbb{U}^* \to \mathbb{U} \) is definable if its graph is definable (where \( \text{Var} \) is identified with the set of naturals \( \{0, 1, 2, \ldots \} \), and \( \mathbb{U}^* \) is the class of tuples of elements of \( \mathbb{U} \)).

Theorem 4. Fix an underlying structure \( A \). For a LOIS\(^0\) program \( P \), if \( P \) results in a state partial function \( s \), then \( s \) is definable without parameters. Conversely, for every definable set \( X \) and variable name \( x \), there is a LOIS\(^0\) program \( P \) which results in a state \( s \), such that \( X \in(s(x, \epsilon)) \).

Remark 1. At the end of the above statement, we have that \( X \in s(x, \epsilon) \) rather than \( X = s(x, \epsilon) \). The reason is that, according to the first part of the above theorem, \( s(x, \epsilon) \) is always definable without parameters. In particular, we cannot hope for \( s(x, \epsilon) = X \) if \( X \) is not definable without parameters. However, if \( X \) is definable without parameters, then we can achieve \( s(x, \epsilon) = \{X\} \).

The second part of Theorem 4 proceeds by writing an explicit program in LOIS\(^0\) simulating the expression defining the set \( X \), basically, by replacing set-builder notation by \textbf{for} loops with additional conditions.

The first part is straightforward from the following lemma:

Lemma 5. Let \( \Gamma \) and \( s \) be definable, and \( P \) be a statement. If \( \Gamma, P, s \to t, \text{ then } t \text{ is definable too.} \)

Proof sketch. The proof proceeds by induction on the structure of the statement \( P \). In the inductive step, we study each rule given in Figure 4. For example, if \( P \) is of the form \( \textbf{if}(e) \), we apply the \textbf{if} rule, and observe that the expression defining the thread sets is of the form \( \Delta = \{ \gamma \in \Gamma : [e], \gamma = \top \} \). By assumption that \( \Gamma \) and \( s \) are definable, and by applying Proposition 3, we conclude that the set \( \Delta \) is definable too. By applying the inductive hypothesis to \( S \) and \( \Delta, S, s \to t \), we arrive at the conclusion that \( t \) is definable.

In the case of the remaining rules, we proceed similarly. See Appendix B for details.

The above result says that in principle, in order to implement an interpreter of LOIS\(^0\), one could use definable sets as an internal representation for the type set. Note that the procedure described in Lemma 5 is not effective – although exactly one of the while and while-done rules can be applied, to determine which one should be applied, we need to test validity of the sentence \( \forall \gamma \in \Gamma, [e], \gamma = \top \). A similar problem arises when we want to determine whether to apply the no-threads rule or one of the remaining rules, as this requires testing nonemptiness of a definable set. Indeed, a certain effectiveness assumption concerning the underlying structure \( A \) is required in order to guarantee computability, as we describe in Section 5.

5. Effectiveness

Whereas Section 4 provides a formal semantics of LOIS\(^0\), in this section, we show that the semantics is effective, i.e., the programs can be simulated by classical computers. This requires some mild assumptions on the underlying structure \( A \), namely, that its theory is decidable. Let us first recall some standard notions from model theory.

Theories A theory \( T \) is a set of sentences (formulas without free variables) over a fixed signature. The theory of the structure \( A \) is the set of all sentences which hold in the structure. We say that a theory \( T \) is decidable if there is an algorithm which decides whether a given sentence belongs to \( T \). Such an algorithm is called a (first order) theory solver for \( T \), or an SMT solver (for Satisfiability Modulo Theory) with background theory \( T \). There is a rich literature concerning SMT solvers (see e.g. [HSS10] for an overview), with many working implementations. Structures with decidable theories include \( (\mathbb{N}, \leq, +), (\mathbb{Q}, \leq, +), (\mathbb{R}, +, \cdot, \leq), \) the Rado graph (see Example 2). On the other hand, the theory of \( (\mathbb{N}, +, \cdot) \) is undecidable, by Godel's theorem.

The following proposition shows that decidability of the theory of \( A \) is necessary for effective evaluation of LOIS\(^0\) programs. Theorem 7 below also shows that it is a sufficient condition.

Proposition 6. Fix an underlying structure \( A \) with at least two elements. The problem of deciding emptiness of a given definable set is computationally equivalent to deciding the theory of \( A \), and is \( \text{PSPACE}\)-hard.

Proof sketch. By Proposition 2 deciding emptiness reduces in \( \text{PSPACE} \) to testing satisfiability of a first order formula in \( A \). In the other direction, a sentence \( \varphi \) is satisfiable in \( A \) if the definable set \( \{0 \mid \varphi\} \) is nonempty. \( \text{PSPACE}\)-hardness follows from the fact that
QBF reduces to the theory of $\mathcal{A}$, by interpreting quantifiers as introducing first-order variables ranging over $\mathcal{A}$ rather than propositional variables ranging over $\{1, \top\}$, and by replacing each propositional variable $x$ in the body of the QBF formula by the predicate $x = x_0$, where $x_0$ is an additional, existentially quantified variable. For example, the QBF formula $\forall x \exists y. x \lor (y \rightarrow x)$ is translated to the formula $\exists x_0 \exists y. (x = x_0) \lor ((y = x_0) \rightarrow (x = x_0))$. \hfill\square

**Theorem 7.** Suppose that the underlying structure $\mathcal{A}$ has a decidable theory. Given a program $P$ one can effectively compute the resulting state $s$, if it exists.

We remark that runtime errors (as described in Section 3) can be also effectively detected; the only case when a resulting state cannot be computed is when a while-loop never terminates.

**Proof.** We observe that in the proof of Lemma 5 we can effectively determine which rule to apply. To distinguish between applying the *while* and *while-done* rules, we test for emptiness of the (effectively) definable set $\{\gamma \in \Gamma : [\varepsilon]_e \gamma = \top\}$. To distinguish between applying the *no-thread* rule and the remaining rules, we test for emptiness of the definable set $\Gamma$. By Proposition 6, emptiness of definable sets reduces to testing validity of a first-order formula in the underlying structure $\mathcal{A}$. \hfill\square

Theorem 7 allows evaluating LOIS\(^5\) programs. However, this approach might not be practical: thread sets $\Gamma$ and state functions $s$ may become very complicated. This is the main reason why we introduce the hybrid semantics in Section 6.

### 6. LOIS: hybrid pseudoparallel semantics

In this section, we define the hybrid pseudoparallel semantics of LOIS. The syntax of LOIS is the same as of LOIS\(^5\), and the only difference lays in the semantics. Although LOIS lacks the mathematical elegance of LOIS\(^5\) in some aspects, it leads to more efficient and simpler implementations. In fact, we have implemented a prototype of LOIS (see the attachment and (KTb)). On the other hand, it is easy to simulate LOIS\(^5\) in LOIS. We remark that the same code can yield different results in LOIS and LOIS\(^5\), due to the hybrid pseudoparallel semantics – see the example mentioned in Section 2.
\{ d \mid d \in A, d \neq b \} \) to (previously empty) \( Y \). Afterwards, the stack context reverts to \( C \).

In the next iteration, the expression \( \{(a, b, c) \mid c \in A, a = b, b \neq c\} \) is renamed to \( \{(a, b, e) \mid c \in A, a = b, b \neq e\} \) (in this case, the renaming is not essential), and the stack context becomes \( \{a \in A, b \in A, e \in A, a \neq b, a = b, b \neq e\} \), which has no satisfying assignment. Therefore, no instruction is performed, and the stack context reverts to its original value \( C \). The final value of \( Y \) is \( Y = \{ d \mid d \in A, d \neq b \} \). Observe how the final value of \( Y \) differs from the value of \( X \), even though the performed instruction seems to simply copy the content of \( X \) to \( Y \). This should not be disturbing, since the v-sets \( X \) and \( Y \) are equivalent in the context \( C \), i.e., yield the same result under every valuation in \( \text{Val}(C) \). In fact, the obtained expression \( Y \) can be seen as a simplification of the expression \( X \) in the context \( C \).

- **Tests and conditionals**
  The tests \( (x \in y, x = y, x \subseteq y) \) result in producing a formula \( \phi \), as described in Proposition 2. The conditional if and the while loop while are executed as follows. Push a context \( D \) consisting of the condition \( \phi \) onto the stack, and check (using a solver) whether the resulting stack context current has a satisfying valuation, i.e., if \( \text{Val}(\text{Current}) \) is non-empty. If so, execute the body of the instruction. Finally, remove \( D \) from the stack, and in the case of while – repeat.

- **(Running example)**
  The test \( X = Y \) results in a formula \( \phi \) such that for any valuation \( v \), \( \phi(v) \) holds if and only if \( X[v] = Y[v] \). In particular, since \( X[v] = Y[v] \) for every valuation \( v \) satisfying the current stack context \( C \), it follows that every valuation satisfying \( C \) also satisfies \( \phi \). Executing the first if conditional results in pushing the formula \( \phi \) onto the stack. The resulting stack context \( C \cup \{ \phi \} \) has a satisfying assignment, namely, any assignment satisfying \( C \). Therefore, the statement \( S_1 \) is executed. When evaluating the second conditional, however, the resulting stack context is equal to \( C \cup \{ \neg \phi \} \), which does not have any satisfying assignment, so the statement \( S_2 \) is not executed.

This ends the definition of the operational semantics of LOIS.

### 6.1 Differences between LOIS and LOIS$^\$3$

Below is an overview of the main differences between the two semantics.

- **LOIS$^\$3** is defined as an abstract programming language which works on \( U \), which is a model of set theory. On the other hand, LOIS works on v-sets (expressions which define definable sets).
  As we know from Theorem 3, this is not a drawback, since any set computable by LOIS$^\$3$ is definable. On the other hand, using finite representations is necessary for implementation.

- In LOIS, it is possible that looping over v-sets \( X_1 \) and \( X_2 \) gives different results, even though they represent the same set \( X \subseteq U \). This is because, while in LOIS$^\$3$ the for \((x \in X)\) loop always executes fully in parallel, in LOIS, it executes sequentially if \( X \) is defined as a union of set-builder expressions. This should not be seen as a drawback, however: to simulate the fully pseudoparallel semantics of LOIS$^\$3$ in our implementation of LOIS, it is sufficient to write for \((x \in \text{fpp}(X))\), where \text{fpp} is an operator which changes the representation of \( X \) so that all threads will be executed fully pseudoparallely.

- The set of all threads \( \Gamma \) is defined by contexts in LOIS – thus, we only put variables which represent element of \( A \), and constraints which are first order formulae using these variables. This is much simpler than LOIS$^\$3$, where the threads were indexed by sequences of arbitrarily complex elements of \( U \). We believe that this is elegant in its own right.

- Looping over set-builder expressions sequentially can be viewed as a low-level tool. This is useful when we want LOIS to interact with things which do not work in pseudoparallel, for example, to present the results on the screen. Furthermore, an implementation of LOIS$^\$3$ would require us to implement set equality, inclusion, and membership. In case of LOIS, we essentially get this for free – set equality, inclusion, and membership can be implemented in LOIS itself, simply by looping over all the elements of the set. For this reason, we believe that LOIS is easier to implement than LOIS$^\$3$.

- Such an access to low-level representations improves the efficiency. Moreover, our experiments show that programs written in LOIS yield nicer representations than LOIS$^\$3$ (obtained by forcing parallel computation with the fpp operator), which furthermore improves both the efficiency and the presentation of the end results.

- In a LOIS loop for \((x \in X)\), it is possible to add new elements to \( X \) while it is running. Such new elements will be processed after all the old elements are processed (in general, set-builder expressions that \( X \) consists of will be processed in first-in first-out order). This turns out to be useful in practice, since many of the potential applications of LOIS are based on some kind of reachability (breadth first search) on a infinite graph.

- It is well known that local variables and recursive calls are usually implemented by using the execution stack (or call stack). We show that the same concept can also be used to implement pseudoparallel computation effectively. Thus, in a LOIS program, the execution stack contains not only local variables and return addresses, but also information about the currently running pseudoparallel threads.

### 7. Implementation

LOIS has been implemented as a C++ library, allowing the users to combine pseudoparallel computation with the full power of C++11.

In Section 3, we omitted programming constructs such as recursion, function calls, expressions with side effects, complex data structures, etc., allowing us to present the semantics without delving into the irrelevant details. Such constructs are allowed in the actual implementation of LOIS. (See the attachment and (KT15) for more details, and also, for a quick tutorial on the use of the LOIS library.) Below we roughly describe how LOIS is implemented. This is done mainly as a proof of concept, and to give an impression of the full potential of LOIS.

C++ allows a programming technique known as RALI, which allows automatic initialization and finalization of variables when a local variable enters or exits the scope. Our implementation uses RALI to change the contents of the LOIS stack when if, for, and while constructs are used.

For technical reasons, the syntax of our C++ library is a bit different than one presented in Section 6. Since if and while change the current context, we were unable to use C++’s if and while statements – instead, If and While macros are used, and Ife for if-then-else.

The type \text{list} represents a LOIS set together with its inner context, and the polymorphic type \text{element} represents a v-element. V-elements can represent an integer (type \text{int}), a term over \( A \) (type \text{term}), a pair \( (\text{type } \text{pair}) \), a tuple (type \text{tuple}), or a set (type \text{set}). Integers, pairs, and tuples are implemented with the corresponding standard C++ types (\text{int}, \text{std::pair} and \text{std::vector}, respectively); and more types can be added by the programmer.

So the programmer can for instance extend \text{element} to allow a type representing lists or trees of elements, thus allowing sets of type \text{list} to store infinite sets of lists or trees. It is well known that integers, pairs and tuples can be encoded in the set theory (using Kuratowski’s definition of pair, for example); however, allowing to use them directly in our programs greatly improves both readability and efficiency.
Hybrid pseudoparallel looping over a set \( X \) of type \( \text{lset} \) is done with \( \text{for(elem : X)} \). This is implemented using the C++11 range-based loop. We can check the specific type of \( x \), as well as inspect its components, with functions such as \( \text{lset<T>, as<T>} \) (where \( T \) is one of the types listed above) and \( \text{isSet, asSet} \). The syntactic sugar \( \text{lsetof<T>} \) is provided for defining sets which can only include elements of one specific type \( T \) – this allows static type checking, and eliminates the necessity of using \( \text{in} \) and \( \text{as} \) functions.

In some cases, such low-level representation of elements is not enough: for example, consider the function \( \text{extract}(x) \) which returns the only element of a set \( X \) of cardinality 1. If \( X = \{ a|a = b \} \cup \{ a|a \neq b \} \), then it is not possible to represent \( \text{extract}(x) \) as \( \text{elem} \) in the context \( \{ a \in A, b \in A \} \), since each \( \text{elem} \) has to be of specific type, and in our case, \( \text{extract}(x) \) can be either a term or an integer. In this case, we can use the type \( \text{lelem} \), which represents \( \text{piecewise v-elements} \) – that is, ones which may have different representations depending on the constraints satisfied by variables in the context. Internally, this type is represented with a set – thus, \( \text{extract}(x) \) simply wraps the set \( X \) into a piecewise element. Type \( \text{rbool} \) represent a piecewise boolean variable, which boils down to a formula with free variables from its inner context.

All the conditions appearing in \( \text{if} \) and \( \text{while} \) statements are evaluated into first-order formulas over the underlying structure \( A \). A solver is used to check whether the set of all constraints on the stack is satisfiable (and thus whether to execute a statement or not). Also, a method of simplifying formulas is necessary, to obtain legible presentations of results, and to make the execution of the sequel of the program more effective.

The membership function \( \text{memberof}(x, y) \), as well as set equality \( x=y \) and inclusion \( \text{subseteq}(x, y) \), have been implemented straightforwardly using \( \text{rbool} \) and hybrid pseudoparallel iteration over the sets involved. They are defined with a mutual recursion – set equality is a conjunction of two set inclusions, set inclusion \( X \subseteq Y \) is evaluated by looping over all elements of \( X \) and checking whether they are members of \( Y \), and membership \( x \in Y \) is evaluated by looping over all elements of \( Y \) and checking whether they are equal to \( x \). Equality and relation symbols applied to terms result in first order formulas.

Furthermore, for technical reasons, types \( \text{rbool, rset and relem} \) are used – these types are used for rvalues, while \( \text{bbool, lset and lelem} \) are used for lvalues. This is because lvalues have an inner context, while rvalues do not (their inner context always equals the current context).

To enforce fully pseudoparallel computation, thus simulating LOIS\(^7\), write

\[ \text{for(relem e : fullypseudoparallel}(X)) \]

The underlying structure \( A \) is not given at the start of the program; instead, it is possible to define new sorts and new relations during the execution. Our prototype includes several relations with decidable theories (order, random partition, random graph, homogeneous tree), as well as solvers for these theories. Also, it allows consulting external SMT solvers.

The implementation of the LOIS library described above is available for the interested reader \( \text{(KT16).} \) The prototype includes sample programs for testing various aspects of LOIS, as well as ones based on potential applications (minimizing automata), and ones showing the power of LOIS (reachability on the infinite random bipartite graph).

**Performance**

The current implementation of LOIS is described as a proof of concept. Its performance can be improved by improving the used first order theory solvers, the techniques of simplification of formulas, and other aspects. The currently used external and internal SMT solvers, formula simplification techniques and performance tests are the topic of a separate publication (in preparation; see paper in attachment). The interested reader may confer the attachment, which contains several test cases. More details of the tests are described in \( \text{(KT16).} \)

### 8. Applications

This section serves as an illustration of the potential applications of LOIS to formal verification. We give many examples of classes of infinite-state systems known from formal verification, which can be naturally modeled using definable sets. We also show LOIS algorithms which can be used for solving various problems for those classes of systems, and present several termination proofs. As an important case, we distinguish \( \omega \)-categorical structures.

**Definable automata**

Fix an underlying logical structure \( A \). A definable automaton is defined just as a nondeterministic finite automaton (NFA), but all its components are required to be definable over \( A \), rather than finite – the statespace \( Q \), the alphabet \( \Sigma \), the transition relation \( \delta \subseteq Q \times \Sigma \times Q \), the initial and final states \( I, F \subseteq Q \). The automaton from Example 3 is a definable automaton over \( (\mathbb{N}, +, \leq, 0) \), and also over \( (\mathbb{N}, +) \), as \( \leq \) and \( 0 \) are definable using \( + \).

Definable automata can be presented as input for algorithms, by using the expressions which define them, and in LOIS, simply by using definable sets. As in automata theory, a central problem in verification to which many problems reduce is the reachability problem: does a given automaton have an accepting run?

**Example 7.** Register automata of Kaminsky and Francez \( \text{(KF94)} \) are \( \text{(roughly) finite-state automata additionally equipped with finitely many registers which can store data values from an infinite set} \ D, \text{and which process sequences of data values from} \ D. \text{In each step, basing on the current state and equality or inequality tests among the values in the registers and the current input value, the automaton can choose to store the current value in one of its registers (replacing the previous value), change its state, or continue to the next input value. For example, we could consider a register automaton with two registers recognizing the set of those sequences} d_1 d_2 \ldots d_n \in D^* \text{such that} d_n \in \{d_1, d_2\}. \text{It is not difficult to prove} \text{(KF94)} \text{that the reachability problem for register automata is decidable (in fact, in PSPACE).} \text{Register automata are a special case of definable automata, where the underlying structure} A \text{is} (D, =) , \text{or equivalently} (\mathbb{N}, =) . \text{Indeed, if a register automaton has} m \text{states and} n \text{registers, then the corresponding definable automaton has statespace} Q = \{ q_1, \ldots, q_n \} \times D^m \text{where} q_1, \ldots, q_m \text{are treated as symbols} , \text{and input alphabet} \Sigma = D. \text{The transition relation} \delta \subseteq Q \times \Sigma \times Q , \text{as it is defined only using equalities and inequalities, is a definable set over} (D, =). \text{Example 8. Rational relational automata of Cerans (see \text{(ACJT96)}} \) are similar to register automata, but process sequences of rational numbers rather than elements of \( D \), and can base their decisions on comparisons with respect to the linear order. These automata are a special case of definable automata, where the underlying structure is \((\mathbb{Q}, \leq)\), and the definitions involve quantifier-free formulas only. Rational register automata also have a decidable reachability problem, with the same complexity (PSPACE) as register automata.

**Example 9.** A Minsky machine is a model equipped with several counters storing natural numbers, which can be incremented, decremented, and tested for zero. The result of Minsky is that reachability for his machines is undecidable. Minsky machines are also a special case of definable automata, over the structure \((\mathbb{N}, +, 1)\).

**Example 10.** Consider the coverability problem for Vector Addition Systems (VASs, related to Petri nets – see e.g. \text{(ACJT96)}), de-
there is a formula $\phi$ that the intermediate result always stays in the positive fragment, is coverable fined below. Fix a dimension $k \geq 0$. A VAS of dimension $k$ is described by a finite set of vectors $V \subseteq \mathbb{Z}^k$. We say that a vector $t$ is coverable from $s$ if, starting from $s$, one can reach a vector componentwise larger than $t$, by repeatedly adding vectors from $V$ so that the intermediate result always stays in the positive fragment, $\mathbb{N}^k \subseteq \mathbb{Z}^k$. It is known that the coverability problem is decidable for VASs (KMcP75; PS01). A VAS gives rise to a definable automaton over the underlying structure $\mathbb{Z} = (\mathbb{Z}, <, 0)$. For a fixed finite set $V \subseteq \mathbb{Z}^k$ there is a formula $\phi_V$ with $2k$ free variables such that $\phi_V(u, w)$ holds iff $w \leq u + v$ for some $v \in V$; the formula $\phi_V$ refers to the relations $\leq$, = only, and not to addition or subtraction. Therefore, a VAS induces an automaton with states $Q = \mathbb{N}^k$, transition relation $\delta = \{(u, w) \mid u, w \in W, \phi_V(u, w)\}$, initial states $I = \{u \in W \mid u \leq s\}$ and accepting states $F = \{v \in W \mid v \geq t\}$; this automaton is definable over $\mathbb{Z}$. In fact, it is a definable well-structured transition system, using the terminology of PS01. It is easy to see that this system has an accepting run iff $t$ is coverable from $s$.

Example 11. Timed automata (AD94) can be seen as a special case of definable automata, with underlying structure $\langle \mathbb{R}, \leq, 0, +, 1 \rangle$. The input alphabet is of the form $\{a_1, \ldots, a_n \} \times \mathbb{R}$; a word over this alphabet is called a timed word if the timestamps are increasing. If a timed automaton has $m$ states and $n$ clocks, then the corresponding definable automaton has states $\{q_1, \ldots, q_m \} \times \mathbb{R}^n$, and has a transition relation defined using quantifier-free formulas of restricted form: boolean combinations of atomic formulas $c_i \leq t + k$ (timed constraints) or $c_i = 0$ (reset), where $c_i$ is the $i$th clock and $t$ is the timestamp read on input. Reachability of timed automata is decidable using the so-called region construction.

Fix an underlying structure $\mathcal{A}$. Every definable automaton can be constructed in LOIS, similarly as in Example 3. Therefore, for any definable automaton one can run the standard reachability algorithm described in Example 3. It is clear that the algorithm is correct, i.e., it will produce the right output, whenever it terminates. The aim is therefore to identify classes of definable automata for which the algorithm does terminate. This is a purely mathematical question: the programming part is done, since the reachability algorithm is executable in LOIS, assuming an SMT solver for the underlying structure is provided.

8.1 Proofs of termination

We now present several termination arguments for the models listed above. As a side effect, we prove Theorem 10 and Theorem 11, i.e., decidability of the reachability problem for automata and pushdown automata which are definable over $\omega$-categorical structures with decidable theory, generalizing known results.

Termination for $\omega$-categorical structures

We now present a generic termination argument for the reachability algorithm from Example 3 which works for all definable automata over a wide range of underlying structures $\mathcal{A}$, including regular automata from Example 7, rational relational automata from Example 8 and many others, generalizing slightly the results from BK11 and BK14. This argument uses the notion of $\omega$-categoricity from model theory.

For a structure $\mathcal{A}$, its automorphism is a bijection of $\mathcal{A}$ to itself, which preserves the sorts, relations and functions of $\mathcal{A}$. An automorphism $\pi$ of $\mathcal{A}$ can be applied to a tuple $(a_1, \ldots, a_n)\subseteq \mathcal{A}$ yielding a result the tuple $(\pi(a_1), \ldots, \pi(a_n))$; we say that two tuples $\bar{a}, \bar{b} \subseteq \mathcal{A}$ are in the same orbit if there is an automorphism which maps $\bar{a}$ to $\bar{b}$. An orbit is an equivalence class of this equivalence relation. A countable structure $\mathcal{A}$ is $\omega$-categorical if for every $n \in \mathbb{N}$, the set of tuples $\mathcal{A}^n$ has finitely many orbits.

Example 12. The structure $(\mathbb{N}, =)$ is $\omega$-categorical. Its automorphisms are all bijections of $\mathbb{N}$ to itself. Representative orbits of the $\mathbb{N}$. More generally, the orbits of $\mathbb{N}^k$ correspond to partitions of the set $\{1, \ldots, k\}$. The structure $(\mathbb{Q}, \leq)$ is also $\omega$-categorical. Its automorphisms are the increasing bijections of $\mathbb{Q}$. Representative orbits of the $\mathbb{Q}^k$ are $\{1, 2\}$, $(2, 1)$. In general, the orbits of $\mathbb{Q}^k$ correspond to transitive, reflexive and total relations on $\{1, \ldots, k\}$. More generally, any homogeneous structure over a finite relational signature is $\omega$-categorical. The structures $(\mathbb{Z}, \leq), (\mathbb{N}, +, 1), (\mathbb{R}, +, 1)$ are not $\omega$-categorical: each pair $(0, n)$, for $n \in \mathbb{N}$, represents a different orbit. Very often $\omega$-categorical structures have decidable theories (KT16).

Lemma 8. Let $\mathcal{A}$ be an $\omega$-categorical structure. Then any $S$-definable set $V$ has only finitely many subsets which are definable with parameters from $S$.

We consider the reachability algorithm described in Example 3 which is implemented in LOIS (see attachment).

Corollary 9. The reachability algorithm terminates in LOIS if the sets $E \subseteq V \times V$ and $I \subseteq V$ are definable over $\mathcal{A}$.

Proof. Let $S \subseteq \mathcal{A}$ be a finite set such that $E, V, I$ are $S$-definable. By Theorem 4, in the $n$th iteration of the loop in the reach function, the variable $\mathcal{R}$ evaluates to an $S$-definable set $\mathcal{R}_n \subseteq V$, giving rise to an increasing sequence: $\mathcal{R}_0 \subseteq \mathcal{R}_1 \subseteq \mathcal{R}_2 \subseteq \ldots$ (1)

By Lemma 8 the sequence (1) stabilizes after finitely many steps, $\square$.

Corollary 9 and Theorem 10 imply the following.

Theorem 10. Reachability is decidable for definable automata over a fixed $\omega$-categorical underlying structure with decidable theory.

This result generalizes the decidability of the reachability problem for the models described in Examples 2 and 7 and by a slightly more detailed analysis which we omit here, yields optimal complexity bounds in each of those cases. Theorem 10 also generalizes slightly a result from (FM10). Note that the correctness of the proof is thanks to the semantics of LOIS.

Other termination arguments

Termination of the reachability algorithm can be also proved when the underlying structure is not $\omega$-categorical, for some classes of definable automata.

Example 13. To test coverability of a VAS, convert it into a definable automaton as described in Example 10. The reachability algorithm from Example 4 terminates and correctly decides reachability of this automaton, thus deciding coverability of the original VAS by using an SMT solver for $(\mathbb{N}, \leq)$. The termination argument is the well known PS01. From the above, the sequence (1) stabilizes by Dickson’s lemma, as it consists of downward-closed subsets of $\mathbb{N}^k$ (with respect to the coordinatewise ordering of $\mathbb{N}^k$). More generally, the reachability algorithm terminates for any definable well-structured transition system.

Example 14. The reachability algorithm terminates for timed automata (see Example 10, treated as definable automata. To prove termination, one argues that each set $\mathcal{R}_n$ in the sequence (1) decomposes into finitely many regions. To run this algorithm in LOIS, an SMT solver for $(\mathbb{R}, \leq, +, 1, 0)$ is needed.

Note that by using LOIS, no specific data structures need to be devised: the algorithm is the standard one from Example 3 and
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is trivial to implement in LOIS (see attachment). Thanks to this, the termination proofs can be more abstract and precise, since they do not need to discuss the implementation details. This luxury of abstraction can be afforded thanks to the semantics of LOIS and to SMT solvers, which are heavily used when LOIS instructions are executed.

8.2 Other verification problems
So far we only investigated one problem: the reachability problem for definable automata. Many other classical algorithms involving finite-state systems can be executed in LOIS on infinite-state definable systems, often yielding interesting theoretical decidability results. We illustrate this phenomenon with two further examples: automata minimization and reachability of pushdown automata.

Example 15. Deterministic definable automata are defined just as finite deterministic automata, i.e., they are nondeterministic definable automata in which the transition relation is the graph of a function \( \delta : Q \times \Sigma \rightarrow Q \). The automaton from Example 3 is a deterministic definable automaton. The standard Moore minimization algorithm presented in Example 4 can be run for any definable deterministic automaton; it is immediate to implement it in LOIS (see attachment). It follows from Corollary 9 that this algorithm terminates whenever the underlying structure is \( \omega \)-categorical. The algorithm also terminates for many other automata, such as the one given in Example 5. It is shown in BL12 that minimization terminates for deterministic timed automata, represented appropriately.

Example 16. Definable automata can be extended to definable pushdown automata, just as normal pushdown automata extend NFAs. Here, we extend the automata by \( \epsilon \)-transitions, add to the syntax a definable stack alphabet \( \Gamma \), and require the transition relation to be a definable subset of \( Q \times (\Sigma \cup \{ \varepsilon \}) \times \text{Ops} \times Q \), where \( \text{Ops} = \{\text{push}, \text{pop}\} \times \Gamma \) is the set of stack operations. For the underlying structures \( (\mathbb{N}, =) \), this model generalizes pushdown register automata (MRT14).

We implement in LOIS a standard fixpoint algorithm for pushdown automata which computes the set of pairs \( (p, q) \) such that there is a run from state \( p \) to state \( q \) which starts and ends with an empty stack; this algorithm relies on the following branching analogue of the reachability procedure from Example 3.

```plaintext
function deduce(rules) {
  set R = \emptyset;
  bool added = true;
  while (added) {
    added = false;
    for (premises, conclusion) in rules do
      if ((premises \subseteq R) and (conclusion \notin R)) {
        R += conclusion;
        added = true;
      }
  }
  return R;
}
```

The function `deduce` takes as an argument a set of rules of the form \( (X, x) \), where \( X \) is a subset of some set of facts \( F \) and \( x \in F \), and computes the least \( R \subseteq F \) such that \( X \subseteq R \) implies \( x \in R \) for every rule \( (X, x) \).

For infinite definable arguments over \( \omega \)-categorical structures, the function `deduce` terminates for exactly the same reason as in the proof of Corollary 9 as a consequence of Lemma 8. Using the above standard algorithm, executable in LOIS for infinite arguments, we prove the following theorem analogously to the proof of Theorem 10.

**Theorem 11.** Reachability is decidable for all definable pushdown automata over a fixed \( \omega \)-categorical underlying structure with decidable theory.

An analogous result can be proved for definable tree automata with infinitely many states and infinite alphabet, or for infinite, definable grammars. Similar results were described in (BBKL12; BT12; BKL14; CL15) (see Section 9).

All the above examples serve as a proof of concept, to demonstrate that infinite-state systems can be seamlessly manipulated using a programming language manipulating definable sets, which in turn rely on SMT solvers (we discuss this in Section 4). As a consequence, proofs of termination become more abstract and concise. Two paradigms are particularly useful for termination proofs: the \( \omega \)-categoricity argument and the well quasi-ordering argument (see FS01 for a broad overview), but other combinatorial arguments can also be employed.

By using LOIS, one can come up with many other algorithms for problems involving classes of infinite-state systems. LOIS acts as an intermediary which converts imperative programs into queries to SMT formulas. As far as we know, this provides a new use of SMT solvers in verification (cf. KT16).

9. Related work
The idea of a programming language which allows working with infinite sets, thus providing a useful tool in verification and in automata theory, comes from the papers BBKL12 – which proposes a functional language called \( \Lambda \) – and (BT12) – where an imperative language is proposed. Both languages are capable of handling infinite, but orbit-finite sets with atoms. These papers do not propose any efficient implementation. In particular, they propose to represent orbit-finite sets internally as unions of orbits. This has several drawbacks. Firstly, the underlying structure \( \mathcal{A} \) needs be homogeneous and over a finite signature, whereas LOIS can work with any structure with decidable theory. For instance, the Example 3 concerning packings does not fit into the homogeneous setting. Secondly, the orbit decompositions proposed in those papers are exponentially less concise than descriptions by formulas, rendering them impractical for most applications. For example, the set \( A^n \) has exponentially \((\in n)\) many orbits, whereas in LOIS it is represented by the formula \( \top \). On the other hand, for every set with orbit decomposition of size at most \( n \), there is a representation as a definable set of size \( O(n) \). This proves that the representation used by LOIS is more succinct, sometimes even exponentially. Lastly, SMT solvers cannot be (easily) employed to manipulate orbit decompositions.

Also, LOIS uses the novel pseudoparallel semantics, which differs from the union semantics of (BT12) (for the pseudocode to the right, \( X \) has final value \( A \) in the union semantics of (BT12), and \( \emptyset \) in LOIS extended by the obvious semantics of \( \rightarrow \) as removal of an element from the set). We believe that our semantics is more natural.

Declarative programming paradigms offer some form of manipulation of infinite sets. In logic programming and constraint programming, predicates and constraints are typically infinite. In functional programming, the programmer manipulates functions as first-class objects. Furthermore, lazy evaluation allows performing operations on infinite streams. However, our approach is fundamentally different, as it represents sets internally by formulas, allowing to effectively scan through the set. In particular, membership and equality of sets can be effectively tested. On the other hand, we can
only handle *definable* sets. Few computable functions $f : \mathbb{N} \to \mathbb{N}$ or streams have a definable graph. In fact, both approaches – functional programming and manipulating infinite sets – are orthogonal, and can be combined, as in NA proposed by (BBKL12). We remark that (JKS12) propose yet another, orthogonal extension of functional programming by the ability of testing equality between certain infinite sets, namely regular coinductive datatypes, and uses equation solvers for this purpose.

SETL (SDSD86) is a high-level imperative programming language, in which sets and a form of list comprehension are fundamental to the syntax and semantics. One of the objectives of SETL is to provide a high level of abstraction, simplifying the presentation of mathematical algorithms. This is also one of the main goals of LOIS. However, SETL does not allow manipulating infinite sets.

Superficially, LOIS is similar to Kaplan (KKST12) – an extension of the Scala programming language. Its main purpose is to integrate constraint programming into imperative programming. It allows effective manipulation of constraints, and relies on a verification tool Leon, which in turn invokes the SMT solver Z3. Constraints are implemented as boolean valued functions (in Scala, functions are first-class objects) whose arguments are integers or algebraic data types built on top of integers. As such, they can be seen as certain logical formulas which can be defined as programs in a fragment of the Scala language. However, this fragment is incomparable with first order logic, as it allows recursion but not quantification. More importantly, the main objective of LOIS – to allow iterating over infinite sets – is not addressed in Kaplan (one can perform list comprehension in order to iterate through the explicit set of solutions of a constraint, which terminates only if this set is finite). It would be interesting to see whether iteration over infinite sets defined by constraints can be incorporated into Kaplan.

SMT solvers have been successfully applied in various branches of formal verification. In particular, in model checking they are used in predicate abstraction, interpolation-based model checking, backward reachability analysis and temporal induction. LOIS can be seen as yet another application of SMT solvers in model checking: in automata theory and theoretical verification.


A. The attachment

The current implementation of the prototype is available to the in the attached archive.

The archive includes the following documents and packages:

- **lois-technical.pdf**, which is the technical documentation,
- **lois-sat.pdf**, which is our paper [KT16] describing the use of SMT solvers by LOIS.
- source code (LOIS library itself, examples from the paper, and an automatic testing program).
- a Makefile which includes the all target which compiles the LOIS library and the two programs, runs the two programs, and saves the output.
- **lois-results.tgz** also includes the result of make all (both binaries and their output), obtained on our system.

B. Omitted proofs

**Proof of Proposition** 3. By definition, \( e \) is a boolean combination of atomic predicates of the form \( =, \in \) or \( R \) (where \( R \) is a relation symbol from \( \mathcal{A} \)) applied to terms obtained from variable names using function symbols from \( \mathcal{A} \). Since definable sets are closed under boolean combinations, we only need to consider expressions which are atomic predicates. Consider first the case when \( e \) is the relation \( = \) applied to terms, i.e., \( e \) is of the form \( s = t \), where \( s, t \) are terms using function symbols from the vocabulary of \( \mathcal{A} \) and variables \( x_1, \ldots, x_n \). In particular, \( s \) and \( t \) are \( \nu \)-elements.

Since \( X \) is a definable set, it is a finite union of sets described by a set-builder expression. We consider the special case when \( X \) is described by a single set-builder expression \( \{(e_1, \ldots, e_n) \mid C\} \); the general case follows from this special case easily by taking unions. Apply Proposition 2 to the \( \nu \)-elements \( s, t \), yielding a formula \( \tau \). Then \( W = \{(x_1, \ldots, x_n) \mid \llbracket s \rrbracket = \llbracket t \rrbracket\} \) is described by the set-builder expression \( \{(x_1, \ldots, x_n) \mid C, \tau\} \). This finishes the case when \( e \) is of the form \( s = t \). The case when \( e \) is of the form \( s \in t \) is similar.

Finally, consider the case when \( e \) is of the form \( R(s_1, \ldots, s_k) \), where \( R \) is a relation symbol of \( \mathcal{A} \). Note that in order for \( R(x_1, \ldots, x_k) \) to hold, it must be the case that \( x_1, \ldots, x_k \) are elements of \( \mathcal{A} \) of appropriate sorts. Therefore, it is enough to consider the case when \( X \) is described by a set-builder expression of the form \( \{(e_1, \ldots, e_n) \mid C\} \), where \( e_i \) is a term built of variables and function symbols from \( \mathcal{A} \) (for set-builder expressions of the remaining forms, the resulting set \( W \) is empty). Then, the set \( W \) is described by the set-builder expression \( \{(e_1, \ldots, e_n) \mid C, R(e_1, \ldots, e_n)\} \).

\[ \square \]

**Proof of Lemma** 12 (details). The following simple lemma is useful in a formal proof of Lemma 5.

**Lemma 12.** Let \( \Gamma \subseteq \mathbb{U}^* \) be a definable set. Then there is a bound \( l \in \mathbb{N} \) such that every tuple in \( \Gamma \) has length at most \( l \). Moreover, for each \( 0 \leq k \leq l \), the set \( \Gamma_k = \Gamma \cap \mathbb{U}^k \) of tuples in \( \Gamma \) of length \( k \) is definable.

**Proof.** Let \( f \) be an expression defining \( \Gamma \); then \( f \) is a formal union of set-builder expressions, \( f = f_1 \cup \cdots \cup f_n \). Since \( \Gamma \) consists only of tuples, it follows that each expression \( f_i \) is of the form \( \{(t_i \mid \phi_i)\} \), where \( t_i \) is a tuple of expressions, of some length \( l_i \). In particular, \( \Gamma \) consists of tuples of length at most \( l = \max_{1 \leq i \leq n} l_i \).

For \( k = 1 \ldots n \), let \( e_k \) be the formal union \( \bigcup_{1 \leq i \leq n, t_i = k} f_i \) of all expressions involving tuples of length \( k \). Then the expression \( e_k \) defines the set \( \Gamma_k = \Gamma \cap \mathbb{U}^k \).

\[ \square \]
We give some more details concerning the (for) case. Let \( \Delta = \{ \gamma \in \Gamma : [e]_{i, \gamma} = T \} \). We show that \( \Delta \) is definable. This follows general principles of manipulating definable sets, and their good closure properties, similarly to Proposition 1 and is shown below.

Let \( l \) and \( \Gamma_k \) (for \( k = 0..l \)) be as in Lemma 12. Then \( \Delta = \Delta_0 \cup \cdots \cup \Delta_l \), where \( \Delta_k = \{ \gamma \in \Gamma_k : [e]_{i, \gamma} = T \} \). It suffices to show that each \( \Delta_k \) is definable, for \( k = 0..l \).

Let

\[
X = \{ (s(x_1, \gamma), s(x_2, \gamma), \ldots, s(x_r, \gamma)) \mid \gamma \in \Gamma_k \},
\]

where \( x_1, x_2, \ldots, x_r \in \text{Var} \) are all the variables appearing in the expression \( e \). We claim that \( X \) is a definable set, since both \( s \) and \( \Gamma_k \) are definable. Formally, this is proved as follows. Let \( G(s) \subseteq \text{Var} \times U^* \times U \) be the graph of \( s \); by definition, \( G(s) \) is a definable set. Then \( G(s) \) can be written as a union

\[
G(s) = G_0(s) \cup \cdots G_l(s),
\]

where \( G_k(s) = G(s) \cap (\{0, \ldots, l\} \times U^k \times U) \) is the graph of the restriction of \( s \) to \( \{0, \ldots, l\} \cap \Gamma_k \). Observe that since the length of tuples \( G_k(s) \) is fixed (and equal to \( k + 2 \)), the projection \( P_i \) of \( G_k(s) \) onto a coordinate \( i \), where \( i = 1..k + 2 \) is a definable set.

Then, for \( i = 1..r \), the set

\[
X_i = \{ s(x_i, \gamma) \mid \gamma \in \Gamma_k \}
\]

is definable by Proposition 1 as the projection onto the \( k + 2 \)-nd coordinate of the set \( G_k(s) \). Similarly, one can define an expression defining the set \( X \).

Applying Proposition 1 to \( X \subseteq X_1 \times \cdots \times X_r \), we obtain that \( \Gamma_k \) is definable. As sketched in the proof of Lemma 5 this completes the inductive step in the case of a statement \( P \) of the form \( \forall(e) S \).

We consider the case when \( P \) is of the form \( \exists(x \in e) S \). Let \( \Delta = \Gamma \cdot [e]_{i, \gamma} \) consist of all tuples \( (u_1, \ldots, u_n, u) \) such that \( (u_1, \ldots, u_n) \in \Gamma \) and \( u \in [e]_{i, \gamma} \). We start by showing that \( \Delta \) is definable.

**Lemma 13.** The set \( \Delta = \Gamma \cdot [e]_{i, \gamma} \) is definable.

**Proof.** First observe that the subset \( X = [e]_{i, \gamma} \) of \( U \) is definable. This is proved similarly as in the proof Proposition 1 by induction on the structure of the expression \( e \).

Since \( \Gamma \cdot X = (\Gamma_0 \cdot X) \cup (\Gamma_1 \cdot X) \cup \cdots \cup (\Gamma_l \cdot X) \) (where \( l \) and \( \Gamma_k \) are as in Lemma 12), it is enough to prove that \( \Gamma_k \cdot X \) is definable, for \( k = 0..l \). This is done below.

More generally, let \( T \subseteq U^k \) be a definable set of \( k \)-tuples and \( X \subseteq U \) be definable. We show that \( T \cdot X \) is a definable set of \( k + 1 \)-tuples. Let

\[
V = \{ a_i \mid (a_1, \ldots, a_k) \in T, 1 \leq i \leq k \}
\]

be the set of elements which occurs in some tuple in \( T \). It is easy to see that \( V \) is a definable set, as an explicit expression can be easily constructed out of an expression defining \( T \). The Cartesian product \( V^k \times X \) is definable by Proposition 1. Finally, observe that

\[
T \cdot X = \{ (r_1, \ldots, r_k, x) \in V^k \times X : (r_1, \ldots, r_k) \in T \land x \in X \}
\]

is definable, as an intersection of projections of definable sets, by Proposition 1.

By Lemma 13 the set of threads \( \Delta \) is definable. Consider the partial function \( r = [(x, \gamma) \mapsto g \mid \gamma \in \Delta] \), where \( x \) is fixed. It is easy to see that \( r \) is a definable state function, and that consequently, \( s' = s \cdot r \) is also a definable state function. By applying the inductive hypothesis to \( S \) and \( \Delta, S, s' \mapsto t \), we conclude that \( t \) is definable, too.