ON THE UMD CONSTANT OF THE SPACE $\ell^N_1$

ADAM OSEKOWSKI

Abstract. Let $N \geq 2$ be a given integer. Suppose that $df = (df_n)_{n \geq 0}$ is a martingale difference sequence with values in $\ell^N_1$ and let $(\varepsilon_n)_{n \geq 0}$ be a deterministic sequence of signs. The paper contains the proof of the estimate

$$\mathbb{P} \left( \sup_{n \geq 0} \left\| \sum_{k=0}^n \varepsilon_k df_k \right\|_{\ell^N_1} \geq 1 \right) \leq \frac{\ln N + \ln (3 \ln N)}{1 - (2 \ln N)^{-1}} \sup_{n \geq 0} \left\| \sum_{k=0}^n df_k \right\|_{\ell^N_1}.$$ 

It is shown that this result is asymptotically sharp in the sense that the least constant $C_N$ in the above estimate satisfies $\lim_{N \to \infty} C_N / \ln N = 1$. The novelty in the proof is the explicit verification of $\zeta$-convexity of the space $\ell^N_1$.

1. Introduction

Suppose that $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space, equipped with a filtration $(\mathcal{F}_n)_{n \geq 0}$, a non-decreasing sequence of sub-$\sigma$-fields of $\mathcal{F}$. Assume further that $(B, \| \cdot \|_B)$ is a Banach space and let $f = (f_n)_{n \geq 0}$ be an adapted martingale taking values in $B$. Then we may define $df = (df_n)_{n \geq 0}$, the difference sequence of $f$, by the formulas $df_0 = f_0$ and $df_n = f_n - f_{n-1}$, $n \geq 1$. A Banach space $B$ is said to be a UMD space (where UMD stands for Unconditional for Martingale Differences), if for some $1 < p < \infty$ (equivalently, for all $1 < p < \infty$), there is a finite constant $\beta = \beta_p$ with the following property: for any deterministic sequence $\varepsilon_0, \varepsilon_1, \varepsilon_2, \ldots$ with values in $\{-1, 1\}$ and any $f$ as above,

$$\left( \sum_{k=0}^n \varepsilon_k df_k \right)_{L_p(\Omega; B)} \leq \beta_p \left( \sum_{k=0}^n df_k \right)_{L_p(\Omega; B)}, \quad n = 0, 1, 2, \ldots$$

For given $p$ and $B$, let $\beta_{p,B}$ denote the smallest possible value of the constant $\beta_p$ allowed above. Then, as shown by Burkholder [6], we have $\beta_{p,B} = p^* - 1$, where $p^* = \max\{p, p/(p-1)\}$. Actually, the same is true if $\mathbb{R}$ is replaced by any separable Hilbert space $H$ (cf. [8]). By Fubini’s theorem, this yields $\beta_{p,L_p(X; H)} = p^* - 1$ for $1 < p < \infty$, where $L_p(X; H)$ denotes the $L_p$-space of $H$-valued functions on a given measurable space $X$. Thus, Hilbert spaces and $L_p$-spaces are UMD. Other examples include all finite-dimensional Banach spaces, reflexive Orlicz spaces, reflexive trace-class spaces and the reflexive noncommutative $L_p(M, \tau)$-spaces associated with a von Neumann algebra $M$ possessing a faithful, normal, semifinite trace $\tau$. But for these, the values of the corresponding constants $\beta_{p,B}$ are not known. The negative examples include the spaces $\ell_1$, $\ell_\infty$, $L_1(0, 1)$ and $L^\infty(0, 1)$. Actually, as Aldous proved in [1], any UMD space needs to be superreflexive (but on the other hand, there are superreflexive spaces which are not UMD: see the work of Pisier [17]).
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Many classical results from harmonic analysis on Hilbert spaces carry over to the UMD setting. For example, these spaces arise when one tries to extend the work of M. Riesz on the $L_p$-boundedness of the Hilbert transform and that of Calderón and Zygmund on more general singular integral operators to the case of functions with values in a Banach space. To be more specific, let $1 < p < \infty$ be a fixed number. It turns out that the (periodic) Hilbert transform is bounded as an operator on $L_p(T, \mathcal{B})$ if and only if $\mathcal{B}$ has the UMD property: this equivalence is due to Burkholder and McConnell [5], who showed that UMD spaces are well-behaved for the Hilbert transform, and Bourgain [3], who established the reverse implication. This, by the use of Calderón-Zygmund method of rotations, showed that UMD spaces form a natural context for the study of singular integrals with odd kernels. These spaces also provide the right setting for the study of evolution equations (cf. Coulhon and Lamberton [11]), the closedness of the sum of two closed operators (see Dore and Venni [12]), spectral theory (Berkson, Gillespie and Muhly [2]), multiplier theory (see Hytönen [13], McConnell [15]), and many others.

In the beginning of the eighties, Burkholder provided a beautiful geometrical characterization of UMD spaces. To recall it, we need some more definitions. Suppose that $D \subseteq \mathcal{B} \times \mathcal{B}$ is a biconvex set, i.e., for any $z \in \mathcal{B}$, the sections $\{x \in \mathcal{B} : (x, z) \in D\}$ and $\{y \in \mathcal{B} : (z, y) \in D\}$ are convex subsets of $\mathcal{B}$. A function $\zeta : D \to \mathbb{R}$ is called biconvex, if for any $z \in \mathcal{B}$, the functions $x \mapsto \zeta(x, z)$ and $y \mapsto \zeta(z, y)$ are convex. Let $K = K_\mathcal{B}$ be the unit ball of $\mathcal{B}$. Following Burkholder [4], we say that $\mathcal{B}$ is $\zeta$-convex, if there is a biconvex function $\zeta$ on $K_\mathcal{B} \times K_\mathcal{B}$, satisfying

$$\zeta(0, 0) > 0$$

and

$$\zeta(x, y) \leq ||x + y||_{\mathcal{B}} \quad \text{if} \quad ||x||_{\mathcal{B}} = ||y||_{\mathcal{B}} = 1.$$  

Burkholder showed (see [4] and Lemma 3.1 in [7]) that $\mathcal{B}$ is UMD if and only if it is $\zeta$-convex. Let us explain the interplay between the existence of such a function and the validity of (1.1). If there is $\zeta$ satisfying (1.2) and (1.3), then

$$\mathbb{P} \left( \sup_n \left\| \sum_{k=0}^n \varepsilon_k df_k \right\|_{\mathcal{B}} \geq 1 \right) \leq \frac{2}{\zeta(0, 0)} \sup_n \left\| \sum_{k=0}^n df_k \right\|_{L^1(\Omega; \mathcal{B})}.$$  

Now, using the classical good-lambda approach of Burkholder and Gundy [10], one proves that for $1 < p < \infty$,

$$\left\| \sum_{k=0}^n \varepsilon_k df_k \right\|_{L^p(\Omega; \mathcal{B})} \leq \frac{72}{\zeta(0, 0)} \cdot \frac{(p + 1)^2}{p - 1} \left\| \sum_{k=0}^n df_k \right\|_{L^p(\Omega; \mathcal{B})},$$

for $n = 0, 1, 2, \ldots$. And conversely: Burkholder showed (see e.g. Section 6 in [7]) that the validity of (1.1) for some given $1 < p < \infty$ implies the existence of a biconvex function $\zeta$ on the whole $\mathcal{B} \times \mathcal{B}$, which enjoys $\zeta(0, 0) \geq (\beta_{p, \mathcal{B}})^{-1}$ and the property (1.3). This was done by providing an abstract, non-explicit formula for $\zeta$.

For a general UMD space $\mathcal{B}$, the class of all biconvex functions $\zeta$ satisfying (1.2) and (1.3) is infinite. Indeed, if $\zeta$ satisfies (1.2) and (1.3), then any convex combination of $\zeta$ and the function $(x, y) \mapsto ||x + y||_{\mathcal{B}}$ also has all the required properties. Nonetheless, one can distinguish a certain extremal element. Namely, it can be proved that there is the largest function in this class: the function $\zeta_0(x, y) = \sup_\zeta \zeta(x, y)$ for all $x, y \in \mathcal{K}$ (see [4], [7]). This extremal object brings a lot of
information on the size of optimal constants in the weak- and strong type estimates above. More precisely, it can be shown that the constant \( \frac{1}{\zeta_B(0,0)} \) in (1.4) is the best possible (cf. [4]). Furthermore, it follows from (1.5) and Section 6 in [7] that

\[
\frac{1}{\zeta_B(0,0)} \leq \beta_{p,B} \leq \frac{72}{\zeta_B(0,0)} \frac{(p+1)^2}{p-1}.
\]

Thus, for a given UMD space \( B \), it is of significant interest to find the explicit formula for \( \zeta_B \) or, at least, to identify the value \( \zeta_B(0,0) \). This is a very difficult task, as it requires the understanding of very delicate geometrical structures of \( B \). So far, this problem has been successfully solved for Hilbert spaces only. Precisely, Burkholder [7] showed that

\[
\zeta_B(x,y) = \left[ 1 + 2\langle x,y \rangle_B + \|x\|_B^2 \|y\|_B^2 \right]^{1/2},
\]

where \( \langle \cdot, \cdot \rangle_B \) denotes the scalar product in \( B \). For non-Hilbert spaces, essentially nothing is known. The only non-trivial result is the formula for a function \( \zeta_B \) in the case when \( B = L^p(X; H) \) is the space of \( p \)-integrable functions on a fixed measure space \( (X, \mu) \) taking values in a certain Hilbert space \( H \), \( 1 < p < \infty \). In such a case, one can take

\[
\zeta(x,y) = 2 \ln N + \ln(3 \ln N) \left( 1 - \frac{1}{2 \ln N} \right),
\]

where, for \( a, b \in H \),

\[
U(a,b) = \alpha_p \left\{ \left\| \frac{a+b}{2} \right\|_H - (p^*-1) \left\| \frac{a-b}{2} \right\|_H \right\} \left\{ \left\| \frac{a+b}{2} \right\|_H + \left\| \frac{a-b}{2} \right\|_H \right\}^{p-1}
\]

and \( \alpha_p = p (1 - 1/p^*)^{p-1} \). See [9] for details. However, this function is far from being optimal: we have

\[
\zeta(0,0) = \frac{2}{1 + (p^*-1)^p}
\]

and the inequality (1.5) gives the constant of order \( O(p^p) \) as \( p \to \infty \), while the correct order is \( O(p) \).

The main contribution of the present paper is to provide an explicit formula for a function \( \zeta \) in the case when \( B = \ell^N_1 = \ell^N_1(H) \), where \( H \) is a given separable Hilbert space and \( N \geq 2 \).

**Theorem 1.1.** Let \( N \geq 2 \). There is a biconvex function \( \zeta : \mathbb{K}_{\ell^N_1} \times \mathbb{K}_{\ell^N_1} \to \mathbb{R} \), which satisfies the conditions

(1.6) \[
\zeta(0,0) = \frac{2}{\ln N + \ln(3 \ln N)} \left( 1 - \frac{1}{2 \ln N} \right)
\]

and

(1.7) \[
\zeta(x,y) \leq \|x+y\|_{\ell^N_1} \text{ if } \|x\|_{\ell^N_1} = \|y\|_{\ell^N_1} = 1.
\]

The above function is close to \( \zeta_{\ell^N_1} \) in the following sense. Observe that when \( N \to \infty \), the value \( \zeta(0,0) \) above behaves as \( 2/\ln N \) (in the sense that the ratio of these two quantities tends to 1). The order \( 1/\ln N \) and the factor 2 in the numerator are both optimal even when \( H = \mathbb{R} \), as the following statement indicates.

**Theorem 1.2.** Let \( H = \mathbb{R} \). Then for any \( N \geq 2 \) we have

\[
\zeta_{\ell^N_1}(0,0) \leq \frac{2}{\ln(2N)}.
\]
As a by-product, we obtain the following information on the size of the constants in the weak- and strong-type estimates discussed above.

**Corollary 1.3.** (i) For any \( N \geq 2 \) we have
\[
P \left( \sup_{n} \left\| \sum_{k=0}^{n} \varepsilon_k d_k \right\|_{L^1_{\text{w}}(\Omega; \ell_1^N)} \geq 1 \right) \leq \frac{\ln N + \ln (3 \ln N)}{1 - (2 \ln N)^{-1}} \sup_{n} \frac{\ln N + \ln (3 \ln N)}{1 - (2 \ln N)^{-1}} \left\| \sum_{k=0}^{n} d_k \right\|_{L^1_{\text{s}}(\Omega; \ell_1^N)}
\]
and the least constant \( C_N \) in the above estimate satisfies \( \lim_{N \to \infty} C_N / \ln N = 1 \).

(ii) For any \( 1 < p < \infty \) and \( n = 0, 1, 2, \ldots \) we have
\[
\left\| \sum_{k=0}^{n} \varepsilon_k d_k \right\|_{L^p_{\text{w}}(\Omega; \ell_1^N)} \leq \frac{3(p+1)^2}{p-1} \cdot \frac{\ln N + \ln (3 \ln N)}{1 - (2 \ln N)^{-1}} \left\| \sum_{k=0}^{n} d_k \right\|_{L^p_{\text{s}}(\Omega; \ell_1^N)}.
\]
Furthermore, \( \beta_{p,\ell_1^N} \) is of order \( O(\ln N) \) as \( N \to \infty \).

While the behavior of the constants \( \beta_{p,\ell_1^N} \) as \( N \to \infty \) is well-known, the above precise information on the weak-type constants seems to be new. This result should be compared to a related “dual” result for \( \ell_1^N \), obtained by the author in [16], in the context of a different geometrical characterization of UMD spaces obtained by Lee [14].

We have organized the remainder of this paper as follows. The next section contains the construction of the function \( \zeta \) of Theorem 1.1. The proof of Theorem 1.2 can be found in Section 3.

2. A BICONVEX FUNCTION FOR \( \ell_1^N \)

From now on, \( \mathcal{H} \) will be a fixed separable Hilbert space, with a norm \(|\cdot|\) and a scalar product denoted by \( \langle \cdot, \cdot \rangle \). Let \( a > 0 \) be a fixed parameter. The first step of the construction of \( \zeta \) is to introduce an auxiliary special function \( z = z^a : \mathcal{H} \times \mathcal{H} \to \mathbb{R} \).

If \(|x+y| \leq 2/a\), put
\[
z(x,y) = \frac{a(x,y)}{2} - \frac{1}{2a}.
\]

On the other hand, if \(|x+y| > 2/a\), we set
\[
z(x,y) = \frac{|x+y|}{2} \ln \left( \frac{a}{2} \left( |x+y| + |x-y| \right) \right) - \frac{|x-y|}{2}.
\]

It is easy to see that the function \( z \) is continuous (simply use the identity \( \langle x,y \rangle = (|x+y|^2 - |x-y|^2)/4 \)). Let us study further crucial properties of this function.

**Lemma 2.1.** The function \( z \) is biconvex on \( \mathcal{H} \times \mathcal{H} \).

**Proof.** Observe that \( z \) satisfies the symmetry property \( z(x,y) = z(y,x) \) for all \( x, y \in \mathcal{H} \). Consequently, it is enough to establish the convexity with respect to the first variable. So, fix \( x, y, h \in \mathcal{H} \) and consider the function \( G = G_{x,y,h} : \mathbb{R} \to \mathbb{R} \) given by
\[
G(t) = z(x+th,y).
\]

We must show that \( G \) is convex. By continuity of \( z \), we may assume that \(|x+y+th| \) and \(|x-y+th| \) are nonzero for all \( t \in \mathbb{R} \) (indeed, if this is not the case, it suffices to add to \( x \) a small vector orthogonal to the subspace spanned by \( y \) and \( h \)).

Then, as we shall prove now, \( G \) is of class \( C^1 \). This property is evident if we have \(|x+y+th| \geq 2/a \) for all \( t \in \mathbb{R} \). On the other hand, if there is \( t \in \mathbb{R} \)
Lemma 2.2. If \( x, y \) belong to the unit ball of \( \mathcal{H} \) and \( a \geq \sqrt{e}/3 \), then
\[
(2.1)\quad z(x, -x) \leq -|x|
\]
and
\[
(2.2)\quad z(x, 2y + x) \leq \ln(3a) \cdot |x + y| - |y|.
\]

Proof. The estimate (2.1) is evident: if \( |x| \leq 1/a \), then the inequality is equivalent to \((|x| - a^{-1})^2 \geq 0\); if \( |x| > 1/a \), then \( z(x, -x) = -|x| \). To show (2.2), suppose first that \(|x + y| + |y| > 1/a\). Then the majorization can be rewritten in the form
\[
\ln[a(|x + y| + |y|)] \leq \ln(3a),
\]
which follows directly from the assumption \(|x|, |y| \leq 1\). On the other hand, if \(|x + y| + |y| \leq 1/a\), then we must prove that
\[
\frac{a}{2}(|x + y|^2 - |y|^2) - \frac{1}{2a} \leq \ln(3a) \cdot |x + y| - |y|,
\]
or, equivalently,
\[
(2.3)\quad |x + y| \left( \ln(3a) - \frac{a|x + y|}{2} \right) + \frac{a}{2} (|y| - a^{-1})^2 \geq 0.
\]
However, we have $|x + y| \leq 1/a$; furthermore, $a \geq \sqrt{e}/3$, as we have assumed in the statement of the lemma. Therefore,

$$\ln(3a) - \frac{a|x + y|}{2} \geq \ln \sqrt{e} - \frac{1}{2} = 0.$$  

Therefore, the first summand on the left-hand side of (2.3) is nonnegative; clearly the second summand also has this property. This gives the claim. \hfill \Box

We are ready to introduce the formula for a function $\zeta$ corresponding to the UMD space $\ell_1^N = \ell_1^N(\mathcal{H})$. Actually, we will provide a whole family of special functions. Recall that $K_{\ell_1^N}$ denotes the unit ball of $\ell_1^N$. For a fixed $a \geq \sqrt{e}/3$, let $\zeta = \zeta^a : K_{\ell_1^N} \times K_{\ell_1^N} \to \mathbb{R}$ be given by

$$\zeta(x, y) = \frac{2}{\ln(3a)} \left(1 + \sum_{j=1}^{N} z(x_j, y_j)\right),$$

where $x_1, x_2, \ldots, x_N, y_1, y_2, \ldots, y_N \in \mathcal{H}$ are the coordinates of the vectors $x, y \in \ell_1^N$.

**Theorem 2.3.** For any $a > N/2$, the function $\zeta = \zeta^a$ is biconvex,

$$\zeta(0, 0) = \frac{2}{\ln(3a)} \left(1 - \frac{N}{2a}\right)$$

and

$$\zeta(x, y) \leq \|x + y\|_{\ell_1^N} \quad \text{provided} \quad \|x\|_{\ell_1^N} = \|y\|_{\ell_1^N} = 1.$$  

**Proof.** The biconvexity of $\zeta$ follows at once from Lemma 2.1. The equality (2.4) is also clear. To show (2.5), note that the condition $\|x\|_{\ell_1^N} = \|y\|_{\ell_1^N} = 1$ implies that for each $j = 1, 2, \ldots, N$, the coordinates $x_j, y_j$ belong to the unit ball of $\mathcal{H}$. Furthermore, since $N \geq 2$, we have $N/2 \geq 1 > \sqrt{e}/3$. Consequently, we are allowed to apply (2.1) and (2.2) to $x_j, y_j$, and obtain

$$z(x_j, -x_j) \leq -|x_j|, \quad z(x_j, x_j + 2y_j) \leq \ln(3a) \cdot |x_j + y_j| - |y_j|.$$  

Summing over $j = 1, 2, \ldots, N$, we get that

$$1 + \sum_{j=1}^{N} z(x_j, -x_j) \leq 1 - \|x\|_{\ell_1^N} = 0$$

and

$$1 + \sum_{j=1}^{N} z(x_j, x_j + 2y_j) \leq 1 + \ln(3a) \|x + y\|_{\ell_1^N} - \|y\|_{\ell_1^N} = \ln(3a) \|x + y\|_{\ell_1^N}.$$  

These two estimates combined with the biconvexity of $z$ imply

$$\zeta(x, y) = \frac{2}{\ln(3a)} \left(1 + \sum_{j=1}^{N} z(x_j, y_j)\right)$$

$$\leq \frac{1}{2} \cdot \frac{2}{\ln(3a)} \left(1 + \sum_{j=1}^{N} z(x_j, -x_j)\right) + \frac{1}{2} \cdot \frac{2}{\ln(3a)} \left(1 + \sum_{j=1}^{N} z(x_j, x_j + 2y_j)\right)$$

$$\leq \|x + y\|_{\ell_1^N}.$$
This is the desired property (2.5) and the proof is complete. □

To establish Theorem 1.1, it suffices to set \( a = N \ln N \). Up to a numerical factor, this choice maximizes the right-hand side of (2.4) over all admissible values of the parameter \( a \).

3. An upper bound for \( \zeta_{\xi}^N(0,0) \)

Now we turn our attention to the proof of Theorem 1.2. In the light of the discussion presented in the introductory section, it suffices to provide an efficient lower bound for the best constant \( C_N \) in the estimate

\[
(3.1) \quad \mathbb{P} \left( \sup_n \left\| \sum_{k=0}^{n} \varepsilon_k f_k \right\|_{L^2(\mathbb{F})} \geq 1 \right) \leq C_N \sup_n \left\| \sum_{k=0}^{n} df_k \right\|_{L^2(\mathbb{F})},
\]

i.e., we need to construct appropriate examples. Let \( N, K \) be positive integers and set \( \delta = (N - 1)/(2NK) \). Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a given non-atomic probability space. Consider the sequence \( (\xi_j)_{j=1}^{2K+1} \) of independent, real-valued random variables, with the distribution uniquely determined by the following requirements:

(i) We have

\[
\mathbb{P}(\xi_1 = -(2N)^{-1}) = \mathbb{P}(\xi_1 = (2N)^{-1}) = 1/2.
\]

(ii) For \( n = 2, 3, \ldots, 2K \),

\[
\mathbb{P}(\xi_n = -N^{-1} - (n - 2)\delta) = 1 - \mathbb{P}(\xi_n = \delta) = \frac{\delta}{N^{-1} + (n - 1)\delta}.
\]

(iii) We have

\[
\mathbb{P}(\xi_{2K+1} = -1 + \delta) = 1 - \mathbb{P}(\xi_{2K+1} = 1 + \delta) = \frac{1 + \delta}{2}.
\]

Observe that the variables \( \xi_n \) have mean zero. Let \( \varepsilon \) be a Rademacher variable, independent of \( (\xi_n)_{n=1}^{2K+1} \). Introduce \( \tau = \inf\{n : \xi_n \leq 0 \text{ or } n = 2K + 1\} \); then \( \tau \) is a stopping time with respect to the natural filtration of the sequence \( (\xi_n)_{n=1}^{2K+1} \), so by Doob’s optional sampling theorem, the process

\[
f_n = \varepsilon((2N)^{-1} + \xi_1 + \xi_2 + \ldots + \xi_{\tau \land n}), \quad n = 0, 1, 2, \ldots, 2K + 1,
\]

is a mean-zero martingale. Let \( g = (g_n)_{n=0}^{2K+1} \) be the transform of \( f \) by the deterministic sequence \( \nu = ((-1)^n)_{n=0}^{2K+1} \); that is,

\[
g_n = \sum_{k=0}^{n} (-1)^k df_k = \frac{\varepsilon}{2N} + \sum_{k=1}^{n} (-1)^k \varepsilon \xi_k, \quad n = 0, 1, 2, \ldots, 2K + 1.
\]

To gain some intuition about the pair \( (f, g) \), let us look at the pattern of its behavior. Because of the random sign \( \varepsilon \), we see that the variable \( (f_0, g_0) \) takes values \((\pm \frac{1}{2N}, \pm \frac{1}{2N})\) (each with probability 1/2). Suppose that \( (f_0, g_0) \) is equal to \((\frac{1}{2N}, \frac{1}{2N})\) (if it equals \((\frac{1}{2N}, -\frac{1}{2N})\), the movement is symmetric with respect to the point \((0,0)\)). Then \((f_1, g_1)\) moves along the line of slope \(-1\) and jumps either to \((0,1/N)\), or to \((1/N,0)\). If the first possibility occurs, then \( \tau = 1 \) (\( (\xi_n)_{n=0}^{2K+1} \) experiences its first negative jump) and the evolution of \((f,g)\) stops (that is, \( f_1 = f_2 = \ldots = f_{2K+1}, g_1 = g_2 = \ldots = g_{2K+1} \)). If \((f_1, g_1) = (1/N, 0)\), then the pair \((f,g)\) starts moving along the line of slope 1, and goes to \((0,-1/N)\) or to \((1/N + \delta, \delta)\). In the first case, we see that \( \tau = 2 \) and the pair \((f,g)\) terminates. Otherwise, if \((f_2, g_2) = (1/N + \delta, \delta)\),
then the pair continues its evolution and moves along the line of slope $-1$, jumping to $(0, 1/N + \delta)$ or to $(1/N + 2\delta, 0)$. In the first case the pair stops, in the second its evolution continues, according to the above pattern. The procedure (almost) finishes after $2K$ steps: by this time, $(f, g)$ either has already landed on the y-axis, or gets to the point $(1/N + (2K - 1)\delta, \delta) = (1 - \delta, \delta)$; in the latter case, the pair makes its final, $2K + 1$-st move, either jumping to $(0,1)$, or to $(2,-1)$.

From the above description, we immediately extract several useful properties of the sequence $(f, g)$. First, the martingales $f, g$ are simple, i.e., they are finite and for each $n$, the variables $f_n$ and $g_n$ take only a finite number of values. Secondly, we see that the martingale $f$ does not change its sign (more precisely, $\text{sgn} f_n = \text{sgn} \varepsilon$) and hence $||f||_{L_2(\Omega;\mathbb{R})} = \sup_n ||f_n||_{L_2(\Omega;\mathbb{R})} = \mathbb{E}|f_0| = (2N)^{-1}$. Finally, we easily compute the distribution of the variable $|g_{2K+1}|$. From the above discussion, it is clear that it takes values in the set $\{N^{-1}, N^{-1} + 2\delta, N^{-1} + 4\delta, \ldots, 1\}$. So, if $N = 1$, then $|g_{2K+1}| = 1$ almost surely. On the other hand, if $N \geq 2$, then we see that

$$
\mathbb{P}(|g_{2K+1}| = N^{-1} + 2n\delta) = \mathbb{P}(\tau = 2n + 1 \text{ or } \tau = 2n + 2)
$$

for $n = 0, 1, 2, \ldots, K - 1$, and

$$
\mathbb{P}(|g_{2K+1}| = N^{-1} + 2K\delta) = \mathbb{P}(\tau = 2K + 1).
$$

The above probabilities are easy to compute. We have

$$
\mathbb{P}(\tau = 2n + 1) = \mathbb{P}(\xi_1 > 0, \xi_2 > 0, \ldots, \xi_{2n} > 0, \xi_{2n+1} \leq 0) = \mathbb{P}(\xi_1 > 0)\mathbb{P}(\xi_2 > 0)\cdots\mathbb{P}(\xi_{2n} > 0)\mathbb{P}(\xi_{2n+1} \leq 0).
$$

Using the above information on the distribution of the sequence $(\xi_n)_{n=0}^{2K+1}$, we get

$$
\mathbb{P}(\tau = 2n + 1) = \begin{cases} 
\frac{1}{2} (2N)^{-1} \cdot \frac{\delta}{N^{-1} + 2n\delta} & \text{if } n = 0, \\
\frac{(2N)^{-1}}{N^{-1} + (2n-1)\delta} \cdot \frac{\delta}{N^{-1} + 2n\delta} & \text{if } n = 1, 2, \ldots, K - 1, \\
\frac{(2N)^{-1}}{N^{-1} + (2K-1)\delta} & \text{if } n = K.
\end{cases}
$$

Similarly, one derives that for $n = 1, 2, \ldots, K - 1$,

$$
\mathbb{P}(\tau = 2n + 2) = \frac{(2N)^{-1}}{N^{-1} + 2n\delta} \cdot \frac{\delta}{N^{-1} + (2n+1)\delta}.
$$

Now we are ready for the construction of the $\ell_1^N$-valued extremal martingales. The definition is inductive, and we will formulate it as a separate statement.

**Theorem 3.1.** Let $(\zeta_N)_{N \geq 1}$ be a sequence defined by the recursion

$$
\zeta_1 = \frac{1}{2}, \quad \zeta_N = \frac{1}{2N} + \left(1 - \frac{1}{N} - \frac{\ln N}{2N}\right) \zeta_{N-1}.
$$

For any positive integer $N$ and any positive number $\eta$ there is an $\ell_1^N$-valued, mean-zero simple martingale $F$ satisfying $||F||_{L_1(\Omega;\ell_1^N)} \leq \zeta_N + \eta$ such that its transform $G$ by the deterministic sequence $((-1)^n)_{n \geq 0}$ satisfies $\mathbb{P}(\sup_n ||G_n||_{\ell_1^N} \geq 1) = 1$.

**Proof.** For $N = 1$, we use the above example with $K = 1$: we have $||F||_{L_1(\Omega;R)} = 1/2$ and $\mathbb{P}(|G_1| \geq 1) = 1$ so the required conditions are satisfied. Now suppose that $N \geq 2$ and that the assertion of the theorem holds for $N - 1$. For a given $\eta > 0$, let $\hat{F}$ be the $\ell_1^{N-1}$-valued martingale given by the inductive assumption and let $f = (f_n)_{n=0}^{2K+1}$ be a martingale as in the above construction. We define $F$ as follows: for
Lemma 3.2. The sequence $(\zeta_n)_{n \geq 1}$ satisfies $\zeta_n \ln(2N) \leq 1$.

Proof. We have $\zeta_1 \ln 2 = (\ln 2)/2 \leq 1$, $\zeta_2 \ln 4 = (1/2 - (\ln 2)/8) \ln 4 \leq (\ln 4)/2 \leq 1$ and

$$\zeta_3 \ln 6 = \left[\frac{1}{6} + \frac{2}{3} - \ln 3 \right] \left[\frac{1}{2} - \ln 2 \right] \ln 6 \leq \left[\frac{1}{6} + \frac{1}{3} \right] \ln 6 \leq 1.$$

For $N \geq 4$, we use induction; assuming that $\zeta_{N-1} \ln(2N-2) \leq 1$, we compute that

$$\zeta_N = \frac{1}{2N} + \left(1 - \frac{1}{N} - \ln N \right) \zeta_{N-1} \leq \frac{1}{2N} + \left(1 - \frac{1}{N} - \ln N \right) \frac{1}{2N} \ln(2N-2).$$
Hence, it is enough to show that the latter expression does not exceed $1/\ln(2N)$. After some straightforward manipulations, this amounts to saying that

$$\frac{1}{2} \leq \frac{N \ln \frac{N-1}{N} + \ln(2N) + \frac{1}{2} \ln N \cdot \ln(2N)}{\ln(2N) \ln(2N - 2)},$$

or

$$\frac{1}{2} \leq \frac{N \ln \frac{N-1}{N} + (1 - \ln \sqrt{2}) \ln(2N) + \frac{1}{2} \ln(2N) \cdot \ln(2N) \ln(2N - 2)}{\ln(2N) \ln(2N - 2)}.$$

Clearly, we will be done if we prove that $N \ln \frac{N-1}{N} + (1 - \ln \sqrt{2}) \ln 2N \geq 0$ for $N \geq 4$. But this is easy: the left-hand side is an increasing function of $N$, and for $N = 4$ it is equal to $0.208\ldots > 0$, as computer simulations show. The proof is complete. □

**Acknowledgment**

The author would like to thank an anonymous Referee for the careful reading of the paper and several helpful suggestions.

**References**


Department of Mathematics, Informatics and Mechanics, University of Warsaw, Banacha 2, 02-097 Warsaw, Poland

E-mail address: ados@mimuw.edu.pl