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Interactivity-Explainability-Scalability Solutions

Labelin
the Loop

QUALITY

"No more garbage data" - models
are only as good as the provided
data

Maintaining model performance
through time

Better / faster / cheaper data
labelling

EEl

BRIGHTBOX

EXPLAINABILITY

Explainable models increase the
quality of decision-making

Understand how data quality
affects the prediction models

SCALABILITY

Implementing Al/ML where such
a possibility was throttled

by processing speed requirements
or data scale

Enabling machine learning
scalability for big data and/or big
data flows




Contributing to the Academic Community

IEEE BigData 2020 Cup: Predicting Escalations in Customer Support

Predicting Escalations in Customer Suppert is a data mining challenge organized in association with the
IEEE BigData 2020 conference. The task is to predict which cases in Information Builders, Inc. (ibi) technical
support ticketing system will be escalated in the nezrest Future by customers. The competition is

organized jointly by ibi (ht bi.com) and QED Software www.ced.plf).

Manager: Andrzej Janusz (sndrze]) 259 teams

FedCSIS 2020 Challenge: Network Device Workload Prediction

Fed(CSIS 2020 Data Mining Challenge: Netwark Device Warklosd Preciction is the seventh data mining
competition erganized in association with Conference en Computer Science and Information Systerms

/). This time, Ehe considered task is relsted to the menitaring of Large IT infrastructures
and the estimation of their resource allocation. The challenge iz sponsored by EMCA Software =nd Polizsh
Information Pracessing Seciety (PTI).

Manager: Andrzej Janusz (andrzej) 162 teams

IEEE BigData 2019 Cup: Suspicious Network Event Recognition

Suspicious Metwork Event Recognition is 2 dats mining challenge organized in association with IEEE
BigData 2019 conference. The task is ko decice which alerts shauld be regarded as suspicious based on
inFormation extracted From network traffic logs. The eompatition is kindly spensored by Security On-
Demand [hitp: tyandemand.comy} and QED Software (http:/fqed.plf].

Manager: Andrzej Janusz (andrzej) 293 teams

Clash Royale Challenge: How to Select Training Decks For Win-rate Prediction

Clash Royale Challenge is the sixth data mining compe ized in assodiation with the Federsted

Conference on Computer Science and Infarmation Systems (httns://fedcsis.org/). This year, the taskis
relsted to the problem of selecting an optimal training dats subset for learning how to precict win

of the most popular Clash Rayzle decks. The competition is kindly sponsored by eSensei, QED Software
and Polish Information Processing Socety (PTI}

Manager: Andrzej Janusz (andrzej) 117 teams

ESENSEI Challenge: Marking Hair Follicles on Microscopic Images

ESENSEI Challenge is a datz mining competition, whereby the task is to design 2n algorithm For sccurate
marking of Follicle positions on microscopic images.

Manager: Andrze] Janusz (andrzej)

nowledgePit
A Data Challenge Platform

®©

2 manths, 2 weeks ago

®©

IJCRS'15 Data Challenge: Mining Data from Coal Mines

LICRS'15 Data Challenge: Mining Data From Cosl Mines is a competition organized within a frame of The
2015 International Joint Conference on Rough Sets (LICRS' 5). It continues the tradition of data mining
challenges sssociated with rough set conferences. This time, the task is relsted to the problem of
menitering and predictian of dangerous cencentrations of methane in lengwalls o7 = Palish caal mine. The
competition is saensored by Research and Development Centre EMAG (http -emag.alf) with
suspart from Internationsl Rough St Society.

Manager: Andrze] Jan drze]) 132 teams

PAKDD'15 Data Mining Competition: Gender Prediction Based on E-commerce
Data

PAKDD"S Data Mining Competition: Gender Prediction Based on E-commerce Data is our first
competition arganized within the rame of The PacificAsia Conference on Knowledge Discovery and Dakz
Mining [PAKDD). We would like to challenge particinants with  task of devising eFfective algarithms For
recognizing = gender of estore clients. A data set far the competition was provided by FFT Group which i
3ls0 the main sponser of the awards.

Manager: Andrze] Jan drze)) 414 teams

AAIA"5 Data Mining Competition: Tagging Firefighter Ac 5 at a Fire Scene

AAIA S Datz Mining Competition: Tagging FireFighter Activities at a Fire Scene is 2 continuation of the Las!
year's competition arganized within the Framework of International Symaosium on Advances in Artificial
Intelligence and Application is also an integral part of the 2nd
Complex Events and Information Modelling warkshop (CEIM™MS ht
fire arotection engeneering. This time, the task is relsted ta the problem of recognizing activities carried
ut by Firefighters based on streams of information From bady sensor networks. Prizes worth over 2,000
PLN will be awarded to the most successful teams. The contest is sponsered by Palish Information
Processing Society (http/fwww.ptiorg olf), with 2 support From University of Warsaw

muw.ec.ply} and ICRA project (h

Panager Andrze] Janusz (sndrzej) 169 teams

AAIA"14 Data Mining Competition: Key risk Factors For Polish State Fire Service

ARIA 4 Datz Mining Competition: Key risk Factors for Polish State Fire Service is organized within the
framework of the 8th Inkernational Symposium on Advances in Artifidisl Intelligence and Applications

), nd iz 3n integral part of the 15t Complex Events anc Information
Modelling ‘ceim) devoted to the Fire protection engeneering. The
task iz related to the problem of extracting useFul knowledge from incident reports obkained From The
State Fire Service of Poland. Prizes worth over 3,000 USD will be awarded to the most successful keams.
The contest is spansared by Dituel 5p. z 0.0 {hitoy ituel 2nd F&K Consulting Engineers
{ tFece.olf), with 2 support From The University of Wars
ICRA project |

Panager Andrzej Janusz (sndrzej) 128 teams

®

&years, T mont

AAIA"18 Data Mining Challenge: Predicting Win-rates of Hearthstone Decks
AAIA1S Dats Mining Challenge is the Fifth competition organized within the framework of International
Symposium Advances in Artificial Intelligence and Applications (ht is.0rg/201 Bais). This i
Ehe task is to sssess win-rates of Hearthstone decks in games played between Al bots. The compat
kingly spensored by Silver Bullet Lshs, eSensei and Polish Information Processing Saciety [FTI).

Manager: Andrze] Janusz (andrze]) 217 teams

AAIA'17 Data Mining Challenge: Helping Al to Play Hearthstone

ARIAT Dats Mining Challenge is the Fourth data mining competition argznized within the framework of
Internztional Symposium Advances in Artificial Intelligence and Applications

Fedcsis.org/201 7/ asiz). This time, the task is to come up with an efficient prediction model which
would help Al to play the geme of Hearthstone: Heroas of Warcraft. The competition is kindly sponsared
by Silver Bullet Solutions 2nd Palish Infarmation Pracessing Society (FTI).

Manager: Andrze] Janusz (andr 368 teams.

ISMIS'17 Data Mining Competi : Trading Based on Recommendations

ISMIS 2017 Datz Mining Competition is 2 challenge organized using the KnowledgePit platform at the 23rd
Internztional Symposium on Methadologies and Intelligent Systems, held st Warsaw University of
Technolagy, Poland, on June 26-29, 2017. The task is to come up with a strategy for investing in 2 stock
market based on recommendations provided by different experts. The competition iz kindly spansored by
mBank 5.A. and Tipranks, with 2 suppart From ISMIS 2017 arganizers.

IManager: Andrze] Janusz (andrze]) 177 teams

AAIA'16 Data Mining Challenge: Predicting Dangerous Seismic Events in Active
Coal Mines

AAIA'46 Datz Mining Challenge is the third data mining competition assaciated with International
Symposium an Advances in Artificial Intelligence and Applicstions [AAIA'{6, https://Fedesiz.ong/201
which is a part of FecCSIS conference series. This time, the task s related to the problem of predicting
periocs of increased seismic activity which may cause life-threatening accidents in undergraund coal
rrines. Prizes worth aver 3,000 USD will be awarded to the mast successFul keams. The contest is
sponsared by Research and Development Centre EMAG (hi mag.pl) with suppart From Folish
Information Processing Society ( ) and Dituel Sp. z0.0. icuelplf).

Manager: Andrze] Janusz (sndrze]) 251 teams

3years, T mont

O]

3 years, 10 months ago

O]

4 years, 9 mont!




Scientific Research and Industry Collaborations

3 Big DATA 2020

DE)

SOFTWARE

Predicting Escalations in Customer Support:
Analysis of Data Mining Challenge Results

Dominik Slezak, Andrzej Janusz, Daniel Kaluza
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Reinventing Infobright's Concept of
Rough Calculations on Granulated Tables

for the Purpose of Accelerating
Modern Data Processing Frameworks

rak

Proceedings of the Federated Conference on DOL: 10.154392020F 189
Computer nce and Information Systems pp. 105-114 1 2300-5963 ACSIS, Vol. 21

Integrated Human Tracking Based on Video and
Smartphone Signal Processing within the Arahub
System

Jan Ludzicjewski, Lukasz Grad Lukasz Przebinda Tomasz Tajmajer
Uniwersytet Warszawski Arahub & Myled QED Software
Email: [janludzicjewski, lukasz.grad ) @ mimuw.edu.pl  Email: Lprzebinda@myled.pl Email: tomasz.tajmajer@qed.pl

Abstract—Embedded platforms with GPU acceleration, de- In this paper the overall architecture of the Arahub system is
signed for wfﬁ;mﬂnk ﬂm'h‘:: k‘lm‘:“t on the l‘dlﬂuﬂﬂbu described. We provide insights into particular elements of the
the creation of inexpensive and pervasive computer vision sys- (o o and methods used. We also present preliminary results
tems, Smartphones ada  used filing and  ° " R 2 ’
l:::in:‘?: mm‘:’:n::d :,; “\‘\‘:‘:‘i‘ data (:' l::mhmlnl:cd which we were able to obtain in real-life environments
positioning systems. We present the Arahbub system, which .,
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Theory of Rough Sets

Rough Set Approximations
Simple data and information representations

Approximating complex phenomena with compacted
and intuitive models

Publications authored by Professor Pawlak have still the highest
number of citations when considering all scientists affiliated in
Poland (https://data.mendeley.com/datasets/btchxktzyw/2)

Chapter 1

Professor Zdzistaw Pawlak (1926-2006):
Founder of the Polish School of Artificial
Intelligence

Andrzej Skowron*, Mihir Kr. Chakraborty, Jerzy Grzymala-Busse, Victor Marek.
Sankar K. Pal, James E. Peters, Grzegorz Rozenberg, Dominik Slgzak,

Roman Stowinski, Shusaku Tsumoto, Alicja Wakulicz-Deja, Guoyin Wang,

and Wojciech Ziarko

He was not just a great scientist — he was also
a great human being.
— Lotfi A. Zadeh, April 2006

Fig. 1.1. Zdzistaw Pawlak
Andrzej Skowron
Institute of Mathematics, Warsaw University
Banacha 2, 02-097 Warsaw, Poland
e-mail: skowron@mimuw.edu.pl

* Corresponding author.

A. Skowron and Z. Suraj (Eds.): Rough Sets and Intelligent Systems, ISRL 42, pp. 1-56.
springerlink.com (©) Springer-Verlag Berlin Heidelberg 2013
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A framework for learning and embedding multi-sensor
forecasting models into a decision support system: A case
study of methane concentration in coal mines

Dominik §]¢zak’-‘, Marek Grzegorowski®, Andrzej Janusz®, Michat Kozielski®
. Lukasz Wrabel®

4-100, Poland
h-Japmese Acadamy af In T i i g 8 Foland
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mble selection. We
Jjor data-pr: -related component i vhich is
a coherent an plete framework for exploring strea a registered in
underground coal mines. ca dy, We report our experi : related to the task
af methane concentration g. The contributions in this paper refer to both the
Casting a sis how the nature of sensor readings influenced the architecture of the developed
ineering system and the empirical proaf that the designed methods for data prac g and analyt-
Fearure subser ensemble selecrsan ics turned out to be efficient in practice.

i© 2018 Elsevier Inc. All rights reserved.

1. Introduction

In the last decade. intensive growth in capabilit nd popularity of analytical environments containing data mining
solutions has been observed. Marketing. insurance, banking and finance, trade (especially e-commerce} and health care are
the most popular applica . Less frequently. data mining methods are used to ana and supervise industrial processes,
The industrial moni g systems usually produce multivariate strea f sensor readings for w performing standard
preprocessing steps (such as data integration, data cleaning, feature extraction, e ite eng It is also difficult o
construct and maintain forecasting models that should be used in an on-line fashion in industrial decision support systems,
Nevertheless, potential benefits coming from intelligent utilization of this data source are truly h

In this paper, we investigate new approaches for learning forecasting models from multi-se
monil 2 natural ds and industrial processes, We discuss them from the viewpoint of our dec
called DISESOR - which comprises of the expel
data incoming on-line, the feature engineering module that can derive the most meaningful statistics describing multivariate
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BrightBox Diagnostics

|EEE BigData 2020 Cup: Predicting Escalations in Customer Support

259 teams

HNEENN
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162 teams

293 teams

ow to Select Training Decks for Win-rate Prediction

— n n with the Federsl|

117 teams.

ESENSEI Challenge: Marking Hair Follicles on Microscopic Images

lenge is a datz ompetition, w! th to design zn algorithm F

49 teams.

e e nowledgePit
A Data Challenge Platform




Computational Challenges

= Diagnose a big volume of
new cases at a time

HNEENN

]
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= Extract neighborhoods of
every new case from a very
big volume of historical cases

But first of all, learn a good
ensemble of reducts from
that very big volume

NERRREREEENEENENNNNNNAANANNANEEEE

NERRREREEENEENENNNNNNAANANNANEEEE

NERRRRREEERRENNNENNRNAARANRANEEEE

NERRREREEENEENENNNNNNAANANNANEEEE

NERRERREEENREENNNNNNNAARAAREEEEEEE
t

= And finally, make it all a
repeatable, adaptive and
production-ready process




Design of InfoFrames

InfoData Infolndex Infolnsight

o compressed data  basics stats | ° gramlllated da.ta summaries
e row groups o reducing the size of the data
e efficient data access . o preserving useful information
e multi-threaded data e support efficient e compressed representations
processing analysis (e.g. filtering) of the original data

@ navigation function

SCALABILITY

Implementing Al/ML where such
a possibility was throttled

by processing speed requirements
or data scale

Enabling machine learning
scalability for big data and/or big
data flows
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Security On-Demand is the only MSSP/MDR
company in the world that utilizes AQ Technology.
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Design of InfoFrames

Infolndex Infolnsight

e granulated data summaries
o reducing the size of the data
e preserving useful information
e compressed representations
of the original data

@ basics stats
@ navigation function
e support efficient
analysis (e.g. filtering)

Security On-Demand is the only MSSP/MDR
company in the world that utilizes AQ Technology.

Small Summaries
for Big Data

Graham Cormode = Ke Yi

WHAT IS
AQ TECHNOLOGY"?

Infolnsight can be filled with parameters of Gaussian mixture
+hats” approximating single dimensions + hidden variable S
such that ¥,,_; Ent(G|[S) - Ent(G;...G,|S) — min; Ent(s) — min

SCALABILITY

Implementing Al/ML where such
a possibility was throttled

by processing speed requirements
or data scale

Enabling machine learning
scalability for big data and/or big
data flows




Feature Magazine
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At its growth phase, the
reduct creation algorithm
repeats the following steps:

1. Take a random subset
of features / attributes

2. Evaluate its elements

3. Add the best element to
a reduct candidate that
is being constructed

Step 1 can draw random
subsets from a space of
possible features, instead
of a closed set of columns




Feature Magazine

The space of features needs to be prescribed prior to
the beginning of the reduct construction process

During the process, we may try to get the users
involved into the feature selection decision-making

We may involve the users also at a stage of creating
feature candidates, not only selecting them

Labelin
the Loop

QUALITY

"No more garbage data” - models
are only as good as the provided
data

Maintaining model performance
through time

Better / faster / cheaper data
labelling




Interacting with Data

Labelin
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examples to be labeled Maintaining model performance
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distributing data examples DATA FEttEf"fa“E"KCheape" data
among subject matter experts REPOSITORY abelling
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Interacting with Data

= (Explicit) creation of new cases by humans Label in
= (Implicit) creation of features by humans the Loop

= Al/ML needs both — cases and features

registering/analyzing feedback Al/ML
from subject matter experts ALGORITHMS QUALITY
VISUAL PRESENTATION "No more garbage data” - models
OF DATA EXAMPLES continuous identification are only as good as the provided
of the most valuable data data
examples to be labeled Maintaining model performance
through time
distributing data examples DATA FEttEf"fa“E"KCheape" data
among subject matter experts REPOSITORY abelling
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Al # ML (referring to Video Games as an illustration)

All Games > Strategy Games > Tactical Troops: Anthracite Shift

Tactical Troops: Anthracite Shift Community Hub
Ee Gl 21" ... : ~ W\ & TAcTical
g - N @ TR
1% & I [ &
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=

o Tactical Troops: Anthracite Shift is an indie turn-
| based tactical science-fiction game set on the
beautiful yet dangerous planet of Anthracite.
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Al # ML (referring to Video Games as an illustration)

Tactical Troops»: Anthrraci‘te' Shift
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data
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through time

Better / faster / cheaper data
labelling
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EXPLAINABILITY

Explainable models increase the
quality of decision-making

Understand how data quality
affects the prediction models
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TACTICAL
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Tactical Troops: Anthracite Shift is an indie turn-
based tactical science-fiction game set on the
beautiful yet dangerous planet of Anthracite.

SCALABILITY

Implementing Al/ML where such
a possibility was throttled

by processing speed requirements
or data scale

Enabling machine learning
scalability for big data and/or big
data flows



Al # ML (referring to Video Games as an illustration)

Community Hub

Tactical Troops: Anthracite Shift

A

NN

' - TACTICAL
~ ~ TROOAS

o e -
Tactical Troops: Anthracite Shift is an indie turn-
based tactical science-fiction game set on the
beautiful yet dangerous planet of Anthracite.
o Abstract—We propose a new logic-based language called Log
8 g - Description Language (LogDL), designed to be a medium for the
- knowledge discovery over complex data sets. It makes

NN -
- it possible to operate with the original data along with machine-

learning-driven insights expressed as facts and rules, regarded as
so-called descriptive logs characterizing the observed processes in
real or virtual environments. LogDL is inspired by the research
at the border of AI and games, precisely by Game Description
Language (GDL) that was developed for General Game Playing
(GGP). We emphasize that such formal frameworks for analyzing
the gameplay data are a good prerequisite for the case of real,
“pot digital” processes. We also refer to Fogs of War (FoW) —
our upcoming project related to Al in video games with limited
information — whereby LogDL will be used as well.

Label in

" Loop BRIGHTBOX

QUALITY EXPLAINABILITY SCALABILITY -
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or data scale m

"No more garbage data" - models
are only as good as the provided
data

Explainable models increase the
quality of decision-making

Understand how data quality
affects the prediction models

Maintaining model performance
through time

Enabling machine learning
scalability for big data and/or big
data flows

Better / faster / cheaper data
labelling

Proceedings of the Federated Conference on
Computer Science and Information Systems pp. 145-154 ISSN 2300-5963 ACSIS, Vol.

DOI: 10.15439/2020F168

Introducing LogDL — Log Description
Language for Insights from Complex Data

Dominik Slezak
Institute of Informatics
University of Warsaw, Poland

Though the original data shall remain unstructured or multi-
structured, the layer of insights can take a form of collections
of well-established facts, rules and formulas expressed in
LogDL - the aforementioned d-logs describing the ol

nd activities.
y s building bl e.g. facts, operators, rules)
ch algorithms may use, constraints (expressed by means
of e.g. domains and rules) within which they operate and
some built-in concepts such as time that can be interpreted
automatically. ..

= New project arrival (Q2 2021)

= Al players dealing with incomplete information
A need of visualizing Al reasoning to humans
= ML Turing Test"” for assessing Al's humanity
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