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3 Informacje o dotychczasowym zatrudnieniu w jednost-
kach naukowych

2025-07-01 — obecnie

2023-01-01 - 2025-06-30

2021-05-01 — 2022-12-31

2019-04-15 — 2021-04-30

Instytut Badawczy IDEAS [Glowny specjalista
badawczo-techniczny] i Uniwersytet Warszawski [Ad-
tunkt]

Gloéwny specjalista badawczo-techniczny w Instytucie Badaw-
czym IDEAS prowadzacego dziatalnosé w zakresie sztucznej
inteligencji i gospodarki cyfrowej oraz adiunkt w Insty-
tucie Informatyki na Wydziale Matematyki, Informatyki
i Mechaniki Uniwersytetu Warszawskiego.

Tematyka badawcza: Sztuczna inteligencja dla skalowalnego
sterowania duzymi modelami sieci regulatorowych genéw. Kie-
rownik projektu badawczego EdgeCR finansowanego przez
Narodowe Centrum Nauki (Grant 2023/51/1/ST6/02864).

IDEAS-NCBR Sp. z o.0. [Staz podoktorski] i Uniwer-
sytet Warszawski [Adiunkt]

Staz podoktorski w centrum badawczo-rozwojowym IDEAS-
NCBR Sp. z 0.0. dziatajacym w obszarze sztucznej inteligencji
i gospodarki cyfrowej oraz adiunkt w Instytucie Informatyki
na Wydziale Matematyki, Informatyki i Mechaniki Uniwersy-
tetu Warszawskiego.

Tematyka badawcza: Sztuczna inteligencja dla skalowalnego
sterowania duzymi modelami sieci regulatorowych genéw.

Uniwersytet Luksemburski [Kierownik projektu, Staz
podoktorski]

Kierownik projektu ,Autonomous Trustworthy Monitoring
and Diagnosis of CubeSat Health (ATMonSAT)” wspotfinan-

sowanego przez Europejska Agencje Kosmiczng (ESA).

Tematyka badawcza: System monitorowania i detekcji anoma-
lii w satelitach typu CubeSat oparty na metodach wytluma-
czalnej sztucznej inteligencji (ang. explainable AI) oraz ucze-
nia glebokiego.

Uniwersytet Luksemburski [Staz podoktorski]

Staz podoktorski w grupie badawczej ,,Security and Trust of
Software Systems” prowadzonej przez prof. Sjouke Mauw na
wydziale Faculty of Science, Technology and Medicine, Uni-
wersytet Luksemburski.

Tematyka badawcza: Data Science: zastosowanie i rozwdj me-
tod uczenia maszynowego dla problemu fuzji danych w kontek-
Scie analizy wielospektralnego obrazowania satelitarnego oraz
do problemu detekcji anomalii.
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2018-08-01 — 2019-04-14

2017-08-01 - 2018-07-31

2012-08-01 — 2017-07-31

2012-01-01 — 2012-07-31

2011-09-15 - 2011-12-31

Instytut Podstaw Informatyki, Polska Akademia
Nauk [Badacz wizytujacy|

Tematyka badawcza: Obliczeniowa biologia systeméw: opra-

cowanie metod formalnych i algorytméw do analizy dynamiki
duzych sieci boolowskich oraz probabilistycznych sieci boolow-
skich modelujacych procesy komoérkowe.

Luxembourg Centre for Systems Biomedicine (LCSB)
i Luxembourg Institute of Health (LIH) [StaZ podok-
torski|

Laczony staz podoktorski w grupie badawczej Computational
Biology Group w Luxembourg Centre for Systems Biomedi-
cine (LCSB) oraz w Allergology - Immunology - Inflammation
Research Unit, Luxembourg Institute of Health (LIH).

Tematyka badawcza: Obliczeniowa biologia systeméw: opra-

cowanie metody obliczeniowej okreslajacej synergiczne zbiory
czynnikoéw transkrypcyjnych determinujacych podtypy komé-
rek na podstawie danych RNA-seq dla pojedynczych komorek.

Uniwersytet Luksemburski [Staz podoktorski]

Staz podoktorski w grupie badawczej ,,Security and Trust
of Software Systems” prowadzonej przez prof. Sjouke Mauw,
Computer Science and Communications Research Unit, Fa-
culty of Science, Technology and Communication, Uniwersy-
tet Luksemburski.

Tematyka badawcza: Obliczeniowa biologia systeméw: opra-
cowanie metod formalnych i algorytméw do analizy dynamiki
duzych sieci boolowskich oraz probabilistycznych sieci boolow-
skich modelujacych procesy komoérkowe.

Instytut Podstawowych Probleméw Techniki, Polska
Akademia Nauk [Adiunkt]

Adiunkt w Zakladzie Ultradzwigkéw w Instytucie Podstawo-
wych Probleméw Techniki PAN.

Tematyka badawcza: Zastosowanie hipertermii w medycynie:
analiza wstecznie rozproszonych sygnaléw ultradzwigkowych
pod katem mozliwosci ich wykorzystania do nieinwazyjnego
pomiaru wzrostu temperatury w procesie nagrzewania tkanek
miekkich za pomocg skoncentrowanej wiazki ultradzwiekowe;j.

Instytut Podstawowych Probleméw Techniki, Polska
Akademia Nauk [Programistal
Programista w Zakladzie Ultradzwickéw w Instytucie Podsta-
wowych Probleméw Techniki PAN.
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4 Oméwienie osiggniecia naukowego'

4.1 Tytul osiggniecia naukowego

»Metody obliczeniowe stuzace do analizy i sterowania duzymi modelami
boolowskimi sieci regulatorowych genéw”

Osiggniecie naukowe w formie cyklu powigzanych tematycznie artykulow naukowych,
o ktorym mowa w art. 219 ust. 1 pkt. 2 ustawy z dnia 20 lipca 2018 r. Prawo o szkolnictwie
wyzszym i nauce (Dz. U. z 2021 r. poz. 4718 z péin. zm.), zostalo udokumentowane ponizej
w rozdziale 4.2. Wkiad wlasny w kazdg z publikacji wchodzgcych w sklad osiggniecia na-
ukowego zostat przedstawiony w rozdziale I zalgcznika nr 4 ,Wykaz osiggnie¢ naukowych”.
Kopie publikacji wraz z oswiadczeniami o wkladzie wspolautorow zostaly dolgczone jako
odrebne zalgcezniki (odpowiednio zalgcznik nr 5 i zalgeznik nr 6).

4.2 Publikacje wchodzace w sktad osiggniecia naukowego

Publikacje

Wktad wlasny w kazdq z publikacji wchodzgcych w sktad osiggniecia na-
ukowego zostal przedstawiony w rozdziale I zalgcznika nr 4 ,,Wykaz osiggniec
naukowych”.

[P1] A. Mizera, J. Pang, and Q. Yuan. Fast simulation of probabilistic Boolean ne-
tworks. In Proc. 14th International Conference on Computational Methods in Sys-
tems Biology (CMSB’16), Lecture Notes in Computer Science, vol. 9859, pp. 216—
231. Springer-Verlag, Cham, 2016.

[P2] A. Mizera, J. Pang, and Q. Yuan. GPU-accelerated Steady-state Computation of
Large Probabilistic Boolean Networks. Formal Aspects of Computing, 31(1):27-46,
2019.

[P3] A. Mizera, J. Pang, and Q. Yuan. Reviving the two-state Markov chain ap-
proach. IEEE/ACM Transactions on Computational Biology and Bioinformatics,
15(5):1525-1537, 2018.

[P4] A. Mizera, J. Pang, and Q. Yuan. Parallel approximate steady-state analysis of
large probabilistic Boolean networks. In Proc. 31st ACM Symposium on Applied
Computing (SAC’16), pp. 1-8, ACM Press, New York, NY, 2016.

[P5] P. Trairatphisan, A. Mizera, J. Pang, A. A. Tantar, and T. Sauter. optPBN: An
Optimisation Toolbox for Probabilistic Boolean Networks. PLoS ONE, 9(7):980011—
15, 2014.

[P6] Q. Yuan, H. Qu, J. Pang, and A. Mizera. Improving BDD-based attractor detec-
tion for synchronous Boolean networks. SCIENCE CHINA Information Sciences,
59(8):080101:1-16, 2016.

[P7] A. Mizera, J. Pang, H. Qu, and Q. Yuan. A new decomposition method for at-
tractor detection in large synchronous Boolean networks. In Proc. 3rd International

"W rozumieniu art. 219 ust. 1 pkt. 2 ustawy z dnia 20 lipca 2018 r. Prawo o szkolnictwie wyzszym
¢ nauce (Dz. U. z 2021 r. poz. 478 z p6zn. zm.).
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Symposium on Dependable Software Engineering: Theories, Tools, and Applica-
tions — SETTA’17, Lecture Notes in Computer Science, vol. 10606, pp. 232-249.
Springer, Cham, 2017. (Best Paper Award Honorable Mention)

[P8] Q. Yuan, A. Mizera, J. Pang, and H. Qu. A new decomposition-based method
for detecting attractors in synchronous Boolean networks. Science of Computer
Programming, 180:18-35, 2019.

[P9] A. Mizera, J. Pang, H. Qu, and Q. Yuan. Taming asynchrony for attractor de-
tection in large Boolean networks. IEEE/ACM Transactions on Computational
Biology and Bioinformatics, 16(1):31-42, 2019.

[P10] S. Paul, C. Su, J. Pang, and A. Mizera. A decomposition-based approach towards
the control of Boolean networks. In Proc. 9th ACM Conference on Bioinformatics,
Computational Biology, and Health Informatics — BCB’18, pp. 11-20. ACM Press,
New York, 2018.

[P11] S. Paul, C. Su, J. Pang, and A. Mizera. An efficient approach towards the source-
target control of Boolean networks. IEEE/ACM Transactions on Computational
Biology and Bioinformatics, 17(6):1932-1945, 2020.

[P12] A. Mizera and J. Zarzycki. pbn-STAC: Deep Reinforcement Learning-based Fra-
mework for Cellular Reprogramming. Theoretical Computer Science, 1049:Article
115382, 2025.

[P13] S. Azimi, C. Panchal, A. Mizera, and I. Petre. Multi-Stability, Limit Cycles,
and Period-Doubling Bifurcation with Reaction Systems. International Journal of
Foundations of Computer Science, 28(8):1007-1020, 2018.

Udzial w rozwoju narzedzi programowych wchodzacych w sklad osiggniecia
naukowego

[NP1] ASSA-PBN (https://satoss.uni.lu/software/ASSA-PBN) — narzedzie programowe
do modelowania, symulacji i analizy probabilistycznych sieci boolowskich

[NP2] optPBN (http://sourceforge.net/projects/optpbn) — narzedzie programowe oparte
na srodowisku Matlab do konstruowania probabilistycznych sieci boolowskich

[NP3] pbn-STAC (https://github.com/jakub-zarzycki2022 /pbn-stac) — narzedzie pro-
gramowe oparte na glebokim uczeniu przez wzmacnianie, przeznaczone do stero-
wania (probabilistycznymi) sieciami boolowskimi

4.3 Opis osiggniecia naukowego
4.3.1 Wprowadzenie

Dazenie do poprawy zdrowia i wydluzenia zycia towarzyszyto ludzkoéci od zarania dziejow.
Jednakze postep w tych odwiecznych zmaganiach wymaga znacznie lepszego zrozumienia
mechanizméw rzadzacych chorobami. Dotad opracowane metody leczenia wywodza sie
albo z medycyny tradycyjnej, co oznacza, ze swoje zréodla majag w wiedzy, umiejetno-
Sciach i praktykach opartych na teoriach, przekonaniach i do$wiadczeniach swoistych dla
danych kultur, albo sa wynikiem medycyny opartej na faktach, tzn. powstaly na bazie
wiarygodnych dowodéw naukowych dotyczacych skutecznosci i bezpieczenstwa terapii [18,
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|. Zaréwno medycyna tradycyjna, jak i medycyna oparta na faktach umozliwiaja sku-
teczne przezwyciezanie stosunkowo prostych choréb. Nadal jednak skomplikowane choroby
stanowig ogromne wyzwanie. Wyzwanie to wiaze sie w duzej mierze z faktem, ze geny i pro-
dukty genéw w komorce nie funkcjonujg w odosobnieniu, ale poprzez $cisle powiazana sie¢
komponentéw molekularnych, takich jak geny, biatka, informacyjny RNA (ang. messen-
ger RNA, mRNA), czasteczki mikroRNA (miRNA), ktére wspéldzialaja ze soba w celu
podtrzymywania proceséw wewnatrzkomérkowych. Pojecie sieci umozliwia ujecie na wyz-
szym poziomie abstrakcji faktu, ze geny wplywaja na ekspresje innych genéw poprzez
sie¢ molekularnych interakcji regulatorowych zakodowanych w genomie [13]. Sie¢ ta, na-
zywana sieciqg regulatorowq gendéw (ang. gene requlatory network, GRN) jest wysoce
wyrafinowanym i ztozonym systemem opartym na dodatnich i ujemnych petlach sprzeze-
nia zwrotnego (ang. feedback loop) oraz sprzezenia w przéd (ang. feedforward loop). Jej
dynamika charakteryzuje si¢ emergentnymi wlasnosciami wyzszego rzedu. Sie¢ regulato-
rowa genéw konstytuuje mechanizmy regulacji ekspresji genéw, ktére tworza centralny
aparat sterowania procesami wewnatrzkomoérkowymi, odpowiedzia na sygnaly zewnetrzne
oraz homeostaze, tj. utrzymywanie réwnowagi przez odpowiednie dostosowanie do zmie-
niajacych sie¢ warunkéw Srodowiskowych. Z punku widzenia medycyny translacyjnej, wyja-
$nienie funkcjonowania sieci regulatorowa genéw jest kluczowym krokiem do zrozumienia
mechanizmoéw zycia, a docelowo do opracowania skutecznych lekéw oraz terapii leczenia
zlozonych choréb.

Pojedyncze geny zmieniaja swoja ekspresje wskutek interakcji sieci regulatorowych
genéw. Profil ekspresji genéw (transkryptom) rozumiany jako zestaw pomiaréw eks-
presji dla wszystkich genéw, odzwierciedla stan sieci regulatorowej gendéw. Sie¢ wykazuje
immanentne, swoiste zachowania dynamiczne, ktére na sposéb emergentny wyltaniaja sie
ze strukturalnych powigzan pomiedzy elementami sieci, tzn. profil ekspresji genéw ewo-
luuje w czasie w $cidle okreslony spos6b podporzadkowany mechanizmom regulatorowym
ukonstytuowanym przez wzajemne interakcje pomiedzy genami, aby ostatecznie osiagnaé
i ustabilizowaé si¢ w jednym z atraktoréw sieci regulatorowej genéw [15]. Pojecie atrak-
tora wywodzi sie z teorii uktadéw dynamicznych i odnosi sie do podzbioru stanéw, do
ktérych dynamika systemu w diuzszej perspektywie czasu ogranicza sie i do ktérych po-
wraca w przypadku opuszczenia atraktora na skutek perturbacji spowodowanych czynni-
kami zewnetrznymi. Atraktor moze by¢ atraktorem statopunktowym (ang. fized-point
attractor), tj. singletonem sktadajacym sie z pojedynczego stanu stabilnego, wystepujacym
na skutek wzajemnie réwnowazacych si¢ interakcji pomiedzy genami w sieci, lub atrak-
torem ztoZonym (ang. complex attractor), tj. podzbiorem stanéw, do ktérych dynamika
sieci zostaje ograniczona bez wzgledu na stochastyczne fluktuacje molekularne [20].

Stany nalezace do dowolnego z atraktoréw okreslane sa mianem standéw atraktoro-
wych. Wykazano, ze typowe cechy sieci regulatorowej genéw, takie jak rzadkosé¢ grafu
interakcji oraz obecnos$¢ zaréwno nieliniowych interakcji regulatorowych, jak i petli do-
datniego sprzezenia zwrotnego, skutkuja wystepowaniem wielu atraktoréw w obrebie dy-
namiki danej sieci [16]. Atraktory stanowia repertuar mozliwych dtugofalowych zachowan
sieci regulatorowej genow. W szczegdlnoséci odpowiadajg one dyskretnym, odrebnym sta-
nom fenotypowym komorki, tj. zréznicowanym typom komorek (ang. differentiated cell
types) [19] lub, bardziej ogdlnie, losom komoérek (ang. cell fates) [12, 14, 32], takim jak
podzial, réznicowanie czy apoptoza, rozumianymi tutaj jako stany a nie procesy. To drugie
zostalo po raz pierwszy eksperymentalnie potwierdzone w pracy [14].

Atraktory to szczegblne punkty w przestrzeni stanéw sieci regulatorowej genoéw, ktére
odpowiadaja ,stanom o najnizszej energii”. Mozna je postrzega¢ jako polozone na dnie
studni quasi-potencjalu, odpowiadajacej basenowi przyciagania atraktora [15]. Koncep-
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cja quasi-potencjatu znajduje odzwierciedlenie w krajobrazie epigenetycznym Conrada
H. Waddingtona [36], czyli stynnej metaforze wizualnej zaproponowanej w 1957 roku w celu
wyjasnienia procesu réznicowania komérek podczas rozwoju oraz dyskretnej natury typow
komérek. W tym ujeciu sie¢ regulatorowa genéw formuje krajobraz okreslonego ksztaltu
z dolinami oddzielonymi wzgoérzami, gdzie kazdy typ komérki jest przedstawiony jako do-
lina, a zmiana fenotypu komérki podczas ustalania sie rodowodu komoérkowego i réznico-
wania jest reprezentowana jako przejécie z jednej doliny do drugiej. Topografia krajobrazu
epigenetycznego jest determinowana przez wzajemne interakcje sieci regulatorowej genow.

Biorac pod uwage skomplikowane molekularne wspoétzaleznosci funkcjonalne, zlozona
choroba rzadko jest wynikiem zaburzenia dzialania pojedynczego genu. Raczej powszech-
nie przyjmuje sie, ze taka choroba wynika z zaklécen w zlozonych sieciach wewnatrzko-
morkowych i miedzykomérkowych [2]. Zaklécenie subtelnej dynamiki sieci regulatorowej
genow prowadzi do znieksztalcenia fenotypu. Wiele chordb, w tym liczne zaburzenia roz-
wojowe, a przede wszystkim nowotwory, jest bezposrednio wynikiem zaburzenia mechani-
zméw regulacyjnych na poziomie komérkowym (obszerne oméwienie tego zagadnienia zob.
np. [23]). W terminach krajobrazu epigenetycznego nie wszystkie doliny sa zajmowane
przez te komorki, ktére odpowiadajg normalnym typom komoérek organizmu wielokomér-
kowego. Wystepowanie pozostatych dolin reprezentujacych niepozadane profile ekspresji
genow jest postrzegane za nieunikniony skutek uboczny ztozonoéci struktury sieci regu-
latorowej genéw. Niektore z tych profili, tzn. te zwiazane z fenotypem proliferacyjnym,
mozna uwazaé za ,atraktory nowotworowe”. W tym sensie wystepowanie nowotworow jest
immanentna konsekwencja istnienia sieci regulatorowej genéw; jest to cena, jaka metazoa
placa za mechanizm rozwoju wielokomérkowego [15]. Chociaz nieprawidlowe atraktory
nie ujawniajg si¢ w trakcie normalnego rozwoju, zaburzenie mechanizméw regulacyjnych
moze uczynié¢ niektore z nich dostepnymi z punktu widzenia dynamiki systemu. Z perspek-
tywy postrzegania zlozonej choroby jako nieprawidlowego atraktora w wielowymiarowej
przestrzeni standw sieci regulatorowej genéw, leczenie choroby odpowiada wyprowadzeniu
dynamiki z nieprawidlowego atraktora i skierowaniu jej w kierunku atraktora docelowego,
ktory odpowiada ,zdrowemu” fenotypowi. Taki punkt widzenia pomaga w konceptuali-
zacji eksperymentalnych procedur reprogramowania komorkowego, rozumianego jako
sztucznie wymuszana zmiana jednego typu komorki w inny.

Poznanie zasad projektowych sieci regulatorowej gendéw oraz zrozumienie funkcjono-
wania tychze sieci jest kluczowe dla osiagniecia ostatecznego celu, jakim jest leczenie zto-
zonych chorob. W szczegdlnosci sa to elementy kluczowe dla mozliwosci identyfikacji wia-
sciwych celow interwencji oraz strategii manipulacji sieciami regulatorowymi genéw, ktore
sa w stanie skierowaé¢ dynamike sieci w strone pozadanego, ,zdrowego” funkcjonowania.
Poniewaz sieci regulatorowe genéw sa systemami zlozonymi, jak wspomniano wczesniej,
zrozumienie ich dynamiki wymaga podej$cia holistycznego, czyli opartego na metodach
i technikach pozwalajacych na analize systemu jako catoéci, w odréznieniu od klasycznych
metod redukcjonistycznych badajacych poszczegdlne elementy sktadowe i wywodzacych
z wynikéw tych badan wnioski dotyczace wyjsciowego systemu. Opracowywanie odpowied-
nich ram teoretycznych i technik do holistycznej analizy zlozonych systeméw biologicznych
jest obszarem badan obliczeniowej biologii systemowej — interdyscyplinarnej dziedziny na-
uki zajmujacej sie badaniem systeméw komoérkowych celem dogtebnego zrozumienia istoty
zasad projektowych i strategii stosowanych przez nature do konstruowania mechanizméw
realizujacych zlozone funkcje biologiczne.

Modus operandi obliczeniowej biologii systemowej w badaniach nad systemami lub pro-
cesami komoérkowymi polega na budowaniu modeli sieci interakcji, zazwyczaj w oparciu
o roznego rodzaju formalizmy matematyczne, a nastepnie analizowaniu ich za pomoca
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technik obliczeniowych w potaczeniu z weryfikacja eksperymentalna. Dziatania zwiazane
z budowg i analizg modeli prowadza do systematyzacji wiedzy biologicznej w kontekscie
wyjasniania badanych mechanizméw. Co istotne, pozwalaja one na identyfikacje brakuja-
cych elementéw w naszym rozumieniu rzeczywistosci biologicznej: model obliczeniowy lub
matematyczny dostarcza formalnych narzedzi do zrozumienia i interpretacji wspotdzia-
tania réznych czesci systemu, a proces budowy modelu moze ujawni¢ luki w aktualnym
stanie wiedzy biologiczne;j?.

Nawet jedli do modelowania sieci regulatorowych genéw stosuje sie rézne formalizmy
matematyczne, niemal wszystkie uogélniaja sie do sieci interaktomowych (ang. inte-
ractome networks) w postaci wezléw polaczonych skierowanymi krawedziami, gdzie wezel
reprezentuje jednostke molekularna, taka jak gen lub biatko, a krawedZ odpowiada bezpo-
sredniemu wplywowi przyczynowemu jednego genu na inny [10]. Zazwyczaj sieci interak-
tomowe sg analizowane pod katem zrozumienia relacji miedzy ich struktura a dynamika.
Do badania tych zaleznosci stosuje sie rézne formalizmy matematyczne, sposrod ktérych
najczesciej spotykane to sieci boolowskie, probabilistyczne sieci boolowskie, sieci Petriego,
sieci Bayesowskie oraz uktady rownan rézniczkowych zwyczajnych.

7 jednej strony, uchwycenie emergentnych wlasnosci sieci regulatorowych genéw wy-
maga budowy modeli obliczeniowych obejmujacych jesli nie kompletne genomy, to przy-
najmniej caly ich rdzen regulatorowy (ang. regulatory core). Modele te charakteryzuja sie
duzymi rozmiarami i ztozonoscia. Z drugiej strony, okreélenie odpowiednich wartosci pa-
rametrow biochemicznych dla tak rozlegtych modeli jest niezwykle trudne, czesto wrecz
niemozliwe. Dlatego konieczne jest znalezienie réwnowagi miedzy realistycznym odwzoro-
waniem bio-zlozonosSci a bardziej abstrakcyjnym ujeciem, skutkujace mocno uproszczonym
opisem, aczkolwiek nadal umozliwiajacym wglad w kluczowe elementy dynamiki sieci re-
gulatorowej genéw. Aby zrozumieé¢ podstawowe zasady projektowe sieci regulatorowych
genow i ich funkcjonowanie, nalezy skupié¢ sie na tym co istotne bez naruszania integral-
nosci struktury sieci, pomijajac w miare mozliwosci zbedne szczegély biochemiczne. Dwa
formalizmy sa szczegdlnie odpowiednie do tego celu: sieci boolowskie oraz ich rozszerzenie
— probabilistyczne sieci boolowskie [30].

Formalizm sieci boolowskich (ang. Boolean networks, BNs), wprowadzony przez
S. Kauffmana [21, 19], ma te zalete, Ze jest prosty, a jednoczesnie w stanie uchwycié
istotne dynamiczne wlasciwosci badanego systemu, co ulatwia modelowanie duzych syste-
moéw biologicznych jako calosci [1]. Stany sieci boolowskiej sa binarnymi wektorami, gdzie
kazdy element wektora, tj. 0 (OFF) lub 1 (ON), reprezentuje stan odpowiedniego genu
w sieci regulatorowej gendéw. Sie¢ boolowska ewoluuje, tzn. przechodzi z jednego stanu
w drugi zgodnie z funkcjami boolowskimi okreslajacymi zachowanie poszczegdlnych ge-
néw w zaleznosci od innych. Uzycie tego formalizmu pozwala modelowaé¢ regulacje genéw
jako sie¢ elementow o dynamice dyskretnej bez koniecznosci dopasowywania wartosci pa-
rametrow iloSciowych. Ponadto dynamika sieci boolowskich jest nieliniowa, co czyni ten
formalizm odpowiednim do modelowania systeméw biologicznych. Wiele prac badawczych
potwierdzito skutecznos¢ sieci boolowskich w przewidywaniu zachowania sieci regulatoro-
wej gendw, zob. np. [35, 33, 24], oraz zgodnos¢ atraktoréw sieci boolowskich z okreslonymi
fenotypowymi stanami biologicznymi, zob. np. [4, (]. Sieci boolowskie pozwalaja uchwy-
ci¢ wiele biologicznie istotnych zjawisk, takich jak fenomen przelaczania (ang. switch-like
behaviour), stabilno$¢ czy histereza [11].

?Dzialania polegajace na budowie obliczeniowego lub matematycznego modelu systemu biologicznego
moga prowadzi¢ do identyfikacji przysztych kierunkéw badan w biologii, np. moga zasugerowaé prace eks-
perymentalne, ktore poglebia zrozumienie funkcjonowania badanego systemu. W ten sposéb obliczeniowa
biologia systemowa moze stymulowaé rozwéj biologii.
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W ogélnym przypadku wyznaczanie atraktoréw w duzej sieci boolowskiej jest zadaniem
trudnym obliczeniowo. Udowodniono, ze pytanie o istnienie globalnego stanu zgodnego ze
wszystkimi funkcjami boolowskimi danej sieci, czyli istnienia atraktora statopunktowego,
jest problemem NP-zupelnym [!], a znalezienie atraktora o najkrétszym okresie w przy-
padku sieci synchronicznych jest problemem NP-trudnym [39].

Formalizm probabilistycznych sieci boolowskich (ang. probabilistic Boolean ne-
tworks, PBNs) stanowi probabilistyczne uogélnienie standardowych sieci boolowskich.
Przestanki przemawiajace za ich wprowadzeniem sg nastepujace. Po pierwsze, z kon-
ceptualnego punktu widzenia wydaje sie prawdopodobne, ze obserwowana powtarzalnosé
w funkcjonowaniu genéw i interakcji pomiedzy nimi nie jest sztywno zaprogramowana
przez reguly logiczne, lecz wynika raczej z wewnetrznej, samoorganizujacej sie stabilno-
$ci uktadu dynamicznego, pomimo istnienia stochastycznych komponentéw w komorce.
Po drugie, z empirycznego punktu widzenia, zakladanie pojedynczej reguty logicznej dla
kazdego genu moze prowadzi¢ do btednych wnioskow podczas wnioskowania tych regut
na podstawie danych ekspresji genow. Jest to szczegdlnie istotne, poniewaz pomiary sa
zazwyczaj silnie zaszumione, a ilos¢ dostepnych danych jest niewielka w odniesieniu do
liczby decyzji jakie nalezy podja¢ odnosnie do struktury sieci [29].

Formalizm sieci PBN zostal zaprojektowany tak, aby zapewnié osigganie zestawu celow
modelowania przez konstruowany model, mianowicie: (i) uwzglednienie zaleznosci opartych
na regulach miedzy genami; (ii) umozliwienie systematycznego badania globalnej dynamiki
sieci; (iii) odporno$¢ na niepewnosci zaréwno na poziomie danych, jak i wyboru modelu;
oraz (iv) umozliwienie kwantyfikacji wzglednego wplywu i wrazliwosci genéw w ich inte-
rakcjach z innymi genami [29].

Dynamike sieci PBN mozna badaé za pomocy teorii tancuchéw Markowa. W szczegdl-
nosci dynamika sieci PBN moze by¢ przedstawiona jako tancuch Markowa z dyskretnym
czasem, gdzie macierz przejscia jest w peini zadana przez mozliwe funkcje boolowskie opi-
sujace zachowanie kazdego z gendw oraz ich prawdopodobienstwa wyboru. Mozliwe jest
zatem badanie dlugofalowej dynamiki sieci PBN przy uzyciu teorii zachowanie asympto-
tycznego rozpatrywanego tancucha Markowa.

Moja praca badawcza przedstawiona w niniejszym omoéwieniu dotyczy rozwoju me-
tod formalnych do analizy ztozonych systeméw biologicznych. Koncentruje sie ona na
opracowywaniu nowych skalowalnych algorytméw do analizy i sterowania diugofalowym
zachowaniem duzych modeli obliczeniowych opisujace systemy komoérkowe charakteryzu-
jace sie nieliniowg dynamika. W szczegblnosci rozwazane sa duze modele BN i PBN sieci
regulatorowych genéw. Moje osiggniecia badawcze swoim zakresem obejmuja opracowanie:

e wydajnych algorytmoéw do szybkiej symulacji modeli BN i PBN;

o skalowalnych metod do wyznaczania atraktoréw w synchronicznych i asynchronicz-
nych modelach BN;

e wydajnych metod obliczeniowych do estymacji prawdopodobienstw stanéw ustalo-
nych w modelach PBN;

o skalowalnych algorytmow do sterowania modelami BN w kontekécie reprogramowa-
nia komoérkowego, tj. kierowania dynamiki modelu do zadanych atraktoréw.

Moje poszczegdlne osiagniecia badawcze zwiazane z zagadnieniami analizy i sterowania
w kontekscie duzych modeli BN i PBN zlozonych systeméw biologicznych, a takze wycho-
dzace poza zakres tych dwoch formalizméw, zostaly podsumowane w Tabeli 3.
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’ Osiggniecia badawcze

Wktad w rozwaj dyscypliny Publikacje i narzedzia programowe
informatyka powiagzane z osiggnieciem naukowym
Wydajne algorytmy P1, P2, NP1
symulowania modeli PBN
Wydajna estymacja P3, P4, NP1

prawdopodobienstw rozkladéw
stacjonarnych w modelach PBN

Whioskowanie struktury modeli P5, NP2
PBN na podstawie pomiaréw
eksperymentalnych
Algorytmy wyznaczania Pe6, P7, P8, NP1

atraktoréw w synchronicznych
modelach BN
Algorytmy wyznaczania P9, NP1
atraktoréw w asynchronicznych
modelach BN
Sterowanie modelami BN i PBN P10, P11, P12, NP3
Opis biologicznie istotnych P13
stanéw ustalonych w modelu
formalnym Systemy Reakcji

Tabela 3: Podsumowanie wkladéow w dyscypling informatyki wraz z powigzanymi publika-
cjami (P) i narzedziami programowymi (NP) stanowiacymi omawiane osiagniecie naukowe.

4.3.2 Metody analizy stanéw ustalonych w probabilistycznych sieciach bo-
olowskich

Chociaz formalizm PBN jest odpowiednio zaprojektowany do modelowania ztozonych sys-
teméw biologicznych, analiza modeli PBN o duzych rozmiarach stanowi istotne wyzwanie,
w szczegdlnodci trudne do okreslenia jest dtugofalowe zachowania sie takich modeli. Wiele
wysitku zostato wlozone w rozwdj efektywnych metod obliczania prawdopodobienstwa
w rozkladzie stacjonarnym, w dalszej czesci skrétowo okreslanego mianem prawdopodo-
bienstwa stacjonarnego, znajdowania sie modelu PBN w okreslonym podzbiorze stanéw.
Mozliwo$¢ wyznaczania takich prawdopodobienstw ma duze znaczenie zaréwno w kon-
strukcji modelu, np. w estymacji parametréow, jak i w analizie zachowania badanego sys-
temu. Metody te pozwalaja nie tylko zidentyfikowaé najbardziej prawdopodobne stany,
tj. stany, ktére sa najczesciej odwiedzane po osiagnieciu przez system dynamiki stacjo-
narnej i odpowiadajace stanom fenotypowym komérki, ale takze dostarczaja narzedzi do
ilosciowego okreslenia $redniego wplywu (ang. average influence) jednego genu na inny
oraz $redniej wrazliwosci (ang. average semsitivity) genu, co w pewnym sensie stanowi
miare autonomii danego genu [29] w sieci regulatorowej genéw. Znane sa efektywne me-
tody numeryczne do obliczania prawdopodobienstw stanu ustalonego w modelach PBN
o malych rozmiarach. Wykorzystuja one istotna ceche modeli PBN, mianowicie fakt, ze
model PBN moze by¢ traktowany jako tancuch Markowa, tj. proces Markowa z czasem dys-
kretnym (ang. Discrete-Time Markov Chain, DTMC) i jego dynamike mozna badaé przy
uzyciu bogatej teorii tancuchéw Markowa®. Gléwna idea polega na wyznaczaniu macierzy

3Dodanie losowych perturbacji o matych prawdopodobiefistwach do modelu PBN sprawia, ze tanicuch
staje si¢ ergodyczny, a w konsekwencji zapewnione jest istnienie dokladnie jednego rozktadu stacjonarnego.
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przejs¢é tancucha Markowa odpowiadajacego analizowanemu modelowi PBN. Metody te
sprawdzaja sie w przypadku modeli PBN o malych rozmiarach, jednak nie sa skalowalne
i staja sie niepraktyczne dla systeméw o duzych rozmiarach oraz w przypadku wymagania
duzej precyzji estymacji. Aby przezwyciezyé¢ to ograniczenie, jedynym podejSciem pozo-
staje zastosowanie metod statystycznych i prébkowania Monte Carlo tancuchami Markowa,
(ang. Markov Chain Monte Carlo, MCMC). Metody te wymagaja jednak wielu dlugich
symulacji modeli PBN, co czyni szybkosé¢ symulacji kluczowym czynnikiem ich efektyw-
nosci.

4.3.2.1 Szybkie algorytmy symulacji synchronicznych modeli PBN

W ramach omawianych osiggnie¢ naukowych opracowatem metody obliczeniowe do efek-
tywnej symulacji synchronicznych modeli PBN na architekturach opartych o procesory
CPU jak i GPU. Metody te zostaly przedstawione w artykutach P1 i P2 oraz zaimple-
mentowane w narzedziu programowym NP1.

Metoda zréwnoleglenia symulacji w oparciu o strukture modelu. Model PBN
z perturbacjami moze by¢ symulowany za pomoca dwoch prostych krokéw wynikajacych
bezposrednio z definicji modelu. Po pierwsze, dla kazdego wezla (genu) sprawdzane jest czy
nastepuje perturbacja i jeéli tak, to wartos¢ wezta zostaje zmieniona. Po drugie, jesli w zad-
nym z weztéw nie wystapila perturbacja, stan sieci zostaje zaktualizowany poprzez wybor
i zastosowanie funkcji boolowskich dla kazdego wezta. Jednak w celu wydajnej symula-
c¢ji synchronicznych modeli PBN na procesorach CPU, w pracy P1 proponuje podejscie,
zwane metodg zrownoleglenia symulacji w oparciu o strukture modelu (ang. Structure-Based
Parallelisation Method), ktére przyspiesza proces symulacji w oparciu o analize struktury
modelu PBN, tj. grafu bezposrednich interakcji regulatorowych miedzy genami. Metoda
ta opiera sie na dwoch kluczowych pomystach: redukcji sieci, zmniejszajacej catkowita
liczbe weztéw poprzez usuniecie nieistotnych elementéw, oraz grupowaniu weztéw, ktore
umozliwia zréwnoleglone sprawdzanie perturbacji, wybér funkcji boolowskich i aktualiza-
cje wartosci weztow.

Model PBN jest redukowany poprzez analize jego struktury w celu zidentyfikowania
nieistotnych weztéw. Wezly te, okreslane mianem lisci (ang. leaf nodes), sa zdefiniowane
w nastepujacy sposéb: sa to wezly, ktore nie sa brane pod uwage przez uzytkownika
w analizie zachowania modelu PBN w stanie ustalonym i ktére albo 1) nie maja wezléw
potomnych, albo 2) po iteracyjnym usunieciu wszystkich wezléw potomnych bedacych
lis¢émi, nie maja zadnych wezléw dzieci.

W przypadku modeli PBN z perturbacjami, aktualizacje stanéw przy uzyciu funkcji
boolowskich sg realizowane tylko wtedy, gdy nie wystepuja perturbacje ani w lisciach, ani
w pozostatych weztach. W pracy P1 wykazuje, ze wystepowanie perturbacji w liSciach
moze by¢ sprawdzane w stalym czasie, niezaleznie od liczby liSci w modelu PBN, oraz ze
liscie moga by¢ usuniete bez wplywu na symulacje pozostatych weztéw w modelu PBN.
W szczegdlnoéci wyniki analizy zachowania systemu w oparciu o symulowane trajektorie
zredukowanego i oryginalnego modelu PBN beda identyczne.

Zamiast sprawdzaé i przeprowadza¢ perturbacje wezléw pojedynczo, w pracy P1 po-
kazuje, jak realizowaé perturbacje w sposob zréwnoleglony adaptujac do tego celu metode
aliasowq (ang. alias method) [37], bedaca wydajnym algorytmem losowania z dyskretnego
rozktadu prawdopodobienstwa, umozliwiajacym generowanie pojedynczej préby w stalym
czasie niezaleznie od rozmiaru przestrzeni probabilistycznej. Dzieki odpowiednio skonstru-
owanej tabeli aliaséw (ang. alias table), dowolny podzbiér sposréd okreslonych k wezléw
moze zosta¢ poddany na raz perturbacji. Poniewaz prawdopodobienstwo perturbacji p

13



A. Mizera Autoreferat (zalacznik nr 3)

jest takie samo dla kazdego wezta, tabele aliaséw wystarczy skonstruowaé tylko raz, a na-
stepnie moze by¢ ona ponownie wykorzystywana dla wszystkich |n/k| grup po k weztéw,
gdzie n to catkowita liczba weztéw w (zredukowanym) modelu PBN. Ponadto dowodze,
ze tabela aliaséw moze by¢ réwniez uzyta dla ewentualnej pozostatej grupy weztéw o roz-
miarze k¥’ = n — |n/k] - k bez koniecznosci modyfikacji wezesniej wyliczonego rozkladu
prawdopodobienstwa.

Wreszcie, aby przyspieszy¢ symulacje modelu PBN, w pracy P1 proponuje metode
jednoczesnej aktualizacji wartosci dla grupy weztéw zgodnie z ich funkcjami boolowskimi.
Kluczowa idea polega na podziale n weztéw zredukowanego modelu PBN na m grup oraz
skonstruowaniu dla kazdej grupy listy tzw. zlgczonych funkcji boolowskich (ang. combi-
ned predictor functions) wraz z odpowiadajaca jej tabela aliaséw. Ta inicjalizacja stanowi
adaptacje metody aliasowej i umozliwia wydajny wybor ztaczonej funkcji boolowskiej dla
kazdej grupy na podstawie wygenerowanej liczby pseudolosowej: wszystkie wezty w gru-
pie sg jednoczesnie aktualizowane za pomoca ztaczonej funkcji boolowskiej wybranej na
podstawie odpowiedniej tabeli aliaséw. Ze wzgledéw wydajnosciowych stany PBN sa prze-
chowywane jako liczby catkowite, a aktualizacja wartosci weztéw w grupie jest realizowana
za pomocy logicznej operacji bitowej OR.

W pracy P1 pokazuje, jak taczyé funkcje boolowskie oraz jak dzieli¢ wezty na grupy,
aby zapewni¢ odpowiedni kompromis pomiedzy nastepujacymi dwoma wzajemnie wyklu-
czajacymi sie celami. 7Z jednej strony korzystne jest posiadanie jak najmniejszej liczby
grup, poniewaz pozwala to na aktualizacje wartosci wszystkich weztéw w minimalnej licz-
bie krokéw. Z drugiej jednak strony, mniejsza liczba grup oznacza wigkszy rozmiar kazdej
z nich, co moze prowadzi¢ do ogromnej liczby ztaczonych funkcji boolowskich przypisanych
do kazdej grupy. Dlatego liczba grup musi by¢ starannie dobrana tak, aby zminimalizowaé
ich calkowita liczbe, jednoczesnie zapewniajac, ze zlaczone funkcje boolowskie mieszcza
sie w dostepnej pamieci. W pracy P1 formuluje ten podzial jako zadanie optymaliza-
cyjne i argumentuje, ze jest ono podobne do NP-trudnego problemu podziatu multizbioru
na mozliwie réwne jego podzbiory (ang. multiway number partitioning problem). W celu
rozwigzania sformutowanego zadania optymalizacji proponuje adaptacje istniejacego algo-
rytmu zachtannego dla problemu podziatu.

Przedstawione w pracy P1 wyniki obszernych eksperymentéw na losowo wygenerowa-
nych modelach PBN pokazuja, ze moje podejécie znaczaco przyspiesza symulacje modeli
na procesorach CPU. Jest ono szczegdlnie efektywne w analizie rzadkich sieci z duza liczba
liSci. Zaproponowana metoda zréwnoleglenia symulacji w oparciu o strukture modelu zo-
stala zaimplementowana w narzedziu programowym NP1.

Metoda zréwnoleglenia symulacji na poziomie trajektorii. Rozwdj w zakresie
mocy obliczeniowej procesoréw graficznych do obliczert ogdlnego przeznaczenia (GPU)
i ich dostepnosé umozliwia masowe zrownoleglenie procesu symulacji modeli PBN. W celu
urzeczywistnienia tej idei, w pracy P2 proponuje metode zrownoleglenia symulacji na po-
ziomie trajektorii (ang. Trajectory-Level Parallelisation Framework), ktéra wykorzystujac
mozliwoéci GPU przyspiesza estymacje prawdopodobienstw stacjonarnych znajdowania sie
duzego modelu PBN w zadanym podzbiorze stanéw. Architektura GPU zasadniczo rézni
sie od architektury procesora CPU, a wydajno$é¢ programu wykonywanego na GPU jest
silnie zalezna od efektywnosci procesow synchronizacji pomiedzy rdzeniami GPU oraz za-
rzadzania dostepem do pamieci. Moje podejsécie redukuje koszt obliczeniowy synchroniza-
¢ji poprzez umozliwienie kazdemu rdzeniowi GPU symulacji oddzielnej trajektorii modelu
PBN. W zakresie zarzadzania pamiecia moja metoda wnosi dwa istotne usprawnienia. Po
pierwsze, wprowadza mechanizm dynamicznego rozmieszczania danych, ktéry pozwala na
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obstuge modeli PBN o réznych rozmiarach i maksymalizuje efektywnosé obliczenn na GPU
w przypadku stosunkowo malych modeli PBN. Po drugie, wykorzystuje specyficzny sposéb
przechowywania stanow i funkcji boolowskich modelu PBN w pamieci GPU, co zmniejsza
zuzycie pamieci oraz zwieksza szybkosé dostepu do tych elementéw modelu w pamieci.

Ogodlnie rzecz ujmujac, istnieja dwie mozliwosci zréwnoleglenia symulacji modelu PBN.
Pierwszym sposobem jest synchroniczna aktualizacja wszystkich weztéw, tzn. kazdy watek
GPU aktualizuje tylko jeden wezel PBN. Drugim sposobem jest jednoczesna symulacja
wielu trajektorii. Poniewaz pierwsze podejécie wymaga synchronizacji miedzy watkami, co
jest czasochtonne przy obecnej architekturze GPU, w zaproponowanej metodzie wybratem
drugie rozwigzanie, czyli rownoczesna symulacje wielu trajektorii.

Poniewaz kazdy krok symulacji wymaga dostepu do losowo wybieranego fragmentu in-
formacji o strukturze modelu PBN, a koszt opéZnient (ang. latency) zwiazanych z czestym
dostepem do danych w wolnej pamieci globalnej GPU jest ogromny, buforowanie tych in-
formacji w szybkiej pamieci, tj. pamieci wspoldzielonej (ang. shared memory) i rejestrach
(ang. registers), oraz pamieci specjalnej, tj. pamieci tekstur (ang. texture memory) i pa-
mieci wartoéci statych (ang. constant memory), prowadzi do bardziej efektywnych obliczen
niz zwiekszanie liczby aktywnych grup procesoréw, tzw. osnéw (ang. warps). Dlatego me-
toda najpierw stara sie umiesci¢ wszystkie czesto uzywane dane w mozliwie najwiekszym
stopniu w szybkiej i specjalnej pamiegci, a nastepnie, w oparciu o dostepne zasoby, oblicza
optymalng liczbe watkéw i ich grup, tzw. blokéw watkéw, do uruchomienia.

Poniewaz rozmiar szybkiej pamieci jest ograniczony, jej zalety zaleza od trybu dostepu
do danych, oraz zapotrzebowanie na pamiec¢ jest inne dla kazdego modelu PBN, konieczne
byto opracowanie odpowiedniej strategii rozmieszczenia danych w pamieci. Moja metoda
zapisuje rézne dane w réznych typach pamieci. Mianowicie

e dane tylko do odczytu, ktére najprawdopodobniej beda jednocze$nie wykorzysty-
wane przez wszystkie watki w osnowie, umieszczane sa w pamieci wartosci statych;

e jesli to mozliwe, inne dane tylko do odczytu sa umieszczane w pamieci wspédtdzielonej;
o pozostate dane sa w miare mozliwosci przechowywane w rejestrach.

Proponuje dynamiczny proces decyzyjny okreslajacy sposob rozmieszczenia czesto uzy-
wanych danych, takich jak indeksy dodatkowych funkcji boolowskich, indeksy weztéw, od
ktérych zaleza poszezegdlne funkcje, oraz tablice stanéw biezacego i nastepnego, w réznych
obszarach pamieci GPU dla réznych modeli PBN. Proces ten oblicza ilo§é¢ pamieci po-
trzebnej do przechowywania wszystkich danych dla danego modelu PBN i decyduje o ich
rozmieszczeniu w zaleznosci od wyliczonego rozmiaru wymaganej pamieci. Jesli pamieé
wspotdzielona i rejestry sa wystarczajace, wszystkie dane sg przechowywane w tych dwéch
szybkich rodzajach pamieci. W przeciwnym razie sa one umieszczane w pamieci globalnej.
W tym drugim przypadku proponuje dwa sposoby przyspieszenia dostepu. Pierwszy to wy-
korzystanie pamieci tekstur do szybszego odczytu danych tylko do odczytu, np. indekséw
weztow, od ktérych zaleza poszczegdlne funkcje. Drugi sposéb to optymalizacja struktury
danych w celu umozliwienia skoordynowanego dostepu, np. do biezacego stanu. GPU za-
zwyczaj ma bardzo ograniczong ilo$¢ szybkiej pamieci, a opdznienia moga sie znacznie
rozni¢ w zaleznosci od warunkow dostepu do tego samego rodzaju pamieci, np. odczytujac
pamieé¢ wspdldzielong z konfliktem dostepu do tych samych bankéw (ang. bank conflict)
lub bez niego. Dlatego wprowadzitem odpowiednie struktury danych do przechowywania
funkcji boolowskich oraz stanéw modelu PBN w celu zmniejszenia zapotrzebowania na pa-
mieé i maksymalizacji szybkosci dostepu; szczegdlty dotyczace zaproponowanych struktur
danych sg przedstawione w pracy P2.
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Metoda zréwnoleglenia symulacji na poziomie trajektorii zostata zaimplementowana
w narzedziu programowym NP1. Przeprowadzone eksperymenty na losowo wygenerowa-
nych modelach PBN pokazuja, ze pozwala ona na symulacje modeli PBN na GPU oraz
estymacje prawdopodobienstw stacjonarnych za pomocg rozszerzonej metody dwustano-
wego lancucha Markowa (ang. Extended Two-State Markov Chain Approach)* z przy-
spieszeniem przekraczajacym dwa rzedy wielkosci, tj. od 102-krotnego do 405-krotnego,
w porownaniu do estymacji prawdopodobienstw stacjonarnych przy uzyciu rozszerzonej
metody dwustanowego lancucha Markowa bazujacej na sekwencyjnych symulacjach na
CPU. Jak pokazatem w pracy P2, w przypadku estymacji prawdopodobienstw stacjonar-
nych dla zwalidowanego modelu PBN biologicznego procesu apoptozy przyspieszenie jest
okoto 400-krotne.

4.3.2.2 Efektywne estymowanie prawdopodobienstw w rozkladach stacjonar-
nych duzych modeli PBN

Rozszerzona metoda dwustanowego tancucha Markowa. Dla duzych modeli PBN,
ktére czesto pojawiaja sie w biologii systemowej, wyznaczanie stacjonarnego rozktadu
prawdopodobienstwa PBN stanowi istotne wyzwanie obliczeniowe. Aby rozwiazac ten pro-
blem, rozwazam metode dwustanowego tanicucha Markowa (ang. two-state Markov chain
approach), tj. metode estymacji prawdopodobienistwa w rozkladzie stacjonarnym dla pod-
zbioru stanéw tancucha Markowa, oryginalnie przedstawiona w pracy [27]. Gléwna idea
tego podejscia polega na skonstruowaniu abstrakcji oryginalnego tancucha Markowa w po-
staci dwustanowego lancucha Markowa, w ktérym oryginalne stany sa zgrupowane w dwa
meta-stany: jeden reprezentujacy interesujacy nas podzbiér standéw oryginalnych, a drugi
obejmujacy wszystkie pozostale stany. Nastepnie na podstawie wygenerowanej trajekto-
rii estymowane sa prawdopodobienstwa przejsé miedzy tymi dwoma meta-stanami. Sthuza
one do okreslenia w sposéb iteracyjny, czy wyjsciowa trajektoria dwustanowego lancucha
Markowa jest dostatecznie dtuga, tzn. czy proba jest odpowiedniego rozmiaru, aby na jej
podstawie oszacowaé prawdopodobienstwo stacjonarne dla okreslonego podzbioru stanéw
PBN z zadana dokladnoscia. Jezeli nie, to trajektoria jest wydluzana o brakujaca liczbe
krokéw i prawdopodobienstwa przejscia sa ponownie estymowane na podstawie wydtuzo-
nej trajektorii; w przeciwnym przypadku z uzyciem prawdopodobienstw przejsé obliczane
jest poszukiwane prawdopodobienistwo stacjonarne.

Wykorzystanie tego podejscie do analizy modeli PBN zostalo zaproponowane w [31],
jednak nie bylo ono szeroko wykorzystywana w tym kontekscie. Dlatego tez w pracy P3
ponownie zwracam uwage na metode dwustanowego tancucha Markowa, dostosowujac ja
do analizy duzych modeli PBN i demonstrujac jej uzytecznos¢ w aproksymacji prawdo-
podobienstw stacjonarnych tych modeli. W dalszej czesci niniejszego podrozdzialu podsu-
mowuje moje gléwne osiagniecia w tym zakresie.

Po pierwsze, identyfikuje bledy w oryginalnych wzorach w pracy [27] okreslajace czas
wypalania taricucha (ang. ‘burn-in’ period) (m), tj. liczbe ignorowanych poczatkowych
standéw trajektorii zanim zostanie osiagnieta zbiezno$é¢ do rozkladu stacjonarnego, oraz
rozmiaru prébki (n). Koryguje je, podajac wlasciwe wyrazenia dla tych dwéch wielkosei
w P3°.

*Oryginalna metoda dwustanowego tancucha Markowa (ang. Two-State Markov Chain Approach) oraz
moje jej rozszerzenie, tj. rozszerzona metoda dwustanowego laricucha Markowa (ang. Extended Two-State
Markov Chain Approach), sa oméwione w rozdziale 4.3.2.2.

5Szczegblowe wyprowadzenia poprawnych wyrazeri na wielkoéci m i n s przedstawione w materiatach
dodatkowych pracy P3 (Appendix A i B).
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Po drugie, identyfikuje problem dotyczacy inicjalizacji oryginalnej metody dwustano-
wego tancucha Markowa, ktory zwiazany jest z rozmiarem poczatkowej préby, tj. dlugoscia
trajektorii modelu PBN generowanej na samym poczatku. Jak uzasadniam w pracy P3,
problem ten niestety moze prowadzi¢ do niedokladnych wynikéw estymacji prawdopodo-
bienstw. Aby temu zapobiec, identyfikuje sytuacje, w ktérych moze wystapic¢ blad estyma-
cji, i formultuje tzw. ,warunek krytyczny” (ang. critical condition), przy ktérym oryginalny
algorytm moze nie osiaggnaé zadanej doktadnosci estymacji. Nastepnie proponuje trzy heu-
rystyki rozszerzajace oryginalng metode w celu unikniecia niewtasciwych inicjalizacji.

Pierwsza heurystyka, tzw. ,unikanie pulapek” (ang. pitfall avoidance), okresla bez-
pieczne wartosci dtugosci poczatkowej trajektorii uzywanej do wstepnej estymacji praw-
dopodobienstw przejs¢ miedzy dwoma meta-stanami abstrakcyjnego dwustanowego tan-
cucha Markowa, aby zapewni¢ zadana dokiadno$é i okreslony poziom ufnoéci estymacji
prawdopodobienstw.

Druga heurystyka, tzw. , kontrolowana wstepna estymacja parametréw o i 3”7 (ang. con-
trolled initial estimation of o and (), zapewnia kontrole nad jakoscia poczatkowych osza-
cowan prawdopodobienstw przejé¢ miedzy dwoma meta-stanami.

Wreszcie trzecia heurystyka, tzw. ,prosta heurystyka” (ang. simple heuristic), to bez-
posrednia, lecz skuteczna strategia zapewniajaca minimalng liczbe przej$s¢ miedzy dwoma
meta-stanami w wygenerowanej trajektorii PBN zanim nastapi pierwsze oszacowanie
prawdopodobienstw przejsé.

Metoda dwustanowego tancucha Markowa implementujaca te trzy heurystyki zostala
okreslona mianem , Rozszerzonej metody dwustanowego taricucha Markowa” (ang. Exten-
ded Two-State Markov Chain Approach). Zostala ona zaimplementowana w narzedziu pro-
gramowym NP1.

Po trzecie, przeprowadzam szeroko zakrojona ewaluacje rozszerzonej metody dwusta-
nowego tancucha Markowa i poréwnuje uzyskane za jej pomoca wyniki z wynikami metody
Skart [341] na duzej liczbie losowo wygenerowanych modeli PBN. Do analizy uzyskanych
wynikéw stosuje techniki wywodzace si¢ z uczenia maszynowego. Uzyskane wyniki poka-
zuja, ze w kontekscie sieci regulatorowych gendéw modelowanych za pomoca PBN, roz-
szerzona metoda dwustanowego lancucha Markowa w wiekszoéci przypadkow przewyzsza
metode Skart pod wzgledem szybkosci obliczen.

Po czwarte, demonstruje potencjal rozszerzonej metody dwustanowego tancucha Mar-
kowa na przykladzie analizy duzego, 91-weztowego modelu PBN apoptozy w hepatocy-
tach. W szczegdlnosci pokazuje, ze metoda umozliwia kwantyfikacje zaréwno stacjonar-
nego wplywu gendw (ang. steady-state influence of genes), jak i stacjonarnej wrazliwosci
genéw (ang. steady-state sensitivity of genes) w duzych modelach PBN®. Studium przy-
padku pokazuje, ze metoda umozliwia iloSciowg analize duzych modeli PBN rzeczywistych
systemow biologicznych w praktyce.

Zrownoleglona przyblizona analiza modelu PBN w warunkach stacjonarnosci.
W pracy P4 proponuje podejécie przyspieszajace analize zachowania modelu po osiagnie-
ciu przez niego rozkladu stacjonarnego, tj. estymacji prawdopodobienstw stacjonarnych
modelu PBN dla zadanych podzbioréw standéw, poprzez generowanie odpowiedniej préby
na podstawie wielu trajektorii PBN symulowanych rownolegle. Pomyst wywodzi sie z préb-
kowania Monte Carlo tancuchami Markowa (ang. Markov Chain Monte Carlo, MCMC).
W tego rodzaju algorytmach zbieznos¢ symulacji MCMC jest kluczowym zagadnieniem.
Powszechnym podejsciem do oceny zbieznosci MCMC jest analizowanie wystepowania
réznic pomiedzy wieloma tanicuchami. W szczegélnosci metoda Gelmana i Rubina [9] jest

Definicje wptywu i wrazliwosci genéw mozna, znalezé w pracy [29].
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przyktadem takiego podejscia. Pozwala ona monitorowac¢ zbiezno$é¢ wielu niezaleznych tan-
cuchéw Markowa do rozkladu stacjonarnego. Stad idea mojego podejécia jest nastepujaca.
Roéwnolegle generowane sa niezalezne trajektorie modelu PBN. Po spetnieniu warunku
zbieznosci wedtug metody Gelmana i Rubina fragmenty poszczegélnych trajektorii uznane
za wygenerowane zgodnie z rozkladem stacjonarnym sa taczone w jeden ciag. Na podstawie
tego ciggu szacowane sg interesujace nas prawdopodobienstwa w rozktadzie stacjonarnym
za pomoca rozszerzonej metody dwustanowego tancucha Markowa przedstawionej w pracy
P3 lub metody Skart [34]. Obie te metody stuza do okreslenia rozmiaru prébki wymaganej
do obliczenia prawdopodobienstw z okreslong doktadnodcia.

Dokladniej rzecz ujmujac, gdy tylko zostanie osiagnieta zbieznosé, drugie polowy”
trajektorii tancuchow sg scalane w jeden ciag na CPU, co nie wymaga synchronizacji.
Scalony ciag jest nastepnie analizowana za pomoca rozszerzonej metody dwustanowego
tancucha Markowa. Jesli wymagane jest przedtuzenie ciagu, wyjsciowe trajektorie zostaja
réownolegle przedtuzone na GPU.

Aby uzyska¢ maksymalne przyspieszenie, modyfikuje rozszerzona metode dwustano-
wego tancucha Markowa pomijajac iteracyjne obliczanie czasu wypalania tancucha. Po-
niewaz zbiezno$¢ symulowanych trajektorii oryginalnego tancucha Markowa nie musi im-
plikowaé¢ zbieznosci abstrahowanej trajektorii dwustanowego tancucha Markowa do jego
rozktadu stacjonarnego, wprowadzam dodatkowa weryfikacje: po spelnieniu kryterium za-
trzymania obliczany jest czas wypalania taicucha dla dwustanowego tancucha Markowa
(M). Zalozenie o zbieznodci jest uznawane za prawdziwe, jesli M nie jest wieksze niz czas
wypalania taficucha w metodzie Gelmana i Rubina (¢). W przeciwnym razie dodatkowe
M —1) standw zostaje odrzuconych z poczatkowego fragmentu kazdej trajektorii, a zmodyfi-
kowana rozszerzona metoda dwustanowego taricucha Markowa jest ponownie uruchamiane
na zlaczonych skréconych trajektoriach.

W przypadku wykorzystania metody Skart proponuje podobng strategie zréwnolegle-
nia w celu zmniejszenia kosztu czasowego. Skart to zautomatyzowana sekwencyjna proce-
dura oparta na analizie $rednich odcinkowych (ang. batch means) stuzaca do konstrukeji
asymptotycznie poprawnego przedziatu ufnoéci dla estymowanej sredniej rozktadu stacjo-
narnego. Metoda ta zostala zaprojektowana tak, aby zapewnié¢ spelnienie okreslonych wy-
magan dotyczacych precyzji estymacji. W szczegdlnosci, metoda Skart dzieli symulowang
trajektorie na niepokrywajace sie odcinki (okreslane réwniez mianem partii) (ang. batch)
i sprawdza, czy liczba ignorowanych poczatkowych stanéw trajektorii, liczba odcinkéw
oraz dtugos¢ odcinkow sa wystarczajaco duze, aby zagwarantowaé, ze srednie odcinkowe
sa w przyblizeniu niezaleznymi zmiennymi losowymi o jednakowym rozkladzie normalnym
— warunek, ktére musi by¢ spetniony, aby mozna bylo obliczyé przedzialy ufnosci.

Moje podejscie opiera si¢ na obserwacji, ze to zalozenie pozostaje prawdziwe, gdy
odcinki sg uzyskiwane z réznych tancuchéw, pod warunkiem ze te tancuchy zbiegly do
rozktadu stacjonarnego. Dlatego metode Skart mozna zréwnoleglié poprzez pobieranie
odcinkéw z wielu niezaleznych tancuchéw, ktore osiggnely zbiezno$é. Poniewaz metoda
Gelmana i Rubina zapewnita zbieznos¢ trajektorii, podczas obliczania przedziatéw ufnosci
w zrownoleglonej wersji metody Skart juz zadne dodatkowe fragmenty trajektorii nie sa
odrzucane. Ze wzgledéw efektywnosciowych dodatkowo wymagamy, aby liczba odcinkéw
uzyskanych z kazdego tancucha byla taka sama, co moze skutkowaé¢ nieco wieksza liczba
odcinkow uzytych w zréownoleglonej metodzie Skart niz wymagana w wersji oryginalnej.

Wyniki eksperymentéw przedstawione w pracy P4 pokazuja, ze zaproponowane me-
tody zrownoleglenia moga znaczaco zmniejszy¢ koszty czasowe obliczania prawdopodo-

"Dla trajektorii dtugoéci N przez jej pierwsza polowe rozumiany jest ciag elementéw indeksowanych od
1 do [N/2], za$ przez druga polowe ciag elementéw indeksowanych od [N/2] +1 do N.
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bienstw stacjonarnych duzych modeli PBN na wielordzeniowych CPU. Z kolei wyniki
uzyskane w pracy P2 wykazuja jeszcze wieksze przyspieszenia uzyskiwane na procesorach
GPU poprzez polaczenie zrownoleglonej przyblizonej analizy modelu PBN w warunkach
stacjonarnosci z metoda zréwnoleglenia symulacji na poziomie trajektorii oméwionej w roz-
dziale 4.3.2.1. Szczegdtowe omowienie wspomnianych wynikéw zaprezentowano w pracach
P4iP2.

Ponadto podczas analizy systemu biologicznego moze zaistnie¢ potrzeba wyznaczenia
prawdopodobienistw stacjonarnych modelu PBN dla wigcej niz jednego podzbioru sta-
néw, np. w przypadku analizy stacjonarnej wrazliwosci gendéw wspomnianej powyzej. Aby
oszacowal prawdopodobienstwa dla ¢ réznych podzbioréw stanéw, podejscie dwustano-
wego tancucha Markowa musialaby zosta¢ uruchomione g razy. Poniewaz proces symu-
lacji jest najbardziej kosztowna cze$cia procedury pod wzgledem czasu obliczeniowego,
w pracy P4 proponuje znaczaco zmniejszy¢ ten koszt poprzez wielokrotne wykorzystanie
rownolegle wygenerowanych trajektorii. Kluczowym pomystem jest jednoczesne abstraho-
wanie poszczegdlnych stanéw modelu PBN w symulowanych trajektoriach do odpowied-
nich meta-stanéw dwustanowych tancuchéw Markowa odpowiednich dla g poszukiwanych
prawdopodobienistw za kazdym razem, gdy nastepuje przedluzenie trajektorii. Ponadto
obliczenia wymaganych rozmiaréw prob, tj. dtugosci trajektorii dwustanowych tancuchéw
Markowa, dla estymacji poszczegdlnych prawdopodobienstw z zadang dokladnoscia sg re-
alizowane réwnoczesnie, co skutkuje kolejnym poziomem zréwnoleglenia. Dtugo$é o jaka
nalezy przedtuzy¢ trajektorie jest okreslana jako minimalna wartos¢ sposrod wszystkich
obliczonych dtugosci rozszerzen dla poszczegélnych prawdopodobienistw. Oczywiscie uzy-
cie warto$ci minimalnej moze prowadzi¢ do zwiekszonej liczby rozszerzen. Niemniej jednak
jest to i tak korzystne, poniewaz ze wzgledu na iteracyjny charakter metody dwustanowego
tancucha pozwala czesto uniknaé przeprowadzania zbednych operacji abstrahowania tra-
jektorii, ktore sa stosunkowo kosztowne obliczeniowo. Proces przedtuzania trajektorii jest
zatrzymywany, gdy wszystkie wymagane rozmiary préb sa mniejsze niz aktualny rozmiar
préby i obliczane sa poszukiwane prawdopodobienstwa. Jak pokazano w pracy P4, poréw-
nanie wydajnosci zréwnoleglonej rozszerzonej metody dwustanowego tancucha Markowa
do wyznaczania siedmiu prawdopodobienstw dla 96-wezlowego modelu PBN apoptozy
za pomocy 40-rdzeniowego procesora CPU dalo niemal 53-krotne przyspieszenie w po-
rownaniu do sekwencyjnego obliczenia zrealizowanego za pomoca sekwencyjnego uzycia
rozszerzonej metody dwustanowego tancucha Markowa.

4.3.3 Konstruowanie modeli PBN na podstawie danych

W pracy P5 przedstawiam optPBN — narzedzie programowe napisane w jezyk programo-
wania pakietu MATLAB przeznaczone do konstrukeji modeli PBN poprzez optymalizacje
ich parametréw. Stanowi ono rozszerzenie sSrodowiska BN /PBN Toolbox stworzonego przez
Lahdesmikiego i Shmulevicha w 2009 roku do symulacji, wizualizacji i analizy modeli BN
oraz PBN [22]. optPBN rozszerza oryginalny BN/PBN Toolbox w nastepujacy sposéb. Po
pierwsze, umozliwia uwzglednienie eksperckiej wiedzy biologicznej, np. znanych interakcji
pomiedzy genami. Wiedza ta jest dostarczana na wejéciu w postaci regut boolowskich.
Po drugie, wspomaga identyfikacje odpowiednich funkcji boolowskich w modelu BN/PBN
oraz okreslanie prawdopodobienstw wyboru funkcji w modelu PBN na podstawie danych
eksperymentalnych i dostarczonej wiedzy eksperckiej. Po trzecie, implementuje analiz¢ sta-
tystyczng zoptymalizowanych parametréw. Wreszcie, pozwala na przyspieszenie obliczen
poprzez ich wykonywanie na systemach gridowych. Implementacja zostata zrealizowana
jako narzedzie programowe NP2.

optPBN ulatwia konstrukcje modelu BN lub PBN, uwzgledniajac wiedze ekspercka
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w postaci wstepnej struktury modelu, ktéra zazwyczaj pochodzi z literatury. Wiedza ta
moze by¢ dostarczona poprzez okreslenie zbioru potencjalnych interakcji w postaci regut
boolowskich dla kazdego z wezléw sieci. W przypadku wezta z kilkoma funkcjami boolow-
skimi (zwanymi réwniez predyktorami), odpowiadajace im prawdopodobienistwa wyboru
moga by¢ albo przypisane, albo wyznaczone w kolejnym kroku poprzez optymalizacje
wzgledem znormalizowanych danych eksperymentalnych.

Problem optymalizacyjny jest tworzony na podstawie integracji wstepnej struktury
modelu BN/PBN z dostepnymi danymi eksperymentalnymi. Moga one obejmowaé po-
miary uzyskane w réznych warunkach eksperymentalnych, takich jak rézne stymulacje
ligandami, mutacje czy traktowanie inhibitorami. Problem optymalizacyjny jest nastep-
nie rozwiazywany za pomoca jednego z dwoch dostepnych optymalizatoréw: 1) algorytmu
optymalizacji typu particle swarm lub 2) algorytmu ewolucji réznicowej (ang. differential
evolution algorithm) w ramach metaheurystycznego srodowiska optymalizacyjnego Para-
disEO [5]. Drugi z optymalizatoréw jest przeznaczony do wykorzystania na architekturze
gridowej.

Narzedzie optPBN oferuje dwa tryby optymalizacji: tryb dyskretny oraz tryb ciggly.
W pierwszym przypadku dla modelu PBN wybierany jest podzbior sktadowych sieci BN
(ang. constituent Boolean networks) z puli rozwazanych mozliwych sieci i skladowym tym
przypisywane sg réwne prawdopodobienistwa wyboru. W drugim przypadku prawdopodo-
bienstwa wyboru dla sktadowych BN moga przyjmowaé¢ dowolne wartosci z zakresu od
0 do 1 sumujace sie do jedynki. Podczas procesu optymalizacji w trybie ciaglym brze-
gowy rozktad stacjonarny dla weztéw wyjsciowych modelu jest estymowany za pomoca
rozszerzonej metody dwustanowego tancucha Markowa, ktéra zostata oméwiona w roz-
dziale 4.3.2.2, i poréwnywany z wynikami pomiaréw eksperymentalnych.

optPBN umozliwia analize skonstruowanych modeli za pomoca rozszerzonej metody
dwustanowego tancucha Markowa. W pracy P5 pokazuje, ze modele boolowskie uzyskane
przy uzyciu optPBN pozwalajg dokonywaé jakosciowych i iloéciowych interpretacji biolo-
gicznych, ktore sa w zgodzie z obserwowanymi zjawiskami biologicznymi odzwierciedlo-
nymi w danych eksperymentalnych. W szczegdlnoéci dwa modele PBN apoptozy w hepa-
tocytach wyznaczone za pomoca optPBN, okreslane mianem modelu wstepnego apoptozy
(ang. initial apoptosis model) oraz modelu rozszerzonego apoptozy (ang. extended apopto-
sis model) w pracy P5, umozliwiaja poprawne iloSciowe okreslenie wplywu promieniowa~
nia ultrafioletowego UVB na poziom aktywacji kompleksu biatkowego NFxB, kaspazy 3
oraz apoptozy w pierwotnych hepatocytach. Mianowicie, przeprowadzona iloSciowa analiza
modeli poprawnie przewiduje, ze silniejsze promieniowanie UVB, tj. 6001m/m? zamiast
3001m/m?, prowadzi do silniejszej aktywacji szlaku NFxB przy zmniejszonej aktywacji
kaspazy 3 oraz do ostabionej aktywnosci apoptotycznej.

4.3.4 Wyznaczanie atraktoré6w w synchronicznych sieciach boolowskich

Jak wspomniano w rozdziale 4.3.1, identyfikacja wszystkich atraktoréow duzej sieci boolow-
skiej jest problemem trudnym obliczeniowo — udowodniono, ze w ogdlnosci jest to problem
NP-trudny. Niemniej jednak, zadanie to bylo szeroko badane w literaturze i zapropono-
wano kilka rozwigzan skutecznych w praktyce. Wérdd nich mozna wyodrebnié¢ wazna klase
algorytméw opartych na wykorzystaniu Zredukowanych Uporzadkowanych Binarnych Dia-
graméw Decyzyjnych (ang. Reduced Ordered Binary Decision Diagram, ROBDD lub po
prostu BDD). BDD to struktura danych, ktéra w kontekscie sieci boolowskich (zaréwno
BN jak i PBN) umozliwia kompresje reprezentacji funkcji boolowskich w postaci skie-
rowanego acyklicznego grafu (ang. directed acyclic graph, DAG), a na bardziej abstrak-
cyjnym poziomie na skompresowana reprezentacje boolowskich relacji przejsé¢ pomiedzy
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stanami sieci jak i zbioréw stanéw sieci (P)BN. Co wiecej, w przeciwienstwie do innych
skompresowanych reprezentacji, BDD pozwalaja na wykonywanie operacji bezposrednio
na skompresowanej reprezentacji obiektéw, tj. bez uprzedniej dekompresji.

W pracy P6 proponuje nowe podejscie majace na celu poprawe wydajnosci wyzna-
czania atraktoréw w synchronicznych sieciach BN w oparciu o BDD, poprzez ulepszenie
algorytmu pierwotnie przedstawionego w [3]. Moje podejécie opiera si¢ na kilku rozwia-
zaniach. Po pierwsze, zaproponowany zostaje algorytm monolityczny, ktéry jest prosta
iteracja punktu statego relacji przejscia miedzy stanami sieci BN zakodowanej za pomoca
BDD. Algorytm monolityczny rozpoczyna dziatanie od calego zbioru stanéw sieci BN,
ktorego rozmiar jest wykladniczy wzgledem liczby wezléw sieci BN. W zwigzku z tym
jego zastosowanie jest ograniczone do malych sieci.

Po drugie, aby poradzi¢ sobie z duzymi sieciami, proponuje strategie wyszukiwania
wyliczeniowego (ang. enumerative search strategy) do wykrywania wszystkich atraktoréw
osiggalnych ze stanéw z zadanego zbioru Z. Algorytm rozpoczyna dziatanie od losowo wy-
branego stanu s € Z i wyznacza atraktor A osiggalny ze stanu s®. Po usunieciu ze zbioru
Z wszystkich stanéw, ktére sg wstecznie osiggalne ze standéw atraktora A, tzn. osiggalne
po odwrdéceniu kierunku tranzycji w grafie standéw, co jest obliczane za pomoca opera-
cji pre-image na BDD, algorytm kontynuuje wyszukiwanie innych atraktoréw osiggalnych
z pozostalych stanéw w Z. W poréwnaniu do podejscia z [3], algorytm zaproponowany
przeze mnie w pracy P6 lepiej wykorzystuje strukturalne regularnosci wystepujace w BDD
i przyspiesza obliczenia poprzez iteracyjne wyznaczanie bezposrednich poprzednikéw kaz-
dego z rozpatrywanych osobno stanéw atraktora. Takie podejscie pozwala na unikanie
powtarzania zbednych obliczenn za pomocg operacji pre-image, jak to jest uzasadnione
w pracy P6.

Po trzecie, proponuje algorytm wykrywania atraktoréw polegajacy na dekompozycji
celem zredukowania rozmiaru przestrzeni standéw do przeszukania. Przed rozpoczeciem
wykrywania atraktorow sieci BN, algorytm analizuje strukture sieci i probuje podzieli¢
BN na podsieci zwane blokami. Wprowadzam dwie metody tworzenia blokéw: 1) dekom-
pozycje oparta na liSciach oraz 2) dekompozycje oparta na silnie spéjnych skladowych.
Nastepnie wykrywanie atraktoréow jest przeprowadzane dla kazdego bloku przy uzyciu al-
gorytmu monolitycznego lub strategii wyszukiwania wyliczeniowego. Wykryte atraktory
blokowe sa wykorzystywane do ograniczenia przestrzeni stanéw oryginalnej sieci BN po-
przez eliminacje stanéw, ktére sa nieistotne dla wyszukiwania atraktoréw. Ograniczona
przestrzen stanow jest tworzona poprzez wprowadzenie pojeé¢ standw skompresowanych i
stanow lustrzanych, identyfikacje zbioréw standw lustrzanych dla stanéw atraktoréw blo-
kowych we wszystkich blokach oraz obliczenie cze$ci wspdlnej tych zbioréw. Na koniec
atraktory calej sieci BN sa wykrywane poprzez uruchomienie algorytmu monolitycznego
lub strategii wyszukiwania wyliczeniowego na ograniczonej przestrzeni stanow.

Proponuje dwie heurystyki dotyczace ustalania efektywnej kolejnosci zmiennych w BDD.
Wiadomo, ze kolejnoéé zmiennych wejsciowych w BDD moze znaczaco wpltywaé na rozmiar
skonstruowanego BDD oraz koszt obliczeniowy operacji na BDD. Znalezienie optymalnej
kolejnoéci jest problemem NP-zupelnym [3]. Jednakze w literaturze zaproponowano wiele
efektywnych heurystyk umozliwiajacych ustalenie quasi-optymalnej kolejnosci zmiennych
dla BDD.

W pracy P6 proponuje dwie statyczne heurystyki porzadkowania zmiennych w BDD,
oparte na strukturze BN oraz na zalozeniu, ze zmienne, ktore sa topologicznie bliskie
w oryginalnej sieci, powinny by¢ rowniez uporzadkowane wzglednie blisko siebie w BDD.

8Zauwazmy, ze w przypadku rozwazanych tutaj synchronicznych sieci boolowskich, dla kazdego stanu
takiej sieci istnieje dokladnie jeden atraktor deterministycznie osiagalny z tego stanu.
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Heurystyka (I) umieszcza na poczatku wezel z najmniejsza liczba wezltéw potomnych,
natomiast heurystyka (II) przeciwnie — umieszcza na poczatku wezel z najwieksza liczba
wezlow potomnych.

Ewaluacja nowego podejécia do wyznaczania atraktoréw uwzgledniajacego wszystkie
wyzej przestawione udoskonalenia, zostala przeprowadzona na kilku przyktadach oraz na
realistycznym modelu apoptozy w hepatocytach. Uzyskane wyniki wskazuja, ze zapropo-
nowane strategie moga znaczaco poprawi¢ wydajnos¢ oryginalnego algorytmu wykrywania
atraktoréw opartego za pomocg BDD zaréwno dla malych, jak i duzych modeli BN.

W pracy P7 proponuje nowa metode dekompozycji oparta o silnie spdjne sktadowe
(SSS) do wykrywania atraktoréw w duzych synchronicznych modelach BN. Metoda ta
sktada sie z trzech krokéw.

Po pierwsze, model BN jest dzielona na podsieci, zwane blokami, na podstawie grafu
struktury poprzez dekompozycje na SSS. Po drugie, wykrywane sa atraktory kazdego
bloku. W koncowym kroku atraktory oryginalnego modelu BN sa obliczane na podsta-
wie atraktoréw poszczegdlnych blokéw. Jednakze atraktory pelnego, wyjsciowego modelu
BN sg uzyskiwane w odmienny sposéb niz w pracy P6, gdzie atraktory blokéw stuzyly
jedynie do ograniczenia przestrzeni stanéw wyszukiwania dla algorytmu monolitycznego
lub strategii wyszukiwania wyliczeniowego. Tutaj atraktory modelu BN sa konstruowane
bezpoérednio na podstawie atraktoréw blokow.

W tym celu wprowadzane sg w pracy P7 pojecia elementarnych i nieelementarnych
blokéw oraz realizacji bloku nieelementarnego, proponowana jest koncepcja krzyzowalnosci
stanow, a takze definiowane sg operacje scalania blokéw, krzyZowania zbioréw stanéw oraz
krzyZowania rodzin zbiorow stanow. Nastepnie wykazano, ze jesli bloki sa rozpatrywane
i scalane w okreslonej kolejnosci, atraktory wyjsciowego modelu BN moga by¢ iteracyjnie
rekonstruowane poprzez zwykte wykonywanie operacji krzyzowania atraktorow blokéw.

Powyzszy algorytm oparty na dekompozycji wykorzystujacy reprezentacje BDD oraz
operacje na BDD zostal zaimplementowany jako rozszerzenie narzedzia do weryfikacji for-
malnej (ang. model checker) MCMAS [25]. Nastepnie rozszerzona implementacja MCMAS
zostata wiaczona do narzedzia programowego NP1. Skutecznosé nowej metody wykazuje
poprzez poréwnanie jej z innymi metodami dekompozycji opartymi na BDD na modelach
BN o réznej liczbie wezléw, losowo wygenerowanych za pomoca narzedzia programowego
NP1.

Matematyczna poprawnosé opisanych algorytméw zostata w pelni wykazana w pracy
P8, gdzie przedstawione sg wszystkie dowody twierdzen i lematéw z pracy P7. Ponadto,
w pracy P8 przeprowadzam szeroka ewaluacje mojej metody na dziewigciu opubliko-
wanych modelach biologicznych rzeczywistych proceséw komoérkowych, takich jak rozwdj
przerzutéw, kaskady sygnalowej kinazy biatkowej aktywowanej mitogenem (MAPK), prze-
zycie cytotoksycznych limfocytéw T w biataczce z duzych ziarnistych limfocytéw typu T
(T-LGL), migracja keratynocytéw indukowana czynnikiem wzrostu hepatocytéw (HGF),
proces sterowania réznicowaniem limfocytéw Th oraz apoptoza w hepatocytach. Liczba
weztéow w tych modelach wynosi od 32 do 97.

Wyniki ewaluacji na tych biologicznych sieciach sa zgodne z wynikami uzyskanymi
dla losowo wygenerowanych modeli w pracy P7, tj. wskazuja na znaczace przyspiesze-
nie obliczert. Co wigcej, wykorzystujac model apoptozy z réznymi ustawieniami weztéw
wejsciowych, dodatkowo wykazuje, ze zaproponowana metoda pozwala na znaczne przy-
spieszenie analizy modeli z niewielka liczbg atraktoréw. Ta cecha sprawia, ze moja metoda
jest szczegdlnie przydatna do analizy modeli BN rzeczywistych sieci regulatorowych genéw,
poniewaz w takich modelach BN liczba atraktoréw powinna by¢ stosunkowo niewielka, aby
modele te byly zgodne z biologiczng rzeczywistoscia, a tym samym miaty biologiczny sens.
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4.3.5 Wyznaczanie atraktoréw w asynchronicznych sieciach boolowskich

Metoda wykrywania atraktoréw oparta na dekompozycji, przedstawiona w pracach P7
i P8, zostala rozszerzona na duze asynchroniczne modele BN w pracy P9. W tym celu
przedefiniuje pojecie realizacji bloku nicelementarnego, aby odpowiadalo trybowi asynchro-
nicznej aktualizacji. Realizacja bloku nieelementarnego jest uzyskiwana poprzez jawne
skonstruowanie systemu tranzycji (ang. state transition system) tego bloku okreslonego
przez rozwazany atraktor innego, elementarnego bloku bedacego rodzicem (ang. elemen-
tary parent block) danego bloku nieelementarnego. Poniewaz blok rodzic bloku nieele-
mentarnego moze mieé¢ wiecej niz jeden atraktor, dany blok moze mie¢ wiecej niz jedna
realizacje. Konstruowanie realizacji dla bloku nieelementarnego jest kluczowym krokiem
w procesie wyznaczenia jego atraktoréw. Atraktory bloku nieelementarnego stanowig zbiér
atraktorow wszystkich jego realizacji.

W pracy P9 udowadniam, ze bloki elementarne zachowujg atraktory oryginalnego asyn-
chronicznego modelu BN. Ponadto pokazuje, ze atraktory bloku otrzymanego poprzez
scalanie dwoch blokéw elementarnych lub bloku nieelementarnego z jego elementarnym,
pojedynczym blokiem rodzicem mozna uzyskaé¢ poprzez wykonanie operacji krzyzowania
rodzin atraktorow dwoch sktadowych blokdw.

Opracowane podstawy teoretyczne pozwalaja mi zaprojektowaé nowe podejécie oparte
na dekompozycji do wykrywania atraktoréw w duzych asynchronicznych modelach BN,
ktorego gléwne kroki sa nastepujace. Po pierwsze, graf struktury modelu BN jest dzielony
na bloki zgodnie z silnie spéjnymi sktadowymi. Po drugie, bloki sa sortowane topologicz-
nie, a ich atraktory sg wykrywane iteracyjnie, jeden po drugim. Nastepnie wykonywana
jest operacja krzyzowania na dowolnych dwoéch blokach elementarnych lub na bloku ele-
mentarnym i jednym z takich jego blokéw dzieci, ktéry nie ma innych blokéw rodzicow
w celu uzyskania atraktoréw potaczonych blokéw. Powstaly scalony blok staje sie no-
wym blokiem elementarnym. Powtarzajac iteracyjnie operacje krzyzowania do momentu
uzyskania pojedynczego elementarnego bloku zawierajacego wszystkie wezly modelu BN,
algorytm konstruuje wszystkie atraktory oryginalnego modelu BN.

Podobnie jak w przypadku synchronicznym, algorytm dekompozycyjny dla duzych
asynchronicznych modeli BN, wykorzystujacy reprezentacje BDD i operacje na niej, jest
zaimplementowany jako rozszerzenie narzedzia do weryfikacji formalnej MCMAS [25],
ktora to implementacja zostala wtaczona do narzedzia programowego NP1.

W pracy P9 oceniam efektywno$é opracowanego algorytmu wykrywania atraktorow
opartego na dekompozycji dla asynchronicznych modeli BN na dwéch rzeczywistych sys-
temach biologicznych, tj. logicznym modelu sieci MAPK zawierajacym 53 wezly oraz mo-
delu BN apoptozy sktadajacym sie z 97 weztéw. Eksperymenty wykazaty, ze nowa metoda
dziata szczegdlnie dobrze w przypadku duzych sieci, ktore zawieraja kilka stosunkowo
malych SCC, co prowadzi do znacznych przyspieszen obliczen w pordéwnaniu z innymi
metodami.

4.3.6 Sterowanie sieciami boolowskimi

Opracowane kluczowe idee i rozwiazania zwiazane z wykrywaniem atraktoréw w duzych
modelach BN opartym na dekompozycji, ktére zostaty przedstawione w rozdziatach 4.3.4
i4.3.5, byly rozwijane przy opracowywaniu algorytméw dla problemu sterowania w duzych
asynchronicznych sieciach boolowskich w pracach P10 i P11. W szczego6lnosci sformuto-
walem nastepujacy problem sterowania.

Zdefiniowatem sterowanie C' jako podzbiér {1, 2, ...,n}, gdzie n to liczba wezléw w sieci
boolowskiej. Dla stanu s € {0,1}" zaaplikowanie sterowania C' do s, oznaczone jako C(s),
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jest definiowane jako stan s, taki ze s'[i] = 1—s]i], jeslii € C, oraz s'[i] = s[i] w przeciwnym
razie. Innymi stowy, wartos¢ i-tego elementu s jest zmieniana dla wszystkich ¢ € C, a dla
pozostalych elementéw pozostaje niezmieniona.

Nastepnie wprowadzilem pojecia stabego basenu (ang. weak basin) oraz silnego basenu
(ang. strong basin) atraktora. Staby basen atraktora to zbior wszystkich stanéw, z ktérych
istnieje $ciezka prowadzaca do danego atraktora w grafie systemu tranzycji. Jednak ze
wzgledu na niedeterministyczny charakter asynchronicznego trybu aktualizacji, niektore
z tych standéw moga réwniez posiadaé $ciezki prowadzace do innych atraktorow.

W odréznieniu silny basen jest zdefiniowany w taki sposob, ze wszystkie Sciezki z jego
stanow prowadza wytacznie do danego atraktora. W zwiazku z tym silne baseny sa zawsze
podzbiorami stabych basendéw. Co istotne, silny basen atraktora gwarantuje jego ostateczna
osiagalnosé.

Na koniec zdefiniowalem minimalne jednoczesne sterowanie docelowe (ang. minimal
simultaneous target control) dla danego modelu BN, stanu wyjsciowego s oraz atraktora
docelowego A; jako minimalne pod wzgledem licznosci sterowanie C, takie ze C'(s) znajduje
sie w silnym basenie atraktora A;.

Podobnie jak w przypadku algorytméw opartych na dekompozycji do wykrywania
atraktorow, ktére zostaly przedstawione w rozdziatach 4.3.4 i 4.3.5, rozwazam systemy
tranzycji poszczegdlnych blokéw. Jednakze rozwiazanie stosowane do wykrywania atrakto-
row oparte na dekompozycji, gdzie zbiér standw i przejsé dla weztéw kontrolnych bloku nie-
elementarnego jest wyprowadzany poprzez rzutowanie przej$¢ w atraktorze bloku-rodzica
na te wezly kontrolne, nie moze zosta¢ w prosty sposob rozszerzone w celu rozwigzania
problemu minimalnego jednoczesnego sterowania docelowego. Aby rozwigzaé ten problem,
nalezy uwzgledni¢ kompletne zachowanie silnego basenu atraktora w zlaczonych blokach-
rodzicach w celu wygenerowania systemu tranzycji dla bloku nieelementarnego. Dlatego
wprowadzilem pojecie domkniecia przodkowego (ang. ancestor-closure) bloku elementar-
nego lub nieelementarnego jako ztaczenie tego bloku oraz wszystkich jego blokéw-przodkéw
okreélonych przez domkniecie przechodnie relacji bycia rodzicem. Ponadto zdefiniowalem
system tranzycji bloku nieelementarnego, ktory jest generowany przez silny basen atraktora
docelowego zrzutowanego na zlaczenie domknieé¢ przodkowych poszczegdlnych blokdw-
rodzicow danego bloku nieelementarnego.

Algorytm sterowania oparty na dekompozycji opiera sie na dwoch gléwnych twier-
dzeniach, ktére umozliwiajg obliczenie silnego basenu atraktora docelowego na podstawie
dekompozycji modelu BN na mniejsze bloki.

Pierwsze twierdzenie, tj. twierdzenie o zachowaniu atraktorow (ang. preservation of
attractors theorem) stwierdza, ze rzutowanie (projekcja) atraktora docelowego na blok
nieelementarny jest atraktorem w realizacji tego bloku generowanej przez basen atraktora
docelowego w systemie tranzycji bloku uzyskanego przez ztaczenie domknieé przodkowych
poszczegdlnych blokéw-rodzicéw.

Drugie twierdzenie, tj. twierdzenie o zachowaniu basendw (ang. preservation of basins
theorem) stwierdza, ze celem wyznaczenia (silnego) basenu atraktora docelowego, wystar-
czy obliczy¢ lokalne baseny projekcji atraktora docelowego na kazdy z blokéw, gdzie zgod-
nie z twierdzeniem o zachowaniu atraktoréw projekcje te sa atraktorami poszczegdlnych
blokéw, a nastepnie potaczy¢ te lokalne baseny za pomoca operacji krzyzowania.

Opracowanie przedstawionych powyzej podstaw teoretycznych pozwolito mi zapropo-
nowaé efektywna metode rozwiazujaca problem minimalnego jednoczesnego sterowania
docelowego. Jej istota jest oparty na dekompozycji algorytm obliczania silnego basenu
docelowego atraktora. Gtéwne kroki tej metody sa nastepujace. Najpierw dany model BN
jest dekomponowany na bloki, ktore sg sortowane topologicznie ze wzgledu na relacje bycia
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rodzicem. Nastepnie atraktor docelowy jest rozkladany na swoje projekcje na poszczegdlne
bloki. Bloki sa nastepnie rozwazane zgodnie z porzadkiem topologicznym i dla kazdego
z nich konstruowany jest system tranzycji: bezposrednio w przypadku bloku elementar-
nego lub w przypadku bloku nieelementarnego jako system tranzycji realizowany przez
basen skrzyzowanych projekcji docelowego atraktora na wszystkie wczesniejsze w sen-
sie uporzadkowania topologicznego bloki bloku nieelementarnego. Operacja krzyzowania
projekcji atraktora docelowego prowadzi do uzyskania atraktora dla potaczonych blokéw
wczedniejszych, zgodnie z twierdzeniem o zachowaniu atraktoréow. Silny basen w aktualnie
rozwazanym bloku jest obliczany w systemie tranzycji tego bloku dla atraktora docelowego
zrzutowanego na polaczone wszystkie wczesniejsze bloki oraz biezacy blok. Ostatecznie
silny basen atraktora docelowego w potaczonych blokach jest uzyskiwana poprzez zastoso-
wanie operacji krzyzowania na silnych basenach wczes$niejszych polaczonych blokéw oraz
biezacego bloku. Zgodnie z twierdzeniem o zachowaniu basenéw wynikiem jest silny basen
atraktora docelowego w polaczeniu bloku biezacego z wczesniejszymi. Po iteracyjnym roz-
wazeniu wszystkich blokéw uzyskiwana jest silny basen atraktora docelowego dla calego
modelu BN.

Dysponujac algorytmem obliczania silnego basenu, zaproponowalem algorytm rozwia-
zujacy problem minimalnego jednoczesnego sterowania docelowego. Najpierw obliczany
jest silny basen docelowego atraktora. Nastepnie wyznaczany jest zbiér indeksow stanu
lub stanéw nalezacych do tego basenu, ktore sg najblizsze stanowi zrédlowemu w sensie
odleglo$ci Hamminga. Algorytm sterowania oparty na dekompozycji zostal zaimplemen-
towany w narzedziu programowym NP1, ktore wykorzystuje narzedzie do weryfikacji
formalnej MCMAS [25] do efektywnego reprezentowania sieci BN w postaci BDD.

W pracy P10 nowe podejscie zostalo sprawdzone na dwdéch rzeczywistych sieciach
biologicznych. Po pierwsze, na kompleksowym modelu BN, opisujacym mechanizmy de-
cyzyjne w komérkach PC12 determinujace procesy proliferacji i réznicowania. Model ten
taczy w sekwencje zdarzen sygnalizacje biatkowa, aktywnosé czynnikéw transkrypcyjnych
oraz nastepujace po nich sprzezenie zwrotne w postaci sygnalizacji autokrynnej. Model
BN sklada sie z 32 wezléw [26]. Po drugie, na modelu BN apoptozy, ktéry uwzglednia
szlaki regulacyjne przezywalnosci komorki, szlaki metaboliczne insuliny, szlaki wewnetrzny
i zewnetrzny (receptorowy) apoptozy oraz ich wzajemne oddzialywania. Obejmuje on 97
weztéw [28].

Ponadto podejscie zostalo przetestowane na trzech losowo wygenerowanych modelach
BN zawierajacych odpowiednio 100, 120 i 180 weztéw. Uzyskane wyniki pokazuja, ze
dzieki podejsciu typu ,,dziel i rzadz”, moja metoda oparta na dekompozycji ma wyrazna
przewage pod wzgledem wydajnodci, szczegblnie w przypadku duzych sieci, w poréwnaniu
do podejscia globalnego, w ktérym nie uwzglednia sie dekompozycji.

W pracy P11 algorytm podejscia opartego na dekompozycji rozwiazujacy problem mi-
nimalnego jednoczesnego sterowania docelowego zostal dodatkowo zoptymalizowany po-
przez uwzglednienie informacji o stanie zrodtowym. Gléwna idea optymalizacji polega na
sprawdzeniu dla kazdego rozwazanego bloku, czy projekcje stanu zZroédtowego i docelowego
atraktora na ten blok sg identyczne. Jesli tak jest, to nie ma potrzeby obliczania calego
lokalnego silnego basenu dla tego bloku, poniewaz wezly stanu Zrédlowego nalezace do
tego bloku nie wymagaja perturbacji.

Efektywnosé pod wzgledem wydajnosci i skalowalnosci podejscia w pracy P10 oraz
zoptymalizowanej wersji zostata przetestowana na szesciu rzeczywistych modelach biolo-
gicznych o liczbie weztéw w zakresie od 32 do 68, oraz na trzech losowo wygenerowanych
modelach BN zawierajacych odpowiednio 100, 120 i 180 weztow.

Jednakze zastosowanie doktadnych metod opartych na obliczeniach symbolicznych wy-
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korzystujacych BDD jest ograniczone do sieci, ktére daja sie zdekomponowaé na bloki i
gdzie dynamika poszczegdlnych blokéw moze byé reprezentowana i analizowana za po-
moca BDD. Zazwyczaj wymaga to, aby rozmiary blokéw nie przekraczaly kilkudziesieciu
weztéw.

Aby osiagnaé skalowalno$é, zaproponowalem w pracy P12 zastosowanie glebokiego
uczenia przez wzmacnianie (ang. deep reinforcement learning, DRL) do sterowania mo-
delami sieci boolowskich — zaréwno klasycznymi, jak i probabilistycznymi — opisujacymi
ztozone systemy biologiczne.

W tym celu sformutowalem nowy problem sterowania dla modeli BN i PBN sieci re-
gulatorowych genéw w trybie asynchronicznym, tzw. Source-Target Attractor Control.
Problem ten zostal dostosowany do potrzeb reprogramowania komérkowego poprzez ogra-
niczenie mozliwych interwencji wylacznie do stanéw atraktorowych, co odzwierciedla ogra-
niczenia biologii eksperymentalnej. W przeciwienstwie do wczesniejszych podejsé, moz-
liwe jest jednoczesna perturbacja wielu genéw w ramach jednej akcji podejmowanej przez
agenta DRL.

Identyfikacja atraktoréw w duzych sieciach BN/PBN stanowi wyzwanie sama w sobie.
W celu osiggniecia skalowalnosci opracowanego podej$cia wprowadzitem pojecie pseudo-
atraktora oraz procedure identyfikacji stanéw pseudo-atraktorowych podczas treningu
agenta DRL (ang. pseudo-attractor states identification procedure, PASIP). Dodatkowo,
jak zostato to uzasadnione w pracy P12, wprowadzone pojecie pseudo-atraktora i metoda
PASIP pozwalaja radzi¢ sobie z artefaktami modelowania pojawiajacymi sie w asynchro-
nicznych sieciach BN/PBN, ktére objawiaja sie¢ wystepowaniem duzych, ztozonych atrakto-
row pozbawionych biologicznego znaczenia. Niemniej pewne czesto odwiedzane podzbiory
stanéw w takich atraktorach moga odpowiada¢ obserwowalnym stanom fenotypowym. PA-
SIP umozliwia identyfikacje wlasnie takich istotnych stanéw w obrebie tych ,sztucznych”
atraktoréw.

Na koniec opracowatem pbn-STAC — obliczeniowe narzedzie do rozwigzywania zapro-
ponowanego problemu sterowania. Majac dane (pseudo-)atraktorowe stany zrédtowy i do-
celowy, pbn-STAC znajduje odpowiednie strategie sterowania, ktére przeprowadzaja dy-
namike sieci od stanu zZrédlowego do docelowego, podejmujac akcje sterujace wylacznie
w posrednich stanach atraktorowych odpowiadajacym obserwowalnym stanom fenotypo-
wym komorek. Ocenitem skuteczno$é PASIP i pbn-STAC na szeregu sieci biologicznych
o roznych rozmiarach, a uzyskane wyniki potwierdzity efektywno$é¢ zaproponowanego po-
dejscia. Nastepnie poréwnatem wyniki pbn-STAC z doktadnymi, optymalnymi rozwiaza-
niami wszedzie tam, gdzie jest to mozliwe, pokazujac, ze pbn-STAC jest w stanie identy-
fikowaé¢ optymalne lub suboptymalne strategie sterowania.

pbn-STAC stanowi krok naprzéd w kierunku opracowania skalowalnych metod stero-
wania duzymi sieciami biologicznymi.

4.3.7 Wykraczajgc poza formalizm sieci Boolowskich — zlozona dlugofalowa
dynamika systemoéw reakcji

Modelowanie komputerowe umozliwiajace analize systemu i dokonywanie predykcji opar-
tych na formalnym rozumowaniu jest nieodzowne dla pelnego zrozumienia mechanizméw
biologicznych, a w szczegélnosci dla uchwycenia, w jaki sposéb interakcje miedzy poszcze-
gbélnymi elementami komérki prowadza do powszechnego wystepowania réznych typéw
zachowan emergentnych. W pracy P13 rozwazam nastepujace przyklady takich zacho-
wan:

o bistabilno$é (ang. bistability), gdzie system przelacza sie miedzy dwoma alternatyw-
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nymi stabilnymi stanami;

o oscylacje cyklu granicznego (ang. limit cycle oscillations), ktére charakteryzuja okre-
sowa dynamike biologiczna i ekologiczna;

o bifurkacja podwojenia okresu (ang. period-doubling bifurcation), bedaca powszech-
nym mechanizmem deterministycznego chaosu w organizmach zywych, gdzie nie-
wielka zmiana parametrow systemu powoduje, ze poczatkowo stabilny cykl o dtugo-
$ci T staje sie niestabilny i dochodzi do powstania nowego stabilnego cyklu o dtugosci
2T.

Analiza tych zjawisk w przypadku ogélnie pojetych uktadéw reakcji biochemicznych
jest zazwyczaj przeprowadzana za pomoca modeli iloSciowych, w szczegdlnosci modeli
opartych na réwnaniach rézniczkowych zwyczajnych. Jednakze w tego rodzaju modelach
cechy emergentne systemu sg wynikiem iloSciowej interakcji miedzy konkretnymi warto-
Sciami liczbowymi stalych kinetycznych oraz poczatkowych wartosci zmiennych (stezen).
Jak argumentuje w pracy P13, jest to w pewnym stopniu niezadowalajace, gdyz stanowi
konsekwencje konkretnych wartosci numerycznych, ktére nie dostarczajg wgladu w struk-
ture (nature) badanego systemu. Aby rozwiaza¢ ten problem, w pracy P13 przyjmuje
perspektywe jako$ciows badania réznych zachowan uktadu dynamicznego. Usuwajac para-
metry liczbowe z modelu poprzez zastapienie ich elementami jako$ciowymi, ktore usuwane
parametry liczbowe modeluja, daze do zidentyfikowania mechanizmoéw czysto struktural-
nych, ktére moga by¢ odpowiedzialne za wystepowanie zjawisk, takich jak bistabilnos¢,
oscylacja cyklu granicznego czy bifurkacja podwojenia okresu.

W literaturze naukowej wielokrotnie wykorzystywano formalizm sieci Boolowskich do
opisywania takich zachowan. Aby jeszcze bardziej przyblizyé sie do czysto jako$ciowego
opisu wspomnianych zjawisk, w pracy P13 zajmuje sie tym zagadnieniem na poziomie ele-
mentarnym wykorzystujac formalizm systemdw reakcji (ang. reaction systems) pierwotnie
zaproponowany przez Ehrenfeuchta i Rozenberga ([7]), ktéry to formalizm sprowadza opis
systemu wytacznie do elementarnych operacji teoriomnogosciowych. Systemy reakcji ofe-
ruja wglad przyczynowy, ulatwiajac lepsze zrozumienie relacji przyczynowo-skutkowych
miedzy reakcjami, a co za tym idzie, calego modelu. Osigga sie to poprzez skupienie sie na
samym procesie biologicznym i analize badanych zjawisk wylacznie poprzez mechanizmy
umozliwiania (ang. facilitation mechanism) i inhibicji (ang. inhibition mechanism).

W pracy P13 zdefiniowatem pojecie wielostabilnego systemu reakcji i dowiodtem ist-
nienia systeméw reakcji posiadajacych dowolng liczbe standéw stacjonarnych. Nastepnie
zaprezentowalem odpowiednik najmniejszego chemicznego systemu reakcji, ktéry sklada
sie z minimalnej liczby substratéw i reakceji, a odpowiadajacy mu uktadu réwnan rézniczko-
wych zwyczajnych posiada minimalng liczbe sktadnikéw w réwnaniach. Przeprowadzilem
analize jakoSciows zachowania tego systemu i sprawdzitem, ze rzeczywiscie charakteryzuje
sic on bistabilnoscia. Ponadto wykazalem, ze system ten jest minimalny pod wzgledem
liczby substratow niezbednych do uzyskania wielostabilno$ci.

Zdefiniowatem monostabilny system reakcji oraz system reakcji z cyklem granicznym.
Konstrukcja systemu reakcji z cyklem granicznym opiera sie na minimalnym uktadzie
reakcji chemicznych z cyklem granicznym zaproponowanym w [33].

Nastepnie wprowadzitem pojecie okresowego systemu reakcji oraz przedstawilem sys-
tem, w ktérym wystepuje zjawisko podwojenia okresu.

W pracy P13 pokazalem, ze ztozone zachowania dynamiczne, takie jak dwustabilno$¢,
istnienie dowolnej liczby stanéw stacjonarnych, oscylacje cyklu granicznego oraz bifurka-
cje podwojenia okresu, mogg by¢ modelowane za pomoca formalizmu systeméw reakcji.
Zazwyczaj takie zjawiska sa przedstawiane za pomoca modeli iloéciowych z odpowiednio
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dobranymi parametrami numerycznymi. Praca P13 wprowadza naturalne odpowiedniki
pojeé¢ teorii ukladéw dynamicznych dla formalizmu systeméw reakcji i pokazuje, ze te
zlozone zachowania dynamiczne moga by¢ odzwierciedlane przez proste modele systeméw
reakcji. Wyniki te sg zgodne z wezedniejszymi badaniami, ktére wskazuja, ze takie zacho-
wania mogg by¢ modelowane za pomocg mechanizméw opartych na algebrze Boole’a.
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6

6.1

Aktywnos$é naukowa albo artystyczna realizowana w wie-
cej niz jednej uczelni, instytucji naukowej lub instytucji
kultury

W latach 2012-2017 odbylem staz podoktorski na Uniwersytecie Luksemburskim.
W ramach stazu powstata duza cze$¢ publikacji wchodzacych w sktad omawianego
osiggniecia naukowego.

W latach 2021-2022 odbytem staz podoktorski na Uniwersytecie Luksemburskim,
w ramach ktérego bylem kierownikiem projektu , Autonomous Trustworthy Moni-
toring and Diagnosis of CubeSat Health (ATMonSAT)” wspélfinansowanego przez
Europejska Agencje Kosmiczna (ESA).

Obecnie jestem kierownikiem czteroletniego projektu ,, EdgeCR: Efficient and Effi-
cacious Cellular Reprogramming with Edgetic Perturbations”. Projekt jest finanso-
wany przez Narodowe Centrum Nauki (NCN) w ramach wspélpracy Lead Agency
Procedure (LAP) w programie Weave z Uniwersytetem Luksemburskim. Przyznane
finansowanie: 1398596 PLN (NCN, Polska), 656 870,00 EUR (FNR, Luksemburg).
Grant nr 2023/51/1/ST6,/02864.

Osiggniecia dydaktyczne, organizacyjne oraz popularyzu-
jace nauke

Osiggniecia dydaktyczne

6.1.1 Prowadzenie zaje¢ dydaktycznych

Prowadzacy zajecia w ramach przedmiotu ,Kurs Programowania w Pythonie” na
Wydziale Matematyki, Informatyki i Mechaniki Uniwersytetu Warszawskiego | Se-
mestr zimowy w latach 2023 i 2024.

Jezyk wyktadowy: polski

Prowadzacy zajecia w ramach przedmiotu ”Statistical Machine Learning” na Wy-
dziale Matematyki, Informatyki i Mechaniki Uniwersytetu Warszawskiego | Semestr
zimowy w latach 2023 i 2024.

Jezyk wyktadowy: angielski

Wyktadowca przedmiotu ,Jezyki i Narzedzia Programowania 3: Wstep do Ucze-
nia Maszynowego” na Wydziale Matematyki, Informatyki i Mechaniki Uniwersytetu
Warszawskiego | Semestr zimowy 2023 .

Jezyk wyktadowy: polski

Wyktadowca przedmiotu ,Jezyki i Narzedzia Programowania 2: Wstep do Ucze-
nia Maszynowego” na Wydziale Matematyki, Informatyki i Mechaniki Uniwersytetu
Warszawskiego | Semestr letni 2023 r.

Jezyk wyktadowy: polski
Prowadzacy zajecia w ramach przedmiotu ,,Wstep do Informatyki” na Wydziale Ma-

tematyki, Informatyki i Mechaniki Uniwersytetu Warszawskiego | Semestr letni w la-
tach 2023, 2024, 2025.
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Jezyk wyktadowy: polski

o Wykladowca przedmiotu “Space Informatics” na wydziale Faculty of Science, Tech-
nology and Medicine, Uniwersytet Luksemburski prowadzonego w ramach kierunku
studiéw “Interdisciplinary Space Master” | Semestr zimowy w latach 2019, 2020
i 2021.

Jezyk wyktadowy: angielski
o Wyktadowca czeéci “Introduction to Artificial Neural Networks and Deep Learning”
przedmiotu “Theoretical Computer Science 3” prowadzonego na wydziale Faculty

of Science, Technology and Medicine, Uniwersytet Luksemburski | Semestr zimowy
2020r.

Jezyk wyktadowy: angielski
e Wyktadowca przedmiotu “Advanced Systems Biology. Stochastic modelling” prowa-
dzonego na wydziale Faculty of Science, Technology and Communication, Uniwersy-

tet Luksemburski prowadzonego w ramach kierunku studiow “Master in Integrated
Systems Biology” | Lata 2013-2017.

Jezyk wyktadowy: angielski

o Wykladowca przedmiotu “Automata and Formal Languages” prowadzonego na wy-
dziale Faculty of Science, Technology and Communication, Uniwersytet Luksembur-
ski | Lata 2013-2017.

Jezyk wyktadowy: angielski

e Prowadzacy zajecia w ramach przedmiotu “Computational Modelling Techniques”

prowadzonego na Abo Akademi University | Semestr letni 2011 r.

Jezyk wyktadowy: angielski

6.1.2 Promotorstwo pomocnicze prac doktorskich

1. Promotor pomocniczy pracy doktorskiej Jakuba Zarzyckiego. Tytul dysertacji:
“Scalable deep reinforcement learning-based approaches for control of Boolean mo-
dels of complex biological networks”. Planowany termin obrony na Uniwersytecie
Warszawskim: 2026 r.

2. Promotor pomocniczy pracy doktorskiej Qixia Yuan. Tytut dysertacji: “Compu-
tational Methods for Analysing Long-run Dynamics of Biological Systems”. Praca
doktorska obroniona w listopadzie 2017 r. na Uniwersytecie Luksemburskim | Ocena:
celujaca.

6.1.3 Promotorstwo prac magisterskich

1. Promotor pracy magisterskiej Wojciecha Drochomireckiego. Tytut dysertacji:
“Fxploration of Limitations in Transformer Models for Time Series Analysis”. Praca
obroniona w lipcu 2025r. na Uniwersytecie Warszawskim | Kierunek: Machine Le-
arning, Uniwersytet Warszawski.

2. Promotor pracy magisterskiej Rui Zong. Tytul dysertacji: “Cloud Removal from
Satellite Imagery using Generative Adversarial Networks”. Praca obroniona w lutym
2022r. na Uniwersytecie Luksemburskim | Kierunek: Interdisciplinary Space Master,
Uniwersytet Luksemburski.
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3. Promotor pracy magisterskiej Farzaneh Gholami Boroujeni. Tytul dysertacji:
“Machine Learning-based Financial and Market Analysis of Gradel’s Space Depart-
ment”. Praca obroniona w sierpniu 2021 r. na Uniwersytecie Luksemburskim | Kie-
runek: Interdisciplinary Space Master, Uniwersytet Luksemburski.

6.2 Osiaggniecia organizacyjne

Czlonek komitetow organizacyjnych:

o Computer Algebra Applications in the Life Sciences (CASinLife): sesja w ramach
konferencji 30" International Conference on Applications of Computer Algebra
(ACA 2025), 14 — 18/07/2025, Heraklion, Kreta, Grecja

o Computer Algebra Applications in the Life Sciences (CASinLife): sesja w ramach
konferencji 28" International Conference on Applications of Computer Algebra
(ACA 2023), 17 — 21/07/2023, Warszawa, Polska

« Przewodniczacy komitetu organizacyjnego konferencji 16" International Conference

on Formal Engineering Methods (ICFEM 2014), 03—07/11/2014, Luksemburg, Luk-
semburg

e Workshop on Computational Models for Cell Processes: wydarzenie towarzyszace
konferencji 15'" International Symposium on Formal Methods (FM 2008), 26 —
30/05/2008, Turku, Finlandia

6.3 Osiaggniecia w zakresie popularyzacji nauki

e Uczestnik panelu dyskusyjnego ,,Od laboratorium do kliniki — jak wyglada ta droga?”
w ramach wydarzenia ,,Dzienn Komoérek Macierzystych — UniStem Day” na Wydziale
Biologii Uniwersytetu Warszawskiego skierowanego do uczniéw szkét srednich, ma-
jacego na celu popularyzacje wiedzy o komérkach macierzystych, terapiach komor-
kowych i genowych. | 14/03/2025, Warszawa
[https://www.biol.uw.edu.pl/dzien-komorek-macierzystych-unistem-day-na-wydziale-
biologii-uw]

o Wygloszenie prezentacji zatytutowanej ,,Czy algorytmy moga poméc w leczeniu zto-
zonych choréb?” w ramach wydarzenia ,,Dzien Komérek Macierzystych — UniStem
Day” na Wydziale Biologii Uniwersytetu Warszawskiego skierowanego do uczniéw
szkot srednich, majacego na celu popularyzacje wiedzy o komoérkach macierzystych,
terapiach komérkowych i genowych. | 14/03/2025, Warszawa
[https://www.biol.uw.edu.pl/dzien-komorek-macierzystych-unistem-day-na-wydziale-
biologii-uw]

o Wygloszenie prezentacji zatytutowanej “Deep Reinforcement Learning-based Appro-
ach Towards Effective Cellular Reprogramming” w ramach 21. epizodu cyklicznego
wydarzenia Warsaw.Al. | 18/01/2024, Warszawa
[lltt])SI//\\'\V\V.Y(,)Utl,l be.com/watch?v=dIrCMFiyGj 0]

e Uczestnik panelu dyskusyjnego ,,Sztuczna inteligencja — transhumanizm i wizja no-
wego czlowieka” w ramach Jubileuszowego Kongresu Polonii Medycznej zorgani-
zowanego przez Federacje Polonijnych Organizacji Medycznych. | 12-14/09/ 2024,
Krakéw

[https://kongrespoloniimedycznej.org/o-kongresie/program-kongresu/12-wrzesnia-2024-czwartek]
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o Wygloszenie prezentacji zatytutowanej “Deep Reinforcement Learning-based Appro-
aches Towards Effective Cellular Reprogramming” w ramach inicjatywy ,,Noc Inno-
wacji” festiwalu “Digitial Festival”. | 20/10/2023, Warszawa
[https://konferencja2023.ideas-ncbr.pl]

o Udzial w podcascie ,,Szerszy kontekst Al” tworzonym przez IDEAS NCBR Sp. z o.0.
w roli godcia odcinka zatytulowanego ,,Ciato z laboratorium. Jak sztuczna inteli-
gencja pomaga reprogramowaé komorki”. Rozmowa z dr hab. Iwona Grabowska-
Kowalik z Zakladu Cytologii Wydziatu Biologii Uniwersytetu Warszawskiego do-
tyczaca zagadnien zwiazanych z biologia obliczeniows, reprogramowaniem komérek
i rola sztucznej inteligencji w badaniach biologicznych. | 2023, Warszawa
[https://www.youtube.com/watch?v=zcSBJBTRPhE]

7 Dodatkowe informacje

7.1 Wykaz publikacji niewchodzacych w sklad osiggniecia naukowego

Okres po uzyskaniu stopnia doktora:

1. A. Wang, T. P. Tong, A. Mizera, and J. Pang. Benchmarking Structural Inference
Methods for Interacting Dynamical Systems with Synthetic Data. In Proc. 38th An-
nual Conference on Neural Information Processing Systems (Datasets and Bench-
marks Track) — NeurIPS’24, 2024.

CORE: A* (CORE2023) | MNiSW: 200 | Wktad wtasny: 15%

2. R. Horne, S. Mauw, A. Mizera, A. Stemper, and J. Thoemel. Anomaly detection
using deep learning respecting the resources on board a CubeSat. Journal of Aero-
space Information Systems, 20(12):794-922, 2023.

CiteScore: 3.7 (Scopus, 2023) | JIF: 1.3 (WoS, 2023) | MNiSW: 100 | Wktad
wlasny: 50%

3. C. Hasan, R. Horne, S. Mauw, and A. Mizera. Cloud Removal from Satellite Ima-
gery using Multispectral Edge-filtered Conditional Generative Adversarial Networks.
International Journal of Remote Sensing, 43(5):1881-1893, 2022.

CiteScore: 7.0 (Scopus, 2022) | JIF: 3.4 (WoS, 2022) | MNiSW: 70 | Wktad
wlasny: 70%

4. A. Mizera, J. Pang, C. Su, and Q. Yuan. ASSA-PBN: A toolbox for probabilistic
Boolean networks. IEEE/ACM Transactions on Computational Biology and Bioin-
formatics, 15(4):1203-1216, 2018.

CiteScore: 3.9 (Scopus, 2018) | JIF: 2.9 (WoS, 2018) | MNiSW: 70 | Wkiad
wlasny: 30%

5. A. Mizera, J. Pang, H. Qu, and Q. Yuan. ASSA-PBN 3.0: Analysing context-
sensitive probabilistic Boolean networks. In Proc. 16th International Conference on
Computational Methods in Systems Biology (CMSB’18), Lecture Notes in Computer
Science 11095, pp. 277-284. Springer, Cham, 2018.

CiteScore: 1.6 (Scopus, 2018) | Wktad wlasny: 35%
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6.

10.

11.

12.

13.

A. Mizera, J. Pang, and Q. Yuan. ASSA-PBN 2.0: A software tool for probabilistic
Boolean networks. In E. Bartocci, P. Lio, and N. Paoletti (Eds.), Proc. 14th In-
ternational Conference on Computational Methods in Systems Biology (CMSB’16),
Lecture Notes in Computer Science 9859, pp. 309-315. Springer, Cham, 2016.

CiteScore: 1.6 (Scopus, 2016) | Wkiad wlasny: 40%

A. Mizera, J. Pang, and Q. Yuan. GPU-accelerated steady-state computation of
large probabilistic Boolean networks. In M. Frénzle, D. Kapur, and N. Zhan (Eds.),
Proc. 2nd International Symposium on Dependable Software Engineering: Theories,
Tools, and Applications (SETTA’16), Lecture Notes in Computer Science 9984,
pp- 50-66. Springer, Cham, 2016.

CiteScore: 1.6 (Scopus, 2016) | Wkiad wlasny: 40%

. P. Zarnowiec, A. Mizera, M. Chrapek, M. Urbaniak, and W. Kaca. Chemometric

analysis of attenuated total reflectance infrared spectra of Proteus mirabilis strains
with defined structures of LPS. Innate Immunity, 22(5):325-335, 2016.

CiteScore: 5.3 (Scopus, 2016) | JIF: 2.3 (WoS, 2016) | MNiSW: 70 | Wktad
wlasny: 20%

. H. Qu, Q. Yuan, J. Pang, and A. Mizera. Improving BDD-based attractor detection

for synchronous Boolean networks. In H. Mei, J. Lii, X. Ma, Q. Wang, G. Yin, and
X. Liao (Eds.), Proc. 7th Asia-Pacific Symposium on Internetware (Internetware’l5),
pp- 212-220, ACM, New York, 2015.

Wktad wlasny: 25%

X. Chen, A. Mizera, and J. Pang. Activity tracking: A new attack on location
privacy. In S.D. C. di Vimercati, D. Du, G. Noubir, and P. Samarati (Eds.), Proc.
3rd IEEE Conference on Communications and Network Security (CNS’15), pp. 22—
30. IEEE, 2015.

Wktad wlasny: 35%

A. Mizera, J. Pang, and Q. Yuan. ASSA-PBN: An approximate steady-state ana-
lyser for probabilistic Boolean networks. In B. Finkbeiner, G. Pu, and L. Zhang
(Eds.), Proc. 13th International Symposium on Automated Technology for Verifica-
tion and Analysis (ATVA’15), Lecture Notes in Computer Science 9364, pp. 214-220.
Springer, Cham, 2015.

CiteScore: 1.5 (Scopus, 2015) | Wkiad wlasny: 40%

A. Mizera, J. Pang, and Q. Yuan. Model-checking based approaches to parameter
estimation of gene regulatory networks. In E. André, L. Zhang, J.S. Dong, and
Z. Feng (Eds.), Proc. 19th International Conference on Engineering of Complex
Computer Systems (ICECCS’14), pp. 206-209. IEEE Computer Society Conference
Publishing Services, 2014.

CiteScore: 0.5 (Scopus, 2014) | MNiSW: 70 | Wktad wlasny: 35%
P. Trairatphisan, A. Mizera, J. Pang, A. A. Tantar, J. Schneider, and T. Sauter.

Recent development and biomedical applications of probabilistic Boolean networks.
Cell Communication and Signaling, 11:46, 2013.

CiteScore: 5.7 (Scopus, 2013) | JIF: 4.7 (WoS, 2013) | MNiSW: 140 | Wktad
wlasny: 30%
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14.

15.

16.

17.

18.

19.

20.

A. Mizera, J. Pang, T. Sauter, and P. Trairatphisan. A balancing act: Parame-
ter estimation for biological models with steady-state measurements. In A. Gupta
and T. A. Henzinger, (Eds.), Proc. 11th International Conference on Computatio-
nal Methods in Systems Biology (CMSB’13), Lecture Notes in Bioinformatics 8130,
pp- 253-254. Springer, Berlin Heidelberg, 2013.

CiteScore: 1.5 (Scopus, 2013) | Wkiad wlasny: 35%

A. Mizera, J. Pang, T. Sauter, and P. Trairatphisan. Mathematical modelling of the
Platelet-Derived Growth Factor (PDGF) signalling pathway. In I. Petre (Ed.), Proc.
4th International Workshop on Computational Models for Cell Processes (Comp-
Mod’13), vol. 116 of Electronic Proceedings in Theoretical Computer Science, p. 35,
2013.

SJR: 0.312 (SCImago, 2013) | MNiSW: 20 | Wktad wlasny: 35%

El. Czeizler, A. Mizera, and I. Petre. A Boolean approach for disentangling the
numerical contribution of modules to the system-level behavior of a biomodel. Fun-
damenta Informaticae, 116(1-4):51-63, 2012.

CiteScore: 1.7 (Scopus, 2012) | JIF: 0.4 (WoS, 2012) | MNiSW: 70 | Wktad
wlasny: 40%

Eu. Czeizler, A. Mizera, El. Czeizler, R.-J. Back, J. E. Eriksson, and I. Petre.
Quantitative analysis of the self-assembly strategies of intermediate filaments from
tetrameric vimentin. IEEE/ACM Transactions on Computational Biology and Bio-
informatics, 9(3):885-898, 2012.

CiteScore: 3.1 (Scopus, 2012) | JIF: 1.6 (WoS, 2012) | MNiSW: 70 | Wkiad
wlasny: 45%

A. Mizera, El. Czeizler, and 1. Petre. Computational methods for quantitative
submodel comparison. In E. Katz (Ed.), Biomolecular Information Processing. From
Logic Systems to Smart Sensors and Actuators, pp. 323-346. Wiley-VCH Verlag
GmbH, Weinheim, DE, 2012.

Wktad wlasny: 45%

A. Mizera, Eu. Czeizler, and I. Petre. Self-assembly models of variable resolution.
In C. Priami, I. Petre, E. Vink (Ed.), Transactions on Computational Systems Bio-
logy X1V, Lecture Notes in Computer Science 7625, pp.181-203. Springer, Berlin,
Heidelberg, 2012.

CiteScore: 1.4 (Scopus, 2012) | Wktlad wlasny: 45%
E. Kruglenko, A. Mizera, B. Gambin, R. Tymkiewicz., B. Zienkiewicz, and J. Lit-
niewski. Nagrzewanie ultradzwickami tkanek miekkich in wvitro i wlasnoséci aku-

styczne wytworzonych wzorcéw tkanek miekkich. 59th Open Seminar on Acoustics,
2012-09-10/09-14, Boszkowo (PL), pp.129-132, 2012.

Wktad wlasny: 20%

Okres przed uzyskaniem stopnia doktora:

1.

A. Mizera, El. Czeizler, and 1. Petre. Methods for Biochemical Model Decompo-
sition and Quantitative Submodel Comparison. Israel Journal of Chemistry, 51(1):
151-164, 2011.
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CiteScore: 1.5 (Scopus, 2011) | JIF: 1.5 (WoS, 2011) | MNiSW: 70 | Wktad
wlasny: 45%

2. 1. Petre, A. Mizera, C. L. Hyder, A. Meinander, A. Mikhailov, R. I. Morimoto,
L. Sistonen, J. E. Eriksson, and R.-J. Back. A simple mass-action model for the
eukaryotic heat shock response and its mathematical validation. Natural Computing,
10(1):595-612, 2011.

CiteScore: 2.4 (Scopus, 2011) | JIF: 1.6 (WoS, 2012) | MNiSW: 40 | Wkiad
wlasny: 40%

3. A. Mizera and B. Gambin. Modelling of ultrasound therapeutic heating and nu-
merical study of the dynamics of the induced heat shock response. Communications
in Nonlinear Science and Numerical Stmulation, 16(5):2342-2349, 2011.

CiteScore: 5.0 (Scopus, 2011) | JIF: 2.8 (WoS, 2011) | MNiSW: 100 | Wkiad
wlasny: 60%

4. A. Mizera and B. Gambin. Stochastic modelling of the eukaryotic heat shock re-
sponse. Journal of Theoretical Biology, 265(3):455-466, 2010.

CiteScore: 4.1 (Scopus, 2011) | JIF: 2.4 (WoS, 2010) | MNiSW: 70 | Wktad
wlasny: 65%

5. A. Mizera and B. Gambin. The dynamics of heat shock response induced by ul-
trasound therapeutic treatment. In J. Awrejcewicz, M. Kazmierczak, J. Mrozowski,
and P. Olejnik (Eds.), Proc. 10th Conference on Dynamical Systems - Theory and
Applications (DSTA-2009), vol. 2, pp. 847-852. Left Grupa, L6dz, Poland, 2009.

Wktad wlasny: 60%

6. B. Gambin, T. Kujawska, E. Kruglenko, A. Mizera, A. Nowicki. Temperature fields
induced by low power focused ultrasound in soft tissues during gene therapy. Nu-
merical predictions and experimental results. Archives of Acoustics, 34(4): 445-459,
2009.

CiteScore: 1.3 (Scopus, 2011) | JIF: 0.3 (WoS, 2009) | MNiSW: 100 | Wktad
wlasny: 20%

7. 1. Petre, A. Mizera, C. L. Hyder, A. Mikhailov, J. E. Eriksson, L. Sistonen, and
R.-J. Back. A new mathematical model for the heat shock response. In A. Condon,
D. Harel, J. N. Kok, A. Salomaa, and E. Winfree (Eds.), Algorithmic Bioprocesses,
pp- 411-425. Springer, Dordrecht Heidelberg London New York, 2009.

Wktad wlasny: 50%

8. I. Petre, A. Mizera, and R.-J. Back. Computational heuristics for simplifying a bio-
logical model. In K. Ambos-Spies, B. Lowe, and W. Merkle (Eds.), Proc. 5th Confe-
rence on Computability in Furope: Mathematical Theory and Computational Practice

(CiE 2009), Lecture Notes in Computer Science 5635, pp. 399-408. Springer, Ber-
lin Heidelberg, 2009.

CiteScore: 1.3 (Scopus, 2011) | Wkiad wlasny: 60%
9. N. Dojer, A. Gambin, A. Mizera, B. Wilczynski, and J. Tiuryn. Applying dynamic

Bayesian networks to perturbed gene expression data. BMC Bioinformatics, 7:249,
2006.

JIF: 3.6 (WoS, 2006) | MNiSW: 100 | Wktlad wlasny: 20%
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7.2

1.

7.3

7.4

Rozszerzone streszczenia

A. Mizera and J. Zarzycki. Deep Reinforcement Learning for Controlled Traversing
of the Attractor Landscape of Boolean Models in the Context of Cellular Reprogram-
ming. 32nd Conference on Intelligent Systems for Molecular Biology (ISMB 2024),
2024.

Raporty naukowe

. R. Horne, S. Mauw, A. Mizera, A. Stemper, and J. Thoemel. Autonomous Tru-

stworthy Monitoring and Diagnosis of CubeSat Health (AtMonSat). Project Report,
2022.

Raport koncowy podsumowujacego realizacje projektu AtMonSat wspétfinansowanego przez Euro-
pejska Agencje Kosmiczna (ESA) w ramach platformy Open Space Innovation Platform (OSIP)
oraz przez Uniwersytet Luksemburski. Zaprezentowany podczas The Software Systems Division
(TEC-SW) and Data Systems, Microelectronics & Component Technology Division (TEC-ED) Fi-

nal Presentation Days — Autumn 2022

Narzedzia programowe niewchodzgce w sktad osiggniecia naukowego

. ATMonSAT: Implementacja algorytmu detekcji anomalii opracowanego w ramach

projektu AtMonSat (https://github.com/andre-stemper/ATMonSAT).

38


https://indico.esa.int/event/405/timetable/
https://indico.esa.int/event/405/timetable/
https://indico.esa.int/event/405/timetable/
https://github.com/andre-stemper/ATMonSAT

A. Mizera Autoreferat (zalacznik nr 3)

PODPIS ZAUFANY

ANDRZE]
MIZERA

19.10.2025 11:47:09 GMT+0200
Dokument podpisany elektronicznie
podpisem zaufanym

(podpis wnioskodawcy)

39



	Imię i nazwisko
	Posiadane dyplomy, stopnie naukowe lub artystyczne
	Informacje o dotychczasowym zatrudnieniu w jednostkach naukowych
	Omówienie osiągnięcia naukowego
	Tytuł osiągnięcia naukowego
	Publikacje wchodzące w skład osiągnięcia naukowego
	Opis osiągnięcia naukowego
	Wprowadzenie
	Metody analizy stanów ustalonych w probabilistycznych sieciach boolowskich
	Konstruowanie modeli PBN na podstawie danych
	Wyznaczanie atraktorów w synchronicznych sieciach boolowskich
	Wyznaczanie atraktorów w asynchronicznych sieciach boolowskich
	Sterowanie sieciami boolowskimi
	Wykraczając poza formalizm sieci Boolowskich – złożona długofalowa dynamika systemów reakcji


	Aktywność naukowa albo artystyczna realizowana w więcej niż jednej uczelni, instytucji naukowej lub instytucji kultury
	Osiągnięcia dydaktyczne, organizacyjne oraz popularyzujące naukę
	Osiągnięcia dydaktyczne
	Prowadzenie zajęć dydaktycznych
	Promotorstwo pomocnicze prac doktorskich
	Promotorstwo prac magisterskich

	Osiągnięcia organizacyjne
	Osiągnięcia w zakresie popularyzacji nauki

	Dodatkowe informacje
	Wykaz publikacji niewchodzących w skład osiągnięcia naukowego
	Rozszerzone streszczenia
	Raporty naukowe
	Narzędzia programowe niewchodzące w skład osiągnięcia naukowego


		2025-10-19T09:47:09+0000
	ANDRZEJ MIZERA
	Opatrzono pieczęcią ministra właściwego do spraw informatyzacji w imieniu: : ANDRZEJ MIZERA, PESEL: 81021700634, PZ ID: 81021700634




