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Abstract

Spatial, genomic, and phenotypic heterogeneity are crucial for understanding cancer pro-
gression, treatment, and survival. However, identifying cancer clones and their gene expression
profiles alongside their location in the tumor tissue is challenging. This thesis is devoted to
comprehensive modeling of different aspects of tumor heterogeneity and builds upon three
projects. In the first project, we focused on the genomic heterogeneity of the tumor and
developed a probabilistic model that leverages independent genomic clustering of cells and
scarce single-cell RNA sequencing data to map cells to given imperfect genotypes of tumor
clones. In the second project, we explored all three aspects of heterogeneity with the main
focus on spatial heterogeneity. We developed a complex probabilistic model to accurately
infer the cancer clones and their localization in close to single-cell resolution by integrating
pathological images, whole-exome sequencing, and spatial transcriptomics data. Expanding
upon our previous project, in the third project, we focused on phenotypic heterogeneity. We
proposed a probabilistic model that combines spatial transcriptomics and whole-exome se-
quencing data to accurately identify cancer clones and their gene expression profiles in tumor
tissue. Our integrated approach provides a comprehensive understanding of the spatial, ge-
nomic, and phenotypic organization of tumors, opening new avenues to study the functional
implications of tumor heterogeneity and the origins of resistance to targeted therapies.
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Chapter 1

Introduction

Cancer is a complex and multifaceted disease characterized by abnormal cell growth [1]. It
is caused by genetic alterations, which are changes in the genetic material (the genome) of a
cell that can be transmitted to the cell’s descendants [2]. These alterations can cause cells to
grow and divide abnormally, leading to the formation of tumors. Tumors can be benign (not
cancerous) or malignant (cancerous). There are over 200 distinct types of cancer, and it is one
of the major causes of death worldwide [3]. Cancer cells can create subpopulations of tumor
cells by acquiring new mutations during cell division. These mutations can cause the cells to
differentiate and acquire new characteristics, leading to the formation of subpopulations. Each
subpopulation with a group of cells that are genetically identical to each other is called a clone.
Each clone over time grows and creates new descendant clones by gaining new mutations over
the process of clonal evolution. The identical mutation profile of the cells in each clone is called
genotype. This diverse genetic characteristics is called genetic heterogenity, which poses a
significant challenge for cancer treatment and therapy resistance [4, 5, 6, 7, 8, 9, 10, 11, 12, 13].

Besides the genetic heterogeneity, there are differences in the observable characteristics of
cells within and between different clones. These characteristics of a cell are called phenotype
and the differences in the phenotype between cells are called phenotypic heterogeneity [14].
If a cell has a phenotype that helps it survive and grow, it can pass that phenotype on to its
offspring. This can lead to increased levels of heterogeneity in specific phenotypic traits [15]. In
addition, the characteristics of a tumor can also vary at different locations due to the uneven
distribution of various concentrations of each clone within a tissue. This is called spatial
heterogeneity. The genetic, phenotypic, and spatial heterogeneity of clones are responsible for
their various behaviors and localization, which introduce a variety of difficulties in treatment.
Understanding these factors can help improve treatment methods [16, 17].

Determining the tumor clones and tracing their evolutionary connections can shed light
on the genetic heterogeneity [18]. Furthermore, by understanding the behaviors of the cells
(phenotype) within separate cancer clones as well as their location and interactions, we can
gain insight into the underlying mechanisms of tumor development [19]. Overall, our goal
in this thesis is to resolve the evolution of cancer and understand the different types of
heterogeneity in the tumor to provide valuable information that can be used to improve
cancer diagnosis and treatment [20].

For modeling and understanding such a complex environment and relations we need a
powerful computational method. Probabilistic graphical models (PGMs) are a type of math-
ematical model that can be used to represent complex relationships between different vari-
ables. They are useful for modeling real-world scenarios where there is a lot of uncertainty,
such as cancer study. They are also widely used in feature selection [21, 22], data integration
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[23, 24, 25, 26], classification tasks [27, 28], image Analysis [29], social network analysis [30],
recognition in speech processing, time-series modeling, and finally dealing with uncertainty in
expert systems [31]. PGMs use nodes to represent random variables and graphs to represent
the relationships between the variables. This makes them a powerful tool for understanding
complex environments and relationships. [32, 33, 22, 34, 35].

The first important strength of PGMs is that they are interpretable. The graphical struc-
ture of PGMs provides a clear, visual representation of the variables and their dependencies,
making it easier to understand the system. Secondly, they are modular and allow the model-
ing of complex systems by breaking them down into smaller, interconnected components that
can be solved and combined independently. Thirdly, they are flexible as they can accommo-
date a wide range of probability distributions and can easily handle missing data or latent
variables. Finally, they are efficient. PGMs make it trivial to efficiently calculate the marginal
probabilities and making predictions based on the underlying graph structure [36, 37]. These
strengths make PGMs an ideal choice for modeling complex systems such as cancer studies.

1.1. Research topics covered in the thesis

The primary objective of my thesis is to develop computational methods that improve our
understanding of the clonal architecture of tumors and enable tracing the genetic origin,
location, and phenotypic characteristics of individual cells within a tumor. To achieve this, we
undertake multiple projects that integrate various sources of data that can measure different
aspects of tumor tissue including bulk deoxyribonucleic acid sequencing (bulk DNA-seq),
which provides aggregated genomics information of millions of cells in a tumor sample [38],
single-cell ribonucleic acid sequencing (scRNA-seq) that examines the gene expression level of
individual cells [39], B-cell Receptor (BCR) sequence which is a protein complex on the surface
of B-cells (a type of white blood cell) that binds to antigens (a foreign molecule that stimulates
an immune response) [40], hematoxylin and eosin (H&E) stained images that provide general
layout and distribution of cells [41], and spatially resolved tumor transcriptomic (ST) that
capture the transcriptomics data alongside their coordinates (spots) in the tissue [42].

The first project is focused on exploring the genetic heterogeneity in the tumor. In
this project, we develop a probabilistic model, called CACTUS, which accurately identify the
clonal origin of tumor cells, as well as corrects any errors in the given phylogeny tree from bulk
DNA-seq and scRNA-seq data. In this project, we additionally utilize the clustering of cells
based on their B-cell receptor (BCR) sequences to improve the accuracy of the cell-to-clone
assignment. BCR sequences refer to the genetic information that codes for the proteins on the
surface of B-cells, which are a type of immune cell. We applied this model to newly generated
follicular lymphoma single-cell data. This project is a collaboration with the Leiden University
Medical Center in the Netherlands and has been published in Genome Medicine [43].

The second project is focused on the spatial heterogeneity. In this project, we design a
probabilistic model, called Tumoroscope, that is able to localize the cancer clones within the
tumor tissue. It integrates ST and bulk DNA-seq data to deconvolute the mixture of cells
in each ST spot, containing a mini-batch of cells, into the cells coming from different clones.
Using simulated data, we validate the model’s performance and demonstrate its ability to
accurately infer the fraction of the cells in the ST spots coming from the specific cancer clone.
Additionally, we apply the model to both a previously published prostate cancer dataset [44]
and a newly generated breast cancer dataset, showing the generalizability of our approach.
We also use a regression model to estimate the gene expression profiles of the clones by taking
into consideration the gene expression of the spots and the inferred proportion of the clones
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Figure 1.1: Overview of the three projects presented in the thesis. Image created by BioRen-
der.

in each spot by Tumoroscope. This project is a collaboration with KTH University in Sweden
and has been submitted to a journal and is available in BioRxiv [45].

The third project is focused on the phenotypic heterogeneity. In this project, we present
a model, called clonalGE, which is built upon the Tumoroscope model by incorporating the
inference of clone-specific gene expression alongside the clonal composition of the tumor across
the tissue. For this, we introduce additional data sources of information to the model, con-
taining the gene expression in each ST spot, which is the original output of ST data. We
use both synthetic data and real data to demonstrate the improvement in the estimation of
clone-specific gene expression and apply the improved model to the previously used prostate
cancer dataset [44].

Throughout these projects, we are combining information from various sources of data,
formalizing this information in the language of probabilistic graphical models, and devising
efficient methods for statistical inference 1.1. In the following section, I will describe the
major challenges that we faced and our solution to these challenges.

1.2. Challenges and our solutions

1.2.1. Mixture deconvolution

In all the projects in this thesis, we use bulk DNA-seq data for inferring the clones. Bulk
DNA-seq technology mixes many genetically distinct cells in each sample, which must then be
computationally deconvolved as different clones with similar genotypes. This problem refers
to as the deconvolution of a mixture, which denotes a process of separating individual compo-
nents of a mixed sample. In the second project and third projects, we face the same problem,
having the mixtures of aggregated reads coming from the cells belong to different clones with
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the same coordinates in the ST spots. This deconvolution can be a challenging task because
the individual components may have similar characteristics and may be difficult to distin-
guish from one another. Additionally, the process of mixing the components can introduce
noise or other confounding factors that can make it difficult to accurately deconvolute the
mixture. This challenge is often addressed by using mathematical models such as Gaussian
Mixture Model (GMM) [46], Dirichlet distributions [47], generative models [48], Categorical
distributions [49] and matrix factorization methods [50, 51].

1.2.2. Error correction

In this thesis, we use DNA and RNA sequencing for genome analysis, which is plagued by
potential sources of error, including limitations in the techniques used for sequencing, which
is leading to inaccuracies in the number of reads and nucleotides identified in the sequences.
Another significant source of error is the use of different bioinformatics tools or methods for the
steps of pre-processing the data. Each step can introduce different biases and inaccuracies
in the analysis of the sequences [52]. To improve the accuracy and reliability of genome
analysis results, various solutions can be employed, including advancements in sequencing
technologies [53], the implementation of quality control metrics [54, 55], the use of error
correction algorithms [56], data normalization techniques [57, 58], the integration of data
from multiple sources, and the application of machine learning and statistical methods for
estimating the error [59].

1.2.3. Feature allocation

In the second and third projects, we need to resolve the mixture of the clones in the ST spots.
The problem involves assigning a subset of clones (features) with specific genotypes (proper-
ties of the features) to the spots (samples) in the data. Each spot can belong to more than
one feature. This problem is refer to as feature allocation, which is a generalization of the
clustering problem, where each sample can belong to more than one cluster, called features.
It is useful for modeling data that have multiple attributes or aspects, such as consumers’
preferences for genres or document topics. There are many approaches to this problem includ-
ing Latent Dirichlet Allocation (LDA) [60], Hierarchical Dirichlet Process (HDP) [61], Indian
Buffet Process (IBP) [62, 63], Gause-Poisson Process (GPP) [64], and Beta-Bernoulli Process
(BBP) [65].

This problem can be challenging due to the number of factors. One factor is the high
dimensionality of the feature space. The large number of properties belong to the features
(mutations) can make it difficult to identify the relevant features and assign them to the
samples. Another factor is that the problem of feature allocation can be further complicated by
the presence of dependencies and interactions among the features and samples. For example,
the expression of certain clones and therefore, the present mutations may be influenced by
the location of the sample or the presence of other clones.

1.2.4. Bias

In ST data, which is used in the second and third projects, the number of reads per mutation
in each spot can be biased due to the interplay between cell number and gene expression
levels in that region of the tissue. This same issue applies to single-cell data where the gene
expression levels vary across the tissue. These issues refer to as biases that can compromise
the accuracy of the data and must be considered when interpreting results. Bias, generally
refers to a systematic error or deviation from the true value in a measurement or estimate.
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In data analysis, bias can result from various sources such as measurement errors, sampling
issues, or incorrect assumptions in the analysis process. Bias reduction can be accomplished
through various methods that are tailored to the research question and type of data, such
as normalization techniques [66], cell number correction, or the use of statistical models that
consider the relationship between cell number and gene expression [67, 68, 69].

1.2.5. Lack of ground truth

In all my projects, we do not have the ground truth of the characteristic of the clones.
Without knowing the true clones, it is difficult to determine the accuracy or performance
of the clonal inference methods. Besides, in the first project, we do not have the ground
truth of the BCR clusters and yet we are correcting these clusters in our model. Also, we
do not have the true clones for the cells to verify if we infer them correctly. In my second
and third projects, not only we do not know the present clones in each spot and the fraction
of cells that belong to them, but also we do not have the ground truth of the clone-specific
gene expression which makes it hard to verify if we estimate them correctly. This problem is
referred to as the lack of ground truth, which is the absence of true or known values. One
example of this problem in machine learning is comparing two classifiers without labels, which
is a challenging task, as labels are usually needed to measure the accuracy, precision, recall,
and other metrics of the classifiers [70]. However, there are some possible ways to compare
two classifiers without labels, such as using synthetic or simulated datasets, where the true
labels are known or generated, and applying the classifiers to these datasets to compare their
performance. Another solution is using unsupervised or semi-supervised methods, such as
clustering or dimensionality reduction to group or label the data based on some features or
criteria, and then compare the classifiers based on these groups or labels. Finally, we can use
domain knowledge, expert opinions, or external sources, such as literature and databases, to
provide some labels or information for the data, and then to compare the classifiers based on
these labels or information [71, 72].
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Chapter 2

Cancer biology

In this chapter, our aim is to establish a basic understanding of cancer and its properties.
First, we start with the explanation of cell normal functionality. Then, we define cancer
cells and explore the role of genes and mutations in the development of cancer. We also
explain the general hallmarks of this complex disease alongside the clonal evolution and tumor
heterogeneity. After obtaining a fundamental comprehension of cancer, we provide a brief
characterization of the specific types of cancer that our project focuses on, including prostate
cancer, breast cancer, and follicular lymphoma.

2.1. Cell cycle

A cell is the smallest functional unit that can live on its own and compose all the body’s
tissues. The organs of the body are made of these tissues [73]. Cells replicate themselves into
two daughter cells in a tightly controlled replication process that is called mitosis. Mitosis for
the cells is controlled by a series of organized processes called the cell cycle (see fig. 2.1). It
is a cycle since this series of events will start for each of the daughters after mitosis. The cell
cycle for the cells that have a nucleus (eg. eukaryotic cells) divides into two stages: interphase,
for the cell growth and replication of its DNA, and the mitotic (M) phase, for separating the
DNA and cytoplasm into two cells.
The interphase includes three phases.

• G_1: in this stage, the cell grows, it also makes copies of organelles and the necessary
molecular building blocks.

• S: in this stage, the cell duplicates DNA and a microtubule-organizing structure called
the centrosome which is helpful in separating the DNA during the M phase.

• G_2: the cell grows more, produces proteins and organelles, and gets prepared for
mitosis.

The M phase includes two stages:

• mitosis in this stage, the duplicated DNAs condense into two different DNAs, each
with two chromosomes, and locate on two sides of the cell, ready for the splitting of the
cell.

• cytokinesis in this stage, the cell physically gets split into two cells.
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Figure 2.1: Cell cyle. Image credit: by OpenStax College, Biology (CC BY 3.0).

There are some cells that do not want to divide again, or they divide very slowly. In this
case, the cell enters the resting phase called G-0. The cell may stay in this phase forever or
again enter the G-1 phase for dividing [74].

2.2. Cancer development and properties

2.2.1. What is cancer generally?

Cancer is the leading cause of death in the world. Breast, lung, colorectal, and prostate
cancer are the most common types of cancer (see Figure 2.2) [75, 76, 1]. Cancer develops via
the uncontrolled growth of cells and all types of it can be grouped into four main branches:
carcinoma, sarcoma, leukemia, and lymphoma. The first type, carcinoma, happens in epithe-
lium tissues containing cells on the internal and external surface of the body, such as prostate
cancer, breast cancer, lung cancer, and colorectal cancer. The second type is sarcoma which is
rare cancer that happens in connective tissue found in bones, blood vessels, nerves, tendons,
cartilage, muscle, and fat. The third type is leukemia, which is a cancer of the blood; originat-
ing in the bone marrow, including acute myeloid leukemia (AML) and chronic lymphocytic
leukemia (CLL) that occur most frequently. The last type is lymphoma, which is a cancer of
the lymph system.

2.2.2. Role of genes and mutations in causing cancer

DNA is a double-stranded molecule, composed of two chains constructed by nucleotides that
coil around each other to form a double-helix [77]. The genetic instructions for the develop-
ment, functioning, growth, and reproduction of all known organisms and many viruses are
coded by DNA. The set of DNA instructions found in a cell is called the genome. Around
99.5 percent of the genome is the same in all humans—only the 0.5 percent variations in the
genome account for our individuality. A region of DNA with possible different lengths that
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Figure 2.2: The distribution of cancer types across patients. Data source: GLOBOCAN 2020
Graph production: global cancer observatory https://gco.iarc.fr/
International Agency for Research on Cancer 2023

encodes a function is called a gene. There exist around 25000 genes in the human genome,
each taking part in a function happening in the body [78].

There are two main gene types that have the potential to cause cancer. The first category
is the oncogenes that regulate cell proliferation and growth together with controlling the
cell cycle and apoptosis [79]. The second one is the tumor suppressor gene (TSG) or anti-
oncogenes that encodes a protein that regulates and checks cell division. Detrimental genetic
variations called mutation on the oncogenes and anti-oncogenes are the critical reasons for
developing cancer. There are two types of mutations:

• Activating mutations change the function of the gene or alternatively the time and
level of the expression. These mutations in oncogenes possibly cause cancer.

• Inactivating mutations reduce functionality of the gene. These mutations in tumor
suppressors possibly cause cancer [80].

2.2.3. Factors influencing genetic mutations

Mutations are classified into two classes: germline and somatic mutations. Germline muta-
tions are the ones that we inherit from the egg and sperm cells during conception. These
mutations are the reason why we are not exactly like our parents. On the other hand, somatic
mutations are the ones that happen after conception to all the cells other than the egg and
sperm. The somatic mutations will be passed to the cells formed by the division (daughter
cells) but not to the offspring. Cancer can be caused by somatic mutations possibly happening
by chance during different cell division steps or environmental causes. Therefore, the main
risk for cancer is aging. It also can be caused by inherited germline mutations.
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2.2.4. Hallmarks of cancer

The hallmarks of cancer are a concept in the field of oncology, describing the fundamental
properties that enable cancer cells to evade normal biological constraints such as cell prolifer-
ation, cell survival, and cell communication and afterward drive the development and progres-
sion of cancer. These hallmarks include replicative immortality, genome instability, evasion
of growth suppressor signals, resistance to death, sustained proliferation, altered metabolism,
avoiding immune destruction, and tumor-promoting inflammation. In this section, we will
provide an overview of the hallmarks of cancer, including the molecular and cellular pro-
cesses that enable cancer cells to bypass normal biological controls and contribute to cancer
development.

Hallmark number 1: replicative immortality

The normal human cell is only able to divide for a finite number of times, since there are parts
at the end of the chromosomes called telomeres, which are shortening after each division. The
normal cell will go to the G0 phase after reaching the limit. On the other hand, the cancer
cells are able to greatly exceed these limits using an enzyme called telomerase. This enzyme
is found in most cancer cells and enables them to get divided infinitely [81].

Hallmark number 2: genome instability

If a change happens to a normal cell DNA during replication, the cell will notice it during G1
or G2 phases (gap phases) and stop the cell cycle to repair the DNA and then continue the cell
cycle afterward. DNA repair mechanisms are controlled by tumor suppressor genes (TSGs)
and genome instability often occurs due to a malfunction in the regulation of any of these
mechanisms. Therefore, in cancer cells, notable gene alterations are observed, such as point
mutations, the deletion of regions of chromosomes, and loss of heterozygosity (LOH) [82].

Hallmark number 3: evasion of growth suppressor signals

Damage to the suppressor signals might be caused by a mutation in a TSG, which leads to
uncontrolled growth. For example, a TSG called retinoblastoma (Rb) does not allow the
normal cell to go through some restriction point in the G1 cell cycle phase. Mutations on
this gene caused by genome instability, disrupt this mechanism and allow the cell to pass that
phase even if it is not meeting the conditions. Another example is a TSG called p53, which
is responsible for cell death after finding damage to the DNA. P53 alterations will let the
damaged cell live and proliferate. Therefore, a failure of the suppressor signals might allow
cells to bypass necessary restrictions, which can contribute to the development of cancer [83].

Hallmark number 4: resistance to death

Apoptosis is a programmed cell death, which means that the aged or DNA-damaged cells
undergo the death process to naturally be removed from the body. Cancer cells by de-
regulating the apoptotic signaling such as activation of anti-apoptotic systems, escape from
apoptosis, which leads to uncontrolled proliferation. For example, cancer cells use pro-cell-
survival proteins, such as the Bcl-2 family to avoid apoptosis. Therefore, the deregulation of
apoptosis, or programmed cell death, is a crucial hallmark in the development and progression
of cancer [84].
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Hallmark number 5: sustained proliferation

Normal cells control their growth and proliferation process by balancing and tightly control-
ling the signals that promote cell division. But cancer cells ignore these controls and become
unstoppable. Loosening this control happens when cancer cells knock down the tumor sup-
pressor genes and over-activate oncogenes such as RAS and SARK. This is debatably the
pivotal property of cancer cells and involves their ability to sustain chronic proliferation [85].

Hallmark number 6: altered metabolism

The normal cells take the glucose and change it to CO2 for metabolism and gaining energy.
On the other hand, tumors have increased metabolic demands compared to normal cells and
require a constant supply of nutrients for growth and survival. Therefore, to meet these
demands, tumors alter the way energy is produced and used in the body in order to support
their growth and development. For example, some of them take another path by turning
glucose into lactate to advance survival and proliferation. Both cancer-causing proteins and
non-coding RNAs control this process. Non-coding RNAs are small molecules that do not
encode proteins but can regulate gene expression and play a role in tumor metabolism by
fine-tuning the metabolic pathways in tumors. This altered energy metabolism is a crucial
aspect of tumorigenesis, as it provides the necessary nutrients to support tumor growth and
survival [86].

Hallmark number 7: avoiding immune destruction

The immune system in the body is responsible for identifying and destroying harmful invaders
using immune cells such as T-cells. There are signaling pathways that activate and deactivate
T-cells for attacking and avoiding foreign cells. For example, Programmed Death 1 and 2
Ligands (PD-L1 and PD-L2) play important roles in deactivating T-cells. Cancer cells can
exploit these proteins to suppress T-cell activation and evade the immune response, a process
known as avoiding immune destruction. This is known as immune evasion [87].

Hallmark number 8: tumor-promoting inflammation

Inflammation is a critical component of the immune system and serves as the body’s initial
response to injury, infection, or tissue damage. It helps to recruit immune cells to the affected
area, remove harmful motive of the inflammation, and initiate the healing process. This means
attracting immune cells to the site of injury or infection, where they can help to clear away
damaged tissue, pathogens, and other harmful motives. This process also increases blood
flow to the affected area, bringing with it oxygen and nutrients that are needed for repair,
and triggers the release of growth factors and cytokines that promote tissue regeneration and
remodeling [88]. If inflammatory cells stay too long, it may lead to chronic inflammation.
There are multiple shreds of evidence that suggested that chronic inflammation can promote
the tumor. In fact, cancer cells hijack the immune system mechanisms for inflammation to
promote their own proliferation and survival by the extra oxygen and nutrients and even
spreading to another part of the body, which is called metastasis [89, 90, 91, 85].

2.2.5. Tumor heterogeneity and evolution

Tumor evolution is a complex and dynamic process that occurs over time. As it is established,
the generation of the tumor begins with the transformation of a single cell in the normal tissue,
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which undergoes genetic and epigenetic changes that allow it to evade the body’s natural
mechanisms of cell growth regulation and apoptosis. This aberrant cell then multiplies and
expands to form a mass of cells, which is the beginning of a cancerous tumor.

As the tumor grows and develops, the clonal lineages within it diverge and acquire different
genetic and epigenetic alterations, resulting in the formation of distinct subpopulations of cells.
This phenomenon is known as intratumor heterogeneity (ITH). The distinct subpopulations
of cells within the tumor can have different biological properties, including differing responses
to treatment, metastatic potential, and immune evasion [92, 93, 94]. Different aspects of
the ITH can be categorized and studied in three different types of heterogeneity: genomic,
phenotypic, and spatial heterogeneity.

Genomic heterogeneity

Genomic heterogeneity refers to the genetic differences that exist between different cells in a
tissue. It can manifest in different ways, including variations in DNA sequence, epigenetic
modifications, or chromosome number and structure. In cancer, genomic heterogeneity is a
common feature, where cells within a tumor and between the clones can have different genetic
mutations. Genomic heterogeneity can also exist between individuals, as people can have
variations in their DNA sequences that affect their susceptibility to diseases or response to
drugs. For example, some people may have genetic variations that make them more likely to
develop certain types of cancer, while others may be more resistant to infections [94].

Understanding genomic heterogeneity is important for developing personalized medicine
approaches, where treatments can be tailored to an individual’s unique genetic makeup. It
also has a significant effect in defeating drug resistance by identifying the resistant clone in
advance [92].

Phenotypic heterogeneity

Phenotypic heterogeneity refers to the variation in observable traits or characteristics between
different cells or individuals. This can include differences in gene expression, morphology, be-
havior, metabolism, or response to environmental stimuli. Phenotypic heterogeneity can be
caused by both genetic and non-genetic factors, including epigenetic modifications, environ-
mental influences, and stochastic processes [93].

Spatial heterogeneity

Spatial heterogeneity refers to the variation in biological properties or behaviors that exist
across different locations within a tissue or organism. This includes differences in cell density,
nutrient availability, oxygen concentration, or cellular interactions. Spatial heterogeneity can
be important for various biological processes, such as development, tissue regeneration, and
immune response.

These three types of heterogeneity are interconnected and can influence each other. For exam-
ple, genomic variation can lead to phenotypic and spatial heterogeneity, while environmental
factors can modulate both genomic and phenotypic heterogeneity. Understanding these differ-
ent types of heterogeneity is important for advancing our knowledge of biology and developing
effective diagnostic and therapeutic strategies [95, 96].
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2.3. Focal types of cancer in our projects

As the focus of this thesis is on the genomic, phenotypic, and spatial heterogeneity of tumors,
we have chosen to investigate three types of cancer that are known to exhibit high levels of
heterogeneity [97, 98, 99]. In the following sections, we provide a short description of each of
these cancer types.

2.3.1. Prostate cancer

Prostate cancer is a type of cancer that affects the prostate gland in men that locates below
the bladder. It can progress from a localized form with a good prognosis to an aggressive
and lethal form. Advances in genomics have allowed the identification of genes responsible for
the development and progression of the disease. This cancer is characterized by high levels
of genomic instability, including the overexpression of the androgen receptor, also known as
NR3C4, and mutations in genes such as PTEN, HOXB13, and TP53 [100, 101]. Studies have
shown that genetic abnormalities in DNA repair pathways are involved in the development
and prognosis of prostate cancer and that genes such as BRCA1 and BRCA2 are associated
with increased risk and severity of the disease [102]. Recent advances in genomic research
have led to the discovery of new therapeutic targets for advanced cases of prostate cancer
that are resistant to traditional treatments [103, 104].

2.3.2. Breast cancer

Breast cancer is the abnormal growth of malignant cells in the breast and it occurs mostly in
women and in some cases in men. Several factors that increase the risk of breast cancer have
been identified, including hormonal and lifestyle factors, but the most significant one is family
history [105, 106]. The discovery of risk genes for hereditary breast cancer progressed in the 90s
through linkage analyses and candidate gene approach, leading to the identification of BRCA1,
BRCA2, TP53, STK11, CDH1, PDL1, PIK3CA and PTEN [107, 108, 109, 110, 111, 112, 113].
Treatment approaches for breast cancer often utilize these breakthroughs to predict or treat
the disease. One recent example is using PDL1 as a predictor for response to immunotherapy.
Also, genes like BRCA1, BRCA2, and PIK3CA are used to classify breast cancer and the latter
is used to determine systemic treatment. It is anticipated that more genes will be utilized in
the future to inform treatment decisions [114].

2.3.3. Follicular lymphoma (FL)

Follicular lymphoma is a cancer of the blood and immune system, which is characterized by
the abnormal growth of B-cells, in the follicles (small rounded masses) of lymphatic tissue.
B-cells are a type of white blood cell involved in the immune response and the B-cell receptor
(BCR) is important in their function and regulation. Specifically, the BCR plays a crucial role
in the recognition and response to foreign antigens, as it allows the B-cells to bind to specific
antigens and initiate the immune response. Abnormalities in the BCR can contribute to the
development of follicular lymphoma. The growth of follicular lymphoma is typically slow, but
it can still spread to other parts of the body over time. Symptoms can include swollen lymph
nodes, fatigue, and weight loss, but many people with the condition have no symptoms [115].
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Chapter 3

Data

3.1. Data characterization

3.1.1. Whole exome sequencing

Whole exome sequencing (WES) is a technique that determines the sequence of all protein-
coding regions in the human genome, which makes up about 1-2% of the total genome. This
technique typically requires a tissue sample, which can be obtained through a biopsy or other
surgical procedure. The number of cells in a tissue sample can vary widely, depending on the
size and type of tissue collected. In general, biopsy samples from solid tumors can contain
millions of cells, while fluid-based samples, such as blood or cerebrospinal fluid, may contain
only a few hundred to a few thousand cells [116, 117].

The data generated from WES can be used to identify genetic mutations, including single
nucleotide variations (SNVs), insertions, deletions, and structural variations. These identified
mutations can include those that contributed to the development and progression of cancer.
Analysis of those mutations can give insights into the evolution of the tumor and the genetic
basis of cancer [118, 119]. In all of my projects, we use WES to call the somatic mutations,
infer the tumor evolution and identify the genotype of the clones.

3.1.2. Spatial transcriptomics

Spatial transcriptomics (ST) is an impactful molecular profiling method that enables the
analysis of gene expression patterns within a tissue or organ, providing a spatially resolved
view of the molecular landscape of the sample. It consists of spots across the tissue with
specific coordinates. Each spot includes multiple probes and each probe is capturing the
expression of the specific gene. Besides, all the probes in one spot have unique molecular
barcodes corresponding to the coordinates of that spot. Using this method, we can measure
the gene activity in tissue and record its coordinates [42]. This provides information on
the gene expression patterns within a tissue section, allowing for a highly detailed view of
the molecular and cellular composition of the tissue. The resulting data can be analyzed
to identify patterns of gene expression that are associated with specific cell types, tissue
structures, or disease mechanisms [120]. In my second and third projects, we use the reads
over the mutations captured in the ST data for deconvoluting the clonal composition of the
spots across the tissue. We also utilized the aggregated expression of the genes in each spot
to estimate the clone-specific gene expression profiles.
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3.1.3. Hematoxylin and Eosin stained images

Hematoxylin and Eosin (H&E) staining is a commonly used technique in histology, the study
of tissue structure, to visualize and distinguish different cellular and tissue structures. Hema-
toxylin is a basic dye that stains nuclei blue, and eosin is an acidic dye that stains cytoplasm
and extracellular matrix pink to red. The H&E staining procedure involves first treating
tissue sections with hematoxylin to stain the nuclei, followed by treatment with eosin to stain
the cytoplasm and other tissue components. To produce H&E images, a thin slice of tissue
is first fixed in formalin, embedded in paraffin wax, and then cut into thin sections using a
microtome. These sections are placed on slides and subjected to H&E staining. Finally, the
stained slides are examined under a microscope, and images are captured using a camera or
a scanner [41, 121].

H&E makes it possible to see nuclei and the shape of the cells. Besides, using these images,
pathologists are able to distinguish cancerous cells from normal cells and evaluate the overall
architecture of the tumor tissue. We use H&E images to annotate the cancerous spots in the
ST data and count the number of cells inside each spot [122, 123].

3.1.4. Single cell RNA-sequencing

Single-cell RNA-sequencing (scRNA-seq) is a technology for transcriptional profiling (the set
of all RNA molecules, including mRNA, in a single cell) of individual cells. The process of
generating scRNA-seq data typically involves isolating individual cells from a tissue sample,
lysing the cells to release their RNA, and reverse transcribing the RNA into complementary
DNA (cDNA). The cDNA is then amplified, fragmented, and sequenced using high-throughput
sequencing technologies, such as Illumina or Oxford Nanopore. The resulting data is then
processed and analyzed to produce a profile of gene expression in each individual cell [124, 125].

ScRNA-seq is a powerful tool for studying cellular heterogeneity, uncovering new cell types,
and understanding gene regulation and cellular pathways at the single-cell level [126]. In our
CACTUS project, we use the reads over the mutations captured in the scRNA-seq data for
mapping the cells to the clones.

3.2. Extraction of relevant features

3.2.1. Variant calling

The first step in genome analysis is identifying genetic variations through variant calling.
This is achieved by comparing a genome of a sample (e.g. probed from a patient’s tumor)
to a reference genome and detecting variations by counting altered read counts at differing
positions. However, this approach does not take into account factors such as noise and error.
The current methods such as GATK [127], VarScan [128, 129], VarDict[130], and Strelka2 [131]
utilize probabilistic, statistical, or machine learning-based techniques to infer variants more
robustly and precisely [132].

Variant calling is a crucial step in cancer research as it enables us to identify and quantify
the somatic changes in the DNA sequences and understand the evolution of the cell population
in a tumor. By analyzing these genetic variants, we can gain insights into the accumulation
of genetic changes. We used Varscan (v2.3.9 [129]) for the variant calling in CACTUS and
Vardict [130] for variant calling in Tumoroscope and ClonalGE.
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3.2.2. Copy number alterations

Copy number alterations (CNAs) refer to changes in the number of copies of specific DNA
segments within a genome. These changes can be either a gain (amplifications) or a loss
(deletions) and can affect one or multiple genes. CNAs can have a significant impact on
cellular processes and are associated with various diseases, including cancer, its development,
and progression [133, 134, 135, 136]. CNA regions often contain genes, which leads to differing
levels of gene expression, so they may play a major role in normal and abnormal phenotypic
variation [137, 138, 139].

The general CNA calling involves determining the overall copy number of a specific DNA
segment in a sample, typically compared to a reference genome or a normal control sample.
Allele-Specific CNA calling, on the other hand, goes a step further by determining the copy
number of each individual allele (one of two or more versions of DNA sequence at a given
genomic location) in a sample. This can be useful in the case of heterozygous (having two or
more different alleles) DNA segments, where a change in copy number of one allele may have
different implications than a change in copy number of all alleles [140, 141].

There are several methods used for general or allele-specific calling CNAs from next-
generation sequencing (NGS) data including window-based methods, segmentation-based
methods, and Bayesian approaches such as Hidden Markov Model (HMM)-based methods. In
Tumoroscope and ClonalGE, we used Falcon-X [142] for allele-specific CNA calling.
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Chapter 4

Statistical models

The content of this chapter mostly follows and summarizes the material that is in much
more detail introduced in the book "Probabilistic Graphical Models: Principles and Tech-
niques" [143].

4.1. Probabilistic graphical models and sampling methods

Real-world problems involve a significant amount of uncertainty, which arises because of
limitations in observing the world and modeling it, as well as because of its innate non-
determinism. For solving these problems we need a reasoning system that can reach a con-
clusion using the available information. Due to the huge uncertainty, the reasoning system
should consider different possibilities alongside their probabilities. Such a complex system is
characterized by different interconnected aspects of the domain. These are formally called
random variables, denoted X = (X1, ..., XN ). Random variables describe important prop-
erties of the world. We construct the joint distribution over this set of random variables,
P (χ1, ..., χN ), to describe the state of the system. We aim to reason probabilistically about
one variable given the observations of some other variables.

Probabilistic graphical models (PGMs) are a class of statistical models that represent
complex relationships among variables using graph structures. The nodes in the graph rep-
resent variables in our domain and the edges represent the probabilistic interaction between
them. They provide a way to compactly represent complex joint probability distributions and
efficiently make inferences about the variables based on observed data. One can interpret
a PGM from two points of view. Firstly, it can be interpreted as a set of independencies
in the distribution. Secondly, the graph could be a representation of the high-dimensional
distribution that we can break up into smaller factors and write the joint probability as a
product of these factors. Both perspectives are mathematically equivalent. For more details,
please refer to [143].

Two main families of graphical models are Bayesian networks and Markov networks.
Bayesian network is a directed acyclic graph, in which the edges have a source and a tar-
get. Markov network is an undirected graph, in which the edges show the dependencies of the
connected nodes without any direction. These models are widely used in a variety of fields,
such as machine learning, artificial intelligence, and cognitive science. They are powerful tools
for making inferences, predictions, and decisions in uncertain environments. In my thesis, we
focus on the Bayesian networks to model the causal relationship of the variables using domain
knowledge.

The framework of the PGMs has three main advantages that are critical components in
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constructing intelligent systems: representation, inference, and learning. Firstly, the graphi-
cal model is an accurate and understandable reflection of a real-world, complicated system,
usually constructed based on domain expert knowledge. Secondly, there were inference algo-
rithms proposed for computing the posterior probability of the random variables (see below),
which makes it possible to answer possible queries about the system, using the distributions.
Thirdly, although some rough guidelines are defined by the domain expert, PGMs support
the data-driven approach to learning by fitting the model to the data.

4.1.1. The Bayesian networks representation

Let us consider that we are given a set of binary variables (X = (χ1, ..., χN )). One gen-
eral representation of a complex system is using the joint distribution over all the variables:
P(χ1, ..., χN ). This representation for large number of variables is unmanageable from dif-
ferent perspectives. Firstly, we have 2N different states, which is huge to store in memory.
Secondly, it is cognitively impossible to be acquired by an expert. Thirdly, there are huge
amount of parameters, which needs huge amount of data to be learned.

Using graphical models representation, we take advantage of the independence properties
and reduce the number of parameters drastically.

Naive Bayes

One example of a common and easy to explain graphical model is the naive Bayes model (Fig.
4.1). The model includes K class variables C = (C1, C2, ..., CK) and N observed variables
X1, X2, ..., XN . In this model, the observed variables given the instance class are conditionally
independent of each other. This conditional independence reduces the number of parameters
necessary for the joint distribution representation to the linear scale.

P(C,X1, ..., XN ) = P(C)

N∏
i=1

P(Xi|C)

This model is an easy to use model for clustering and calculating the confidence of assign-
ment of a sample to a specific class.

Figure 4.1: The naive Bayes graphical model. White node represents the hidden class variable
and gray nodes represent the observed variables.

Bayesian networks

Bayesian networks are directed graphs, meaning that the arrows in these models show the
direct influence of one node on another. Also, they are acyclic, meaning that they do not

34



include any cycle of dependencies. These models, such as the naive Bayes model, take advan-
tage of conditional independencies between subgroups of variables, which makes the inference
and learning efficient, with a reasonable number of parameters to be learned.

Independencies in Bayesian networks

Figure 4.2: Four possible trail from X to Y via Z. Figure taken from the book "Probabilistic
graphical models: principles and techniques" [143].

Consider two variables X and Y in a Bayesian network. They can be connected directly
and therefore have an influence on each other. But they may be connected via a trail of
variables. We consider the simplest situation where X and Y are connected via one node, Z.
We have two arrows between them and each arrow have two possible directions, which leads
to four different states (Fig. 4.2).

• (a) Causal trail: In this case, if we have not observed Z, Y is dependent on X. But if
we observe Z, we do not need any information from X for knowing about Y . Therefore
Y ⊥⊥ X|Z.

• (b) Evidential trail: This case is similar to (a) as dependence is a symmetric notion.
Therefore, we have Y ⊥⊥ X | Z.

• (c) Common cause: In this case, if we do not know about Z, X and Y have an influence
on each other. But if we observe Z, then they both only get influence from observed Z,
and not each other. Therefore, we have Y ⊥⊥ X|Z again.

• (d) Common effect: In this case, Both X and Y are having an influence on Z without
having any correlation with each other. But if we know about Z, we can guess about
Y and Y together. Therefore Y ⊥̸⊥ X | Z.
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Figure 4.3: Markov boundary of a node in a Bayesian network. Figure taken from the
Wikipedia [144].

Markov Blanket

In Bayesian networks, for a query about variable Xi ∈ S = (X1, ..., XN ), we only need a
subset of variables (S1), which have all the useful information about Xi. Therefore, Xi is
independent from all the other variables in S given S1,

Xi⊥⊥ S\S1 | S1.

This subset S1 is called Markov blanket of variable Xi. Also, we can call it Markov boundary
if we can not remove any variable from this subset. It can be proved that in the Bayesian
networks, the Markov boundary of a node contains all its parents, children and the parents
of all of its children (Fig. 4.3).

4.1.2. Probabilistic inference and learning

In graphical models, the inference is the process of computing probabilities or expectations
for some variables given some other variables [145]. There are three known inference queries
that are used in several applications: likelihood, conditional probability, and most probable
assignment.

• Likelihood In probability theory, evidence refers to the available information that can
be used to determine the probability of an event. The simplest query in Bayesian
networks is computing the probability of the evidence given the model and parameters,
which is called the likelihood.

L (θ) = P(x|θ).
Where here L (θ) is the likelihood function, P(x|θ) is the probability density of the
observed data x given the hidden variable θ.

• Posterior Assume now that θ is a hidden variable with some prior distribution P(θ).
The evidence (observed variables) tells us some information about the hidden variable.
Based on this information, we can calculate how probable different values of the vari-
able are. This calculation is the conditional probability distribution of the variable
given the evidence, which is called the posterior. Calculating the posterior has different
applications such as prediction, diagnosis, and learning under partial observation.

P(θ|x) = P(x|θ)P(θ)
P(x)

.
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Where here x is observed data and θ is hidden variable. Also, it can be understood
that the posterior is proportional to the product of the likelihood P(x|θ) and the prior
probability P(θ) [146].

• Most probable assignment In this query, we are interested to find an assignment of
values for a subset of variables that maximizes their posterior given the evidence. The
most important application of this query is the classification in which we find the most
likely label given the evidences.

In this work, we are interested in an approximation of the conditional probability. Computing
the posterior in a graphical model for general DAGs is an NP-hard problem. It means that
we do not have a general efficient way to solve it. There are many approaches to solve the
inference problem, and it is classified in two categories of exact inference algorithms and
approximate inference techniques.

• Exact inference algorithms can compute the exact answer to any query, but they are
often computationally expensive and impractical for large or complex models.

• Approximate inference techniques can provide an approximate answer to a query, but
they are usually faster and more scalable than exact inference algorithms. Approximate
inference techniques include sampling methods such as Monte Carlo methods, variational
methods such as mean field approximation, or neural network-based methods such as
deep generative models [147, 143].

Since in this thesis we are designing complex graphical models, we are using efficient Monte
Carlo methods including Markov Chain Monte Carlo (MCMC) and Metropolis-Hastings (MH)
to approximate the inference.

4.1.3. Markov Chain Monte Carlo (MCMC)

A Markov process is a type of stochastic model, which describes a series of possible outcomes,
such that each of them are dependent only on the previous one. In this process, the present
event determines the probability of the next event [148, 149]. Markov chain Monte Carlo
(MCMC) is a method of sampling from a given probability distribution using a Markov
process, and it includes different methods such as Metropolis-Hastings and Gibbs sampler.

Metropolis-Hastings (MH)

The Metropolis-Hastings (MH) algorithm is a popular MCMC method for sampling from
complex probability distributions, including those represented by PGMs. The algorithm is
used to generate a sequence of samples from the distribution of interest referred to as the
desired distribution. The obtained samples can then be used to estimate various quantities
of interest, such as marginal probabilities or expected values.

The basic idea behind the MH algorithm is to construct a Markov Chain whose stationary
distribution is the same as the desired distribution. The MH algorithm starts with an initial
state and then generates a new state by proposing a move from the current state and accepting
or rejecting the move based on an acceptance ratio (Algorithm 1).
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Algorithm 1 Metropolis-Hastings Algorithm
1: Choose an initial state x0
2: for t = 0 to T − 1 do
3: Sample y ∼ Q(y|xt) from the proposal distribution
4: Compute the acceptance ratio α = f(y)Q(xt|y)

f(xt)Q(y|xt)
, where f is proportional to the desired

distribution
5: Sample u ∼ U(0, 1) from a uniform distribution
6: if u < α then
7: Accept the proposal and set xt+1 = y
8: else
9: Reject the proposal and set xt+1 = xt

10: end if
11: end for

In Algorithm 1, f is a function that is proportional to the desired density function, and
Q is the proposal distribution, which should be easy to sample. The variance of the proposal
distribution determines the step-size of the sampling, indicating the distance of the proposed
sample y from the previously accepted one, xt . In this algorithm xt+1 is corresponding to
the next accepted sample. If y gets accepted, xt+1 will be set to y. The new state is accepted
or rejected based on the acceptance ratio. This ratio is defined as the ratio of the desired
distribution at the new state to the desired distribution at the current state, multiplied by
the ratio of the proposal distribution at the current state to the proposal distribution at the
new state

α =
f(y)Q(xt|y)
f(xt)Q(y|xt)

.

The Metropolis-Hastings algorithm has the advantage of being relatively easy to implement
and is widely used in practice. It can be inefficient if the proposal distribution is not well-
matched to the desired distribution, resulting in low acceptance rates or getting stuck in the
local minima. Besides, it can be sensitive to the choice of tuning parameters, such as the
variance of the proposal distribution or the number of iterations [150].

Gibbs sampler

The Gibbs sampler is a special case of the Metropolis-Hastings algorithm and is a MCMC
method that make it possible to sample complex posterior probability distributions. The basic
idea behind the Gibbs sampler is to iteratively sample from the conditional distributions of
the variables given the current values of the other variables (see Algorithm 2).

Algorithm 2 Gibbs Sampling Algorithm

1: Choose an initial state (x
(0)
1 , . . . , x

(0)
d )

2: for t = 0 to T − 1 do
3: for i = 1 to d do
4: Sample x

(t+1)
i ∼ p(xi|x(t+1)

1 , . . . , x
(t+1)
i−1 , x

(t)
i+1, . . . , x

(t)
d ) from the conditional distri-

bution
5: end for
6: end for

The Gibbs sampler has the advantage of being relatively easy to implement, particularly
for models with a simple graphical structure. Additionally, it can converge faster than other
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MCMC methods, particularly when the conditional distributions are easy to sample from.
However, it can be sensitive to the choice of initial values and can be less efficient than other
methods when the variables are highly correlated.

Metropolis-Within-Gibbs (MWG)

The basic idea behind the MWG sampler is to use the Gibbs sampler with the modification,
that the MH step is used to update some of the variables, rather than sampling directly from
their conditional distribution. It is used when some of the conditional distributions in the
normal Gibbs sampling are not easy to sample from.

However, using the MH algorithm within the Gibbs sampler can also increase the com-
putational cost, as the calculation of the acceptance probability in the MH algorithm can be
quite expensive. Therefore, it is important to carefully evaluate the trade-offs before deciding
to use the MWG sampler.

4.2. Measures

4.2.1. Dunn Index

Dunn Index (DI) is a measure of cluster validity that evaluates the compactness and separation
of clusters. It is defined as the ratio of the minimum inter-cluster distance to the maximum
intra-cluster distance, with higher values indicating better clustering.

D =

min
1≤i<j≤k

dij

max
1≤l≤k

Dl
(4.1)

where k is the number of clusters, dij is the distance between the ith and jth clusters, and
Dl is the diameter of the lth cluster, defined as the maximum distance between any two points
in the cluster[151, 152].

4.2.2. Connectivity

The connectivity measurement for clusters is typically defined as the average distance between
each data point and its nearest neighbor in the same cluster. This measurement is also known
as intra-cluster connectivity or cohesion. The formula for intra-cluster connectivity is given
as:

connectivity(C) =
1

n

n∑
i=1

min
j∈Ci

∥xi − xj∥2 (4.2)

where C is the set of clusters, n is the total number of data points, Ci is the cluster that
contains the i-th data point, xi is the i-th data point, and |xi − xj |2 is the Euclidean distance
between the i-th and j-th data points.

In words, this formula calculates the average of the minimum Euclidean distances between
each data point and its nearest neighbor within the same cluster. A higher intra-cluster con-
nectivity indicates that the data points in each cluster are closer to each other, and therefore
the clustering is more compact and well-separated [153].
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4.2.3. RMSSTD

The Root Mean Squared Standard Deviation (RMSSTD) is a measure of clustering tightness,
commonly used in data analysis and machine learning. It measures the amount of dispersion
or spread of data points within each cluster. The formula for RMSSTD is:

RMSSTD =

√√√√√ N∑
i=1

k∑
j=1

(xi − cj)2

N

where N is the total number of data points, k is the number of clusters, xi is the i-
th data point, and cj is the centroid of the j-th cluster. The summation is taken over all
data points and clusters. A lower RMSSTD indicates that the clusters are more compact
and well-separated, while a higher RMSSTD indicates that the clusters are more diffuse and
overlapping. Therefore, RMSSTD is used as a measure to evaluate the quality of clustering
algorithms and to select the optimal number of clusters for a given dataset[151, 154].

4.2.4. Calinski-Harabasz Index

The Calinski-Harabasz Index (CH ) is a measure of clustering quality that evaluates the ratio
of between-cluster variance to within-cluster variance. It is calculated as follows:

CH =
B(k)

W (k)
· n− k

k − 1

where n is the total number of data points, k is the number of clusters, B(k) is the
between-cluster variance, and W (k) is the within-cluster variance.

The between-cluster variance is the sum of squared distances between the cluster centroids
and the overall data mean, weighted by the number of data points in each cluster. It is
calculated as:

B(k) =
k∑

j=1

nj |cj − c|22

where nj is the number of data points in the j-th cluster, cj is the centroid of the j-th
cluster, c is the overall data mean, and |cj − c|2 is the Euclidean distance between the j-th
cluster centroid and the overall data mean.

The within-cluster variance is the sum of squared distances between each data point and
its cluster centroid, weighted by the number of data points in the cluster. It is calculated as:

W (k) =
k∑

j=1

∑
xi∈Cj

|xi − cj |22

where xi is the i-th data point, Cj is the j-th cluster, cj is the centroid of the j-th cluster,
and |xi − cj |2 is the Euclidean distance between the i-th data point and the centroid of the
j-th cluster.

In words, the CH index measures the ratio of the between-cluster variance to the within-
cluster variance, adjusted for the number of clusters and the number of data points. A higher
CH value indicates that the clusters are more compact and well-separated [155].
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4.2.5. Entropy

Entropy is a measure of the randomness or uncertainty of a distribution. It is defined as:

H(p) = −
n∑

i=1

pi log2 pi

where pi is the probability of the i-th outcome, and n is the total number of possible
outcomes. The logarithm base 2 is commonly used, in which case the units of entropy are
"bits".

In words, the formula for entropy calculates the negative sum of the probability of each
outcome times the logarithm base 2 of that probability. The resulting value is a measure of
the amount of information or uncertainty in the distribution. A higher entropy value indicates
greater randomness or uncertainty [155].

4.2.6. Gini Index

The Gini Index is a measure of cluster inequality that calculates the relative difference between
the actual distribution of data points across clusters and a hypothetical equal distribution. It
is defined as:

Gini = 1−
k∑

i=1

p2i

where pi is the proportion of the i-th category or class, and k is the total number of
categories or classes. The proportion of the i-th category or class is the fraction of observations
in a given class, which is used to compute the contribution of that class to the overall inequality
measure.

pi = Proportion of class i =
Number of observations in class i

Total number of observations in all classes
The Gini Index ranges from 0 (perfect equality) to 1 (perfect inequality). The formula

for the Gini Index calculates the difference between 1 and the sum of the squares of the
proportions of each category or class. A higher Gini Index value indicates greater inequality
or concentration of the distribution [156].

4.2.7. Mean Absolute Error

Mean Absolute Error (MAE) is a measure of the average magnitude of errors between pre-
dicted and actual values. It is calculated as the average absolute difference between the
predicted values and the actual values. The formula for calculating MAE is:

MAE =
1

n

n∑
i=1

|yi − ŷi|

where n is the number of observations, yi is the actual value for observation i, and ŷi is
the predicted value for observation i.

The MAE is a useful metric for evaluating regression models because it is easy to interpret
and provides a measure of the average error in the units of the response variable. In contrast
to other metrics like the root mean squared error (RMSE), the MAE is not as sensitive to
outliers and is less influenced by large errors [157].
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Chapter 5

CACTUS: integrating clonal
architecture with genomic clustering
and transcriptome profiling of single
tumor cells

Tumor heterogeneity and clonal evolution present a major challenge for cancer therapy [4]. Tu-
mor cells carry founder and subsequently acquired driver mutations that cause transformation
of the healthy cell into an expanding population of malignant cells. Continuous acquisition
of mutations creates populations of tumor cells with divergent mutational profiles. Diverging
cells with acquired driver mutations result in preferential clonal expansion leading to intr-
aclonal diversity. Given that distinct genotypes induce key phenotypic differences between
the clones [158], gene expression variation between the clones is expected. Measuring the
phenotypes of tumor clones, however, is challenged by the difficulties in resolving the clonal
genotype-to-phenotype maps in tumors [159].

Follicular lymphoma (FL) is a common type of malignant B-cell lymphoma with char-
acteristics of normal germinal center (GC) B-cells. FL cells maintain the typical follicle-like
structure of normal GC reactions in response to pathogens. FL pathogenesis is founded
by the paradigmatic translocation (14;18)(q32;q21) that places BCL-2 under transcriptional
control of the IGH@ locus enhancer. Secondary drivers affect genetic modifiers that enhance
germinal center (GC) formation, reduce B-cell differentiation and freeze FL cells in the GC
stage [160, 161]. Despite commonly observed pathogenic genomic events, clinical behaviour
of FL is unpredictable and ranges from spontaneous remission over long-term stable disease
to transformation to aggressive B-cell lymphoma.

In addition, FL cells are continuously exposed to a physiological mutator mechanism, i.e.
expression and action of activation induced cytidine deamidase (AID) [162]. AID focuses
on B-cell receptor (BCR) loci and results in highly mutated BCR heavy and light chain
genes in FL [163]. Whereas BCR mutations intrinsically may lead to a proliferative signal
by acquisition of N-linked glycosylation [164], preferential expansion of clones with identical
BCR can also be explained by co-acquisition of underlying driver mutations that enhance
their proliferation. In addition to grouping of individual cells into evolutionary clones by
exome-wide mutations and structural variants, single FL cells can also be clustered based
on the expression of identical BCR sequences. BCR mutations can therefore be considered
events in clonal evolution in FL and present suitable markers that may allow a more accurate
reconstruction of clonal evolution than based on exome mutations only.
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Elucidation of tumor evolution and reconstruction of the tumor clonal architecture is pos-
sible from bulk DNA sequencing [165, 166, 167, 168] and from single cell (sc) DNA sequencing
data [169, 170, 171, 172]. The outcome of such evolutionary analysis is a set of tumor clones,
defined by their genotypes and frequencies. The genotype indicates which mutations are
present in each clone, and the frequency indicates the fraction of cells from that clone in the
entire tumor cell population. The task of identifying the tumor clones and their genotypes is
computationally very difficult [168], and thus the tumor clone genotypes inferred from DNA
sequencing alone are likely to be imperfect.

Recent efforts into the direction of mapping genotypes to phenotypes in tumors include
characterizing gene expression profiles of tumor clones based on matching the single cell
RNA sequencing (scRNA-seq) readouts to copy number variants in the clones [173, 174, 175].
Poirion et al. [176] proposed a linear model detecting association of single nucleotide variants
from scRNA-seq with gene expression. This approach, however, ignores the evolutionary his-
tory of the tumor, which can be resolved to determine the genotypes of the tumor clones. Such
obtained genotypes can then be matched to mutations observable in scRNA-seq. Recently
introduced cardelino [177] is the first approach to successfully utilize the mutation mapping
between the clone genotypes and the variants in scRNA-seq data. The performance of this
approach, however, can be hampered by the fact that single cell transcripts contain only in-
formation on 5’ part of the RNA and that the data are sparse. With such limited data, the
confidence of assigning single cells to clones, and thus also of clonal genotype to gene expres-
sion phenotype mapping, is also limited.Here, we define the confidence as the concentration of
the probability distribution of the cell-to-clone assignment, with high confidence correspond-
ing to a high probability of assignment to one clone, and low confidence corresponding to
a uniform probability over clones. To increase the confidence, additional available evidence
should be integrated into the inference. One such evidence is a given clustering of cells, such
as the grouping of cells by their similar BCR sequences in FL evolution. Combining multiple
data sources has the potential to increase the resolution of tumor heterogeneity analysis [178],
but is computationally challenging [179] and calls for a dedicated probabilistic model.

Here, we propose a probabilistic graphical model for integrating Clonal Architecture with
genomic Clustering and Transcriptome profiling of single tUmor cellS (CACTUS). The model
extends cardelino [177] and maps single cells to their clones based on comparing the allele
specific transcript counts on mutated positions to given clonal genotypes, leveraging additional
information about evolutionary cell clusters. As part of the model inference, CACTUS corrects
the input clone genotypes and adjusts the input cell clustering using all available data. The
input clusters should be defined based on additional evolutionary information, in such a way
that the model can assume that cells in the same cluster tend also to belong to the same
tumor clone.
We apply CACTUS to newly generated whole exome sequencing (WES), scRNA-seq and
single cell BCR sequencing data of FL tumor samples from excised malignant lymph nodes
of two subjects. As a result, the single cells are assigned to their clones of origin, accounting
for the similarities of their BCR sequences (Fig. 5.1). We demonstrate that guided by the
BCR sequence information, CACTUS assigns single cells to tumor clones in agreement with
independent gene expression clustering. For both subjects, CACTUS maps cells and BCR
clusters with substantially higher confidence than cardelino. These results indicate that the
important challenge of tumor genotype-to-phenotype mapping can successfully be approached
by probabilistic integration of multiple measurements.
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Figure 5.1: Overview of the patient data analysis and the CACTUS model. Whole exome
sequencing and single-cell sequencing of all transcripts, as well as single-cell sequencing of BCR was
performed on samples from two FL patients. Using WES, imperfect clonal evolution could be inferred
and given as a prior to the model (C1, C2, . . . ). From scRNA-seq, allele specific transcript counts
(mutated\total) were extracted at mutated positions (M1,M2, . . .). Input BCR clusters were defined
as clusters of cells with identical BCR heavy chain sequences. The data of input tumor clones,
mutation transcript counts, and given single cell clusters (here, the BCR clusters) are combined in the
CACTUS model for inference of the clonal assignment of the clusters. Both the input clone genotypes
and clustering are considered potentially imperfect and are corrected during the inference using all
available data.

5.1. Methods

5.1.1. Follicular Lymphoma sample preparation

Samples with histologically confirmed infiltration of follicular lymphoma were collected with
approval by the institutional review board of Leiden University Medical Center according
to the declaration of Helsinki and with written informed consent. Single cell suspensions
were obtained by gentle mechanical disruption and mesh filtration and were cryopreserved
using 10% DMSO as cryoprotectant. Remaining tissue was cultured in low-glucose DMEM to
obtain stromal cell cultures for isolation of DNA of nonmalignant cells. Thawed single FL cells
were purified by flow cytometry using fluorescently labeled antibodies specific for CD19 and
CD10 and rested overnight followed by removal of dead cells using MACS dead cell removal
kit. Cells of different patients were pooled and loaded on a 10X Genomics chip to obtain
single cell cDNA libraries for an expected 1500 cells per patient. Following single cell cDNA
library generation and amplification, one fraction was directly sequenced for 5’ gene expression
profiling. The second fraction was enriched for BCR transcripts by seminested amplification
using 3’ constant domain primers for all BCR genes, partially digested and sequenced. Both
single cell libraries were sequenced in paired-end mode on Illumina (2x150 bp).
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5.1.2. WES sequencing and mutation calling

FL single cells were purified by flow cytometry as described above to obtain bulk purified
FL cells for immediate isolation of DNA. Whole exome sequencing (WES) was performed
on paired FL and normal DNA at 200x and 50x coverage, respectively. Genomic DNA was
isolated using the QIAamp DNA Mini kit (Qiagen). Samples were sequenced (HiSeq 4000
instrument, Illumina Inc) in paired-end mode on Illumina (2 × 101 bp) using TrueSeq DNA
exome kit (v.6) (Illumina Inc.). Paired-end reads were aligned to the human reference genome
sequence GRCh38 using BWA–MEM (V0.715-r1140) [180]. Deduplication and alignment met-
rics were performed using Picard tools (v2.12.1). Local realignment was performed around
indels to improve SNP calling in these conflicting areas with the IndelRealigner tool. Re-
calibration to avoid biases was performed following the Genome Analysis Toolkit (GATK)
Best Practices [127]. Single mpileup files were generated from paired bam normal/tumor us-
ing samtools mpileup (v1.6). Mutation calling and computation of somatic p-values (SPV)
was performed on mpileup output files using Varscan (v2.3.9)[129] to WES data from tumor
and patient-matched normal samples with a minimum coverage of 10x. Quality control met-
rics were assessed using FastQC (v0.11.2)[181] before and after the alignment workflow and
reviewed to identify potential low-quality data files.

5.1.3. Single cell data processing

Sequencing data was processed with 10X Genomics Cell Ranger v2.1.1 with respect to GRCh38-
1.2.0 genome reference to obtain UMI-corrected transcript raw gene expression count tables,
BAM files and BCR all_contig.fasta files.

To generate single cell allelic transcript counts we used a custom made script to identify
reads intersecting with WES-based mutated positions. For each read, to classify the allele we
identified the single nucleotide overlapping the mutated base. To obtain transcript counts we
used the unique molecular identifiers (UMIs) associated with the reads.

We used the vireo function from cardelino package v0.4.2 to construct clusters of cells
sharing the same germline genotype. As input we provided allelic counts for the positions likely
to differ between the subjects and not mutated between FL and stromal cells. For further
processing we selected cells assigned to a single subject at minimum probability threshold
of 0.75. Once the clusters of cells sharing the same germline genotype were identified, we
assigned them to patients by comparing the cluster consensus genotype with the patient-
labeled genotypes obtained from WES.

IMGT/HighV-Quest [182] was used for high-throughput BCR analysis and annotation of
the BCR all_contig.fasta file [182]. IMGT/HighV-Quest output data was filtered for produc-
tive and rearranged sequences and FL cells with identical BCR heavy chains were considered
unique BCR clusters within the malignant cell population and were annotated with unique
identifiers. R-package ‘vegan’ was used to calculate Pielou’s index of evenness for BCR cluster
size distribution.

5.1.4. Phylogenetic analysis

For each subject, we first identified common mutations that can be found in both WES data
and scRNA-seq data. Next, we used FALCON-X with default parameters for estimation
of allele-specific copy numbers from WES data. As a verification, we compared the results
of FALCON-X with those of GATK CNV analysis pipeline, and confirmed that the two
approaches gave similar results. Finally, we run Canopy [165], providing the estimated major
and minor copy number, as well as the allele-specific read counts in the tumor and matched
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normal WES data as input. Taking advantage of a Bayesian framework, Canopy estimates
the clonal structure of the tumor for a pre-specified number of clones. Choosing between trees
with the number of clones from 2 to 4, for both subjects, the BIC criterion used by Canopy
suggested trees with 4 clones as the best solution. For further analysis, for each subject, we
selected the top tree returned by Canopy (see Additional file 1: Fig. S1 and Fig. S2 for the
posterior likelihood and BIC plots of Canopy for subjects S144 and S12118, respectively).

5.1.5. Mapping BCR clusters to tumor clones using CACTUS

Below we introduce a probabilistic model, CACTUS, for mapping a given set of cell clusters
to tumor clones based on the mutation matching between the cells in clusters and the clone
genotypes (Fig. 5.2). In this analysis, the input clusters corresponded to sets of cells with
identical BCR sequences. The input clustering and input clone genotypes were corrected
during the inference process, taking into account all available data. Both CACTUS and
cardelino are inferred using Gibbs sampling. For each subject, CACTUS was run for the top
Canopy tree for a maximum of 20000 iterations of the Gibbs sampler, with 10 different starting
points. For the sake of comparison, cardelino was applied with the same setup. CACTUS
is a direct extension of cardelino [177], accounting for cell clustering, with the assumption
that cells in the same cluster belong to the same clone. Let i ∈ {1, . . . , N} index mutation
positions, which can be identified both in bulk DNA sequencing and single cell RNA seq
data (see above). We assume we are given at input a set of K tumor clones, indexed by
k ∈ {1, . . . ,K}. Each tumor clone is represented by its genotype and prevalence in the tumor
population. The input clone genotypes are represented by a binary matrix Ωi,k with entries
equal 1 if the mutation i is present in clone k and 0 otherwise.

We are also given an independent clustering of single cells, where each cluster q ∈ {1, . . . Q}
contains a number of cells and the clusters are assumed not to overlap. Let j ∈ {1, . . . ,M}
index cells. We assume that the input clustering is imperfect, and thus we define the true
(corrected) clustering by a set of hidden categorical variables T = {T1, . . . , TM}, with each
Tj taking values in {1, . . . , Q} and Tj = q indicating that cell j is in cluster q. We assume a
categorical distribution for Tj

P (Tj = q|pj,1, . . . , pj,Q) = pj,q,

where
∑

q pj,q = 1. The parameters of the categorical distribution pj,q are interpreted as the
success probabilities for cell j to switch to cluster q. We assume these success probabilities
are dependent on the input clustering of cells. Let Gj,q denote the distance of the cell j to
cluster q, obtained from the input clustering. Based on Gj,q, the probability pj,q is defined as

pj,q =
e−cGj,q∑
q′ e

−cGj,q′
,

where c is a constant determining the strength of the prior. This parameter should be defined
by the user. Here, we set c = 2. In this application, the input clustering is defined as sets
of cells with identical BCR sequences. Therefore, each input cluster is represented by the
shared BCR sequence of its cells. Based on such input clustering, for each cell j and cluster
q the distance Gj,q is computed as the number of different mutations between BCR sequence
of cell j and the representative BCR sequence of cluster q. Thus, the distance of q to its
own cluster equals 0. For cells which did not have its BCR sequenced, we set their distance
to their own cluster to 0, and their distance to all other clusters as equal to the mean of all
known distances of cells to clusters.
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Figure 5.2: The graphical model representation of CACTUS. Circle nodes are labeled with
random variables in the model. Arrows correspond to local conditional probability distributions of
the child variables given the parent variables. Observed variables are shown as grayed nodes. Double-
circled nodes are deterministically obtained from their parent variables. Small filled circles correspond
to hyperparameters. Ci,k denotes the true (corrected) genotype of clone k at variant position i. Ωi,k

denotes the input clone genotypes, with Ωi,k = 1 if the mutation i is present in clone k and 0 otherwise.
Gj,q denotes the distance of the cell j to cluster q, computed based on the input clustering of cells.
Tj = q indicates that cell j is in cluster q. pj,q is interpreted as the success probability for cell j to
switch to cluster q. Ai,j denotes the observed count of unique transcripts with alternative (mutated)
nucleotide mapped to position i in cell j. Di,j denotes the total unique transcripts count mapped to
that position in that cell. Iq = k represents the assignment of cluster q to clone k. θi denotes the
success probability of observing a transcript with the alternative nucleotide at a position i in a cell
that carries this mutation, and θ0 the success probability of observing a transcript with the alternative
nucleotide in a position that is not present in the cell. ξ is the error rate for the genotypes. {ν0, ν1, κ}
constitutes the set of hyper-parameters in the model.
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We are interested in assignment of the cell clusters to the clones. The clone assignment of
each cluster q is represented in the model by a hidden variable Iq with values in {1, . . . ,K}.
We assume a uniform prior for Iq and set P (Iq = k) = 1

K . Alternatively, the prior could
depend on the prevalences derived from the evolutionary model. The probability of cluster-
to-clone assignment returned by CACTUS is computed from the Gibbs sampling iterations,
as the posterior probability distribution of Iq. The single cells are assigned to each clone
with the same probability as their cluster. Thus, for each cluster q and each cell j in q, the
assignment probability of j to clone k equals the probability of assignment of q to k.

We assume that the input clone genotypes can contain errors with error rate ξ. The
prior distribution for the error rate is parametrized by κ = (κ0, κ1) and is set to P (ξ|κ) =
Beta(ξ;κ0, κ1). We define a hidden random variable Ci,k denoting the true (corrected) geno-
type of clone k at variant position i, with

P (Ci,k = 1|Ωi,k, ξ) = ξ1−Ωi,k × (1− ξ)Ωi,k .

Let matrix A with elements Ai,j denote the observed count of unique transcripts with the
alternative (mutated) nucleotide mapped to position i in cell j, and matrix D with elements
Di,j denote the total unique transcripts count mapped to that position in that cell. Let θi
denote the success probability of observing a transcript with the alternative nucleotide at a
position i in a cell that carries this mutation, and θ0 the success probability of observing
a transcript with the alternative nucleotide in a cell that doesn’t carry this mutation. The
distribution of the observed read counts then becomes

P (Ai,j |Di,j , Iq, Ci,Iq , θ, Tj = q) =

{
Binom(Ai,j |Di,j , θ0) if Ci,Iq = 0
Binom(Ai,j |Di,j , θi) if Ci,Iq = 1.

We assume Beta priors on the θ parameters

P (θi|v1) = Beta(θi|α1, β1)

P (θ0|v0) = Beta(θ0|α0, β0),

where v1 = (α1, β1) and v0 = (α0, β0). We denote v = (v0, v1).
Let Aq be the matrix of alternative allele counts for cells contained in cluster q, at mutated

positions, i.e., Aq = (Ai,j)j∈q,i=1,...N , and let Dq = (Di,j)j∈q,i=1,...N . Since we assume the
observed read counts at the different positions and different cells are independent, we have

P (Aq|Dq, Iq,C, θ,T) =
∏
j∈q

N∏
i=1

P (Ai,j |Di,j , Iq, Ci,Iq , θ, Tj = q).

5.1.6. CACTUS model inference

We use Gibbs sampler, a Markov chain Monte Carlo (MCMC) algorithm for generating sam-
ples from the posterior distribution. We iteratively sample each hidden variable which is
conditionally independent given the rest of the hidden variables in the model. The hidden
variables in CACTUS include the cluster assignment matrix I, the success probabilities of
observing a transcript ` = (θ0, θ1, . . . , θN ), the corrected clustering matrix T, the corrected
genotype matrix C, and its error rate ξ. We describe the sampling steps for the full joint
distribution of these hidden variables in the following.
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Sampling clone assignment of clusters Iq

We sample cluster-to-clone assignment variable Iq, given the Markov Blanket of Iq in the
graphical model (Fig. 5.2)

P (Iq = k|I−q,A,D,C,T,`) ∝ P (Iq = k)P (Aq|Dq, Iq = k,C, θ,T)

∝
∏
j∈q

N∏
i=1

{Binom(Ai,j |Di,j , θi)
Ci,k × Binom(Ai,j |Di,j , θ0)

(1−Ci,k)}. (5.1)

Sampling success probabilities of observing a transcript `

Similarly, we sample θ from the posterior probability

P (θ|A,D,C, I,T, v) ∝ P (θ|v)
Q∏

q=1

∏
j∈q

N∏
i=1

P (Ai,j |Di,j , Iq, Ci,Iq , θ, Tj = q)

∝ Beta(θ0|α0, β0)
N∏
i=1

Beta(θi|α1, β1)

×
Q∏

q=1

∏
j∈q

N∏
i=1

{Binom(Ai,j |Di,j , θi)
Ci,IqBinom(Ai,j |Di,j , θ0)

1−Ci,Iq }

= {Beta(θ0|α0, β0)

Q∏
q=1

∏
j∈q

N∏
i=1

Binom(Ai,j |Di,j , θ0)
(1−Ci,Iq )}

×{
N∏
i=1

Beta(θi|α1, β1)

Q∏
q=1

∏
j∈q

Binom(Ai,j |Di,j , θi)
Ci,Iq }. (5.2)

Using the Beta-Binomial conjugacy, θ0 and θi, for 0 < i < N are sampled from the Beta
distribution

θ0|A,C, I,T ∼ Beta(α0 + u0, β0 + v0),

θi|A,C,D, I,T ∼ Beta(α1 + ui, β1 + vi), (5.3)

where

u0 =

Q∑
q=1

∑
j∈q

N∑
i=1

Ai,j(1− Ci,Iq), v0 =

Q∑
q=1

∑
j∈q

N∑
i=1

(Di,j −Ai,j)(1− Ci,Iq),

ui =

Q∑
q=1

∑
j∈q

Ai,jCi,Iq , vi =

Q∑
q=1

∑
j∈q

(Di,j −Ai,j)Ci,Iq .

Sampling the corrected clustering matrix T

The corrected sampling matrix T is sampled based on the Markov Blanket of T in the graph-
ical model (Fig. 5.2),

P (Tj = q|p,A,C,D, I, θ) =
P (Tj = q|pj,1, . . . , pj,Q)

∏N
i=1 P (Ai,j |Di,j , Iq, Ci,Iq , θ, Tj = q)∑Q

q′=1 P (Tj = q′|pj1, . . . , pjQ)
∏N

i=1 P (Ai,j |Di,j , Iq, Ci,Iq′ , θ, Tj = q′)
,
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where we assume the categorical prior over T ,

P (Tj = q|p,A,D,C, I, θ) =
pj,q

∏N
i=1 P (Ai,j |Di,j , Iq, Ci,Iq , θ, Tj = q)∑Q

q′=1 pj,q′
∏N

i=1 P (Ai,j |Di,j , Iq, Ci,Iq′ , θ, Tj = q′)
. (5.4)

Sampling the corrected genotype matrix C

Similarly, the corrected genotype matrix C is sampled using the Markov Blanket of C in the
graphical model

P (Ci,k = 1|C−(i,k),A,D, θ, I, ξ,Ωi,k,T) =

|Ωi,k − ξ|
Q∏

q=1

∏
j∈q

Binom(Ai,j |Di,j , θi)
1(Iq=k)

|Ωi,k − ξ|
Q∏

q=1

∏
j∈q

Binom(Ai,j |Di,j , θi)
1(Iq=k) + (1− |Ωi,k − ξ|)

Q∏
q=1

∏
j∈q

Binom(Ai,j |Di,j , θ0)
1(Iq=k)

,

(5.5)

where

|Ωi,k − ξ|
Q∏

q=1

∏
j∈q

Binom(Ai,j |Di,j , θi)
1(Iq=k) = P (Ci,k = 1|Ωi,k, ξ)

Q∏
q=1

∏
j∈q

P (Ai,j |Di,j , Iq, Ci,Iq = 1, θ, Tj = q)

and

(1−|Ωi,k−ξ|)
Q∏

q=1

∏
j∈q

Binom(Ai,j |Di,j , θ0)
1(Iq=k) = P (Ci,k = 0|Ωi,k, ξ)

Q∏
q=1

∏
j∈q

P (Ai,j |Di,j , Iq, Ci,Iq = 0, θ, Tj = q).

Here, we assume Bernoulli distribution over Ci,k,

P (Ci,k = 1|Ωi,k, ξ) = ξ1−Ωi,k × (1− ξ)Ωi,k

Indeed, we have P (Ci,k = 1|Ωi,k = 1, ξ) = 1 − ξ and P (Ci,k = 1|Ωi,k = 0, ξ) = ξ. Thus,
we can shortly write P (Ci,k = 1|Ωi,k, ξ) = |Ωi,k − ξ|. Similarly, for Ci,k = 0, we can write
P (Ci,k = 0|Ωi,k, ξ) = 1− |Ωi,k − ξ|.

Sampling the error rate ξ

We can compute the distribution of the error rate ξ having the corrected genotype matrix C,
as well as the input clone genotype matrix Ω and hyperparameters κ as follows,

P (ξ|C,Ω, κ) = P (ξ|κ)
N∏
i

K∏
k

P (Ci,k = 1|Ωi,k, ξ)

= Beta(ξ;κ0, κ1)× ξ1−Ωi,k(1− ξ)Ωi,k .

From the Beta-Bernoulli conjugacy we obtain

P (ξ|C,Ω, κ) = Beta

κ0 +
∑
i,k

1(Ωi,k ̸= Ci,k), κ1 +
∑
i,k

1(Ωi,k = Ci,k)

 . (5.6)

Finally, the Gibbs sampling algorithm for CACTUS was derived as a straightforward
modification of the algorithm used for cardelino [177]. In the algorithm, Iq is iteratively
sampled using Eq. (5.1) for q = 1, . . . Q, θi for i = 1, . . . , N is sampled using Eq. (5.3), Tj is
sampled for j = 1, . . . ,M using Eq. (5.4), Ci,k for i = 1, . . . , N and k = 1, . . .K is sampled
using Eq. (5.5), and ξ is sampled using Eq. (5.6).
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5.2. Results

5.2.1. Single cell and WES profiling of two FL patients

The analyzed tumor cell populations were collected from lymph nodes of two FL patients: a
male patient (S144) at the age of 37, who was diagnosed with an IgM expressing FL stage IV
and a female patient (S12118) at the age of 51, who was diagnosed with an IgG expressing
FL stage IV. To detect (sub-)clonal mutations, we performed WES at 200x coverage and
called mutations between FL cells and paired stromal non-hematopoietic cells. We detected
398 somatic mutations for patient S144 and 1034 somatic mutations for patient S12118 with
somatic p-value (SPV) < 0.1.

Next, for pooled samples of both subjects, we performed single cell sequencing of purified
FL cells for full transcriptomes and BCR enriched libraries. We used the Vireo method [183] to
group single cells back to the patients based on matching of alleles expressed in the single cells
with germline mutations detected by bulk WES. Deconvolution of the whole transcriptome
data yielded 1524 cells of subject S144 and 874 cells of subject S12118, respectively. BCR
sequencing yielded BCR heavy chain sequences for approx. 70% of cells in both patients. Both
samples were dominated by a limited number of larger BCR clusters (further referred to as
multiplet BCR clusters), with many BCR clusters containing only one element (singleton BCR
clusters). ‘Pielou evenness index’ was 0.59 for S144 and 0.53 for S12118, indicating moderate
intraclonal diversification [184]. For generality, cells without BCR heavy chain sequences were
considered to form a separate singleton cluster (see Additional file 1: Fig. S3 for BCR cluster
size distribution).

5.2.2. A probabilistic model for assigning cell clusters to evolutionary tumor
clones.

CACTUS is a Bayesian method that integrates three different sources of prior knowledge:
(1) a set of tumor clones with their genotypes, (2) independently obtained non-overlapping
cell clusters, and (3) scRNA-seq transcripts at mutated sites, to map each cell cluster to its
corresponding tumor clone (Methods). Cells of the same cluster are assumed to come from the
same tumor clone. Since the clusters are non-overlapping sets of cells, the cluster assignment
to clones defines also the cell assignment (each cell in a given cluster is assigned to the same
clone as its cluster).

Here, the input cell clustering was defined by the BCR sequences. Cells with the same
BCR sequence are expected to be more likely to come from the same tumor clone. Thus,
here CACTUS takes advantage of the extra information of BCR sequences to gain power and
confidence of the assignment. During model inference, both the input clone genotypes and
the input cell clustering are corrected, taking into account all available data. Thus, although
the input clusters are defined as sets of cells with identical BCR sequences, during model
inference the cells may swap between clusters, based not only on BCR sequence similarity but
also based on shared sets of mutations.

CACTUS yields the posterior probability estimate for each given cell cluster to be mapped
to each given clone. This probability is defined using a beta-binomial model for the allele
specific transcript counts for each mutation and cell in this cluster. The model estimates the
error rate for the given imperfect genotypes of the clones and outputs corrected genotypes.
Similarly, the corrected clustering of single cells is returned. The likelihood of assigning a
cluster to a given clone increases with the similarity of the mutation signal observed in the
cells of the corrected cluster to the corrected genotype of that clone. Overall, the three most
important hidden variables in the model are: the corrected clone genotypes, the corrected
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clusters, and the assignment of corrected clusters to the clones by matching to their corrected
genotypes. The final assignment of the clusters (and thus also their contained single cells) is
obtained by selecting the most probable tumor clone for each corrected cluster (Fig. 5.1).

For both subjects, to define the input clonal structures, we first identified a set of mutations
that could be identified both in WES and scRNA-seq data. We consider the mutation to
be present in scRNA-seq if at least one variant read is observed. From the identified 398
mutations with SPV < 0.1 for subject S144 and 1034 mutations for subject S12118, for further
analysis we selected only these mutations, for which any transcript expression was observed in
scRNA-seq. Despite the relaxed significance level of 0.1 for the somatic p-values, we consider
the common mutations as reliable, since they have evidence in both data sources. Only 5 out
of 95 total resulting common mutations for subject S144, and 5 out of 133 common mutations
for subject S12118, had somatic p-value in the (0.05, 0.1) interval (Additional file 1: Fig. S4).
Numbers of the common mutations vary in different cells (Additional file 1: Fig. S5). For
further analysis we considered only cells which contain at least one of the common mutations.
This included 1262 out of 1524 cells in subject S144 and 799 out of 874 cells in subject S12118.

We next applied Canopy to the WES data for the common mutations, and extracted
the top tree and its corresponding clones, with their genotypes. To obtain the cell-to-clone
assignment, CACTUS was applied to the obtained clonal structure, with a clustering of single
cells defined by identical BCR sequences and scRNA-seq transcript counts as input. To
demonstrate how the addition of the BCR clustering information improves the assignment
of cells to clones, we applied cardelino [177] to the same Canopy trees and the scRNA-
seq transcript counts. From these data, cardelino derived cell assignment to tumor clones.
The two models (CACTUS and cardelino) are similar, but CACTUS can exploit the data
more fully as it additionally takes into account the cell clustering (here, by BCR sequence)
information into account. In fact, for the specific case of such uninformative clusters that
contain exactly one cell, CACTUS reduces to cardelino. Thus, naturally, the advantage of
CACTUS should be visible for such cells that are contained in clusters of more than one cell.
It is important to note that both CACTUS and cardelino correct the input clone genotypes
in their own way. Thus, the final genotypes of the clones might be similar, but obtained by
correcting different initial clone genotypes. Therefore, keeping original labels of the clones
would introduce artificial differences between the outputs of the two methods. To make a
comparison of CACTUS to cardelino feasible, we first adjust the clone labels in such a way
that clones with most similar corrected genotypes between the two methods share the same
label (Additional file 1: Fig. S6).

5.2.3. CACTUS solution verified by an independent gene expression anal-
ysis

To validate the returned cluster-to-clone assignment and the induced cell assignment, we
performed independent analysis of transcript expression levels obtained from scRNA-seq of
the same cells. Note that here we describe gene expression as independent data since the
transcript counts across all sites in the gene sequences are not used by CACTUS during
inference. In contrast, CACTUS uses specific counts of those reads that map to the variant
sites. Gene expression information is thus not used for model inference, only the signal for
existence of mutations. We investigated whether the grouping of cells into the inferred clones
tends to coincide with similarity of their expression profiles visually (Fig. 5.3, 5.4). To this end,
we reduced the dimensionality of expression data using UMAP [185] provided in the Seurat
package [186] and colored each cell with its corresponding clone inferred using CACTUS, and
for a comparison, cardelino [177].
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Figure 5.3: Validation of cell-to-clone assignment with gene expression for subject S144. a,
b, d, e Transcript expression of the cells reduced to two dimensions using UMAP, shown separately for
the cells in multiplet BCR clusters (a, b) and for cells belonging to singleton BCR clusters (d,e). Each
point corresponding to a cell is colored by its clone assigned by CACTUS (a, d) and by cardelino [177]
(b, e). The advantage of CACTUS in terms of agreement with gene expression is more pronounced
for cells in multiplet BCR clusters.

As expected, CACTUS leverages information obtained from the multiplet BCR clusters.
For cells in such BCR clusters, the results of CACTUS are more consistent with gene expres-
sion (visualized for UMAP in Fig. 5.3a and Fig. 5.4a) than the results of cardelino (Fig. 5.3b
and Fig. 5.4b). For subject S144 and cells contained in the multiplet BCR clusters, CACTUS
identifies clone C2 as a set of cells that is separated in gene expression space from a large
cluster of cells, which is populated mostly by clone C4 and in part by clone C3. In contrast,
cardelino finds clones which are mixed in the reduced gene expression space (Fig. 5.3a,b). For
subject S12118, both methods associate clone C3 with one gene expression cluster and clone
C4 with another, with the two gene expression clusters clearly separated in the reduced space.
For CACTUS, the identified clones are slightly less intermixed with others than for cardelino
(Fig. 5.4). For CACTUS, the clone assignments of cells in the singleton BCR clusters show
less agreement with expression than assignments of cells in multiplet clusters (Fig. 5.3c and
Fig. 5.4c). The agreement for those cells is comparably low for cardelino (Fig. 5.3d and
Fig. 5.4d).

To quantify the agreement of the obtained assignment of cells to the clones with gene
expression, we used a several quality measures [187]. To this end, for each cell and each subject,
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Figure 5.4: Validation of cell-to-clone assignment with gene expression for subject S12118.
Figure panels as for subject S144 in Fig. 5.3. Also for subject S12118, assignment to clones for cells in
multiplet BCR clusters using CACTUS (a) improves agreement with gene expression data compared
to assignment of cells in singleton BCR clusters (d) and assignment using cardelino [177] (b), as
quantified using connectivity measure (c). For singleton BCR clusters CACTUS performs comparably
well as cardelino.

we first reduced the dimension of the normalised expression measurement to 25 using PCA.
Next, we computed the Root mean square standard deviation (RMSSTD), connectivity, Dunn
index and, Calinski–Harabasz (CH) index for the reduced gene expression vectors, grouped
according to the assignment of cells to the clones [188, 154, 189, 190, 191] (Table 5.1). In
this way, we measured to what extent the gene expression of the cells inside each clone is
homogeneous and differs between the clones. A RMSSTD is a measure of compactness - a
low value of RMSSTD indicates low variance of gene expression in each set of cells assigned
to the same clone. The connectivity measure takes values between 0 and infinity and uses
the k-nearest neighbors to indicate the degree of connectedness of the clusters. We used
k = 10 for the computation, but we noted that other values of k gave similar results. If the
cells assigned to the same clone would also be close in terms of Euclidean distance in the
reduced 25-dimensional expression space, the connectivity would be minimized. High Dunn
index values imply increased compactness of each clone and better separation between the
clones, computed for the reduced expression profiles of cells assigned to the clones. The CH
index is another measure for evaluating both compactness and separation simultaneously,
using average between and within clone sum of squares. The higher CH score indicates
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more agreement of the assignment of cells into clones with their gene expression values. For
cells in the multiplet BCR clusters, these quality measures clearly indicate that CACTUS
obtains better agreement between cell-to-clone assignment and gene expression than cardelino
(Table 5.1). In contrast, for cells in singleton clusters, CACTUS obtains similar quality
measures as cardelino.

Table 5.1: Quantification of the agreement of the cell-to-clone assignment with gene ex-
pression profiles of the cells.

Bolded values indicate which method (CACTUS or cardelino) obtained better agreement for
the given subject and type of cluster that the cells assigned to the clones come from. High
values of the Dunn Index and the Calinski–Harabasz (CH) index, as well as low values of the
Root mean square standard deviation (RMSSTD) and Connectivity quantify to what extent
the gene expression of the cells is homogeneous inside each clone and differs between the

clones.

Subject Type Method Dunn Index RMSSTD CH Connectivity
S144 multiplet CACTUS 0.066 57.0 15.6 898.9

cardelino 0.057 77.1 3.2 1250.9
singleton CACTUS 0.054 110.9 3.2 839.5

cardelino 0.052 109.5 1.9 711.9
S12118 multiplet CACTUS 0.098 79.2 11.9 169.6

cardelino 0.084 96.2 10.0 495.0
singleton CACTUS 0.085 105.4 4.1 285.4

cardelino 0.092 99.4 3.9 396.5

We performed independent clustering of cells by their normalised expression using Seu-
rat [186]. Then, we compared the resulting clustering of cells by expression to the grouping
of cells to clones inferred by CACTUS and by cardelino using the Adjusted Rand Index
(ARI; [192]). The index, with values in the [-1,1] interval, is a corrected-for-chance version of
the Rand index, measuring similarity between two given clusterings. ARI is negative when the
agreement is lower than expected by chance and is maximized when the compared clusterings
are identical. For the subject S144 and the cells that are in the singleton BCR clusters, both
clones inferred by CACTUS and by cardelino show very low similarity to expression clusters
(with ARI 0.03 and 0.02, respectively). Compared to cardelino (ARI 0.01), CACTUS achieves
a higher agreement with the gene expression clustering for cells contained in the multiplet
BCR clusters (ARI 0.13). For subject S12118, the CACTUS clones have the same similarity
to expression clusters as cardelino. For cells that are in the singleton BCR clusters, both
CACTUS and cardelino yield ARI of 0.12. Finally, for the cells in the multiplet BCR clusters,
the ARI for both CACTUS and cardelino is 0.21.

Overall, these results indicate that by accounting for the BCR sequence similarity, CAC-
TUS improves the genotype-to-gene expression phenotype mapping.

5.2.4. CACTUS enhances the confidence of cell-to-clone assignment

For both subjects, the top identified evolutionary trees consisted of four clones (Fig. 5.5a,
b). The number of mutations acquired along the branches of the trees ranges from 0 to 57.
The genotype of each input clone is defined as the set of the mutations acquired on the path
from the root of the tree to the leaf corresponding to the clone (Additional file 2: Table S1).
Notably, the clone genotypes and frequencies derived by Canopy (Fig. 5.5a, b) were corrected
both by CACTUS (Fig. 5.5c, g, e, i) and cardelino (Fig. 5.5d, h, f, j). CACTUS, in addition,
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corrected the input BCR clustering. All results discussed below are for the corrected genotypes
and corrected clusters. We investigated the confidence of assignment of cells to the tumor
clones for both subjects (Fig. 5.5). The assignment of cells to the clones was directly derived
from the assignment of their BCR clusters. In general, thanks to the additional information
from the BCR clusters, CACTUS assigns cells to clones with a clearly higher confidence than
cardelino [177]. From both methods, the probability of assigning each cell to each clone can be
derived as output. For subject S144 and a majority of cells, the probability of assignment by
cardelino is almost uniform across the clones (Fig. 5.5d, h). In contrast, for the subset of cells
in the multiplet BCR clusters, the probability of assignment by CACTUS makes confident
assignments (Fig. 5.5c). For the cells in the singleton BCR clusters, CACTUS assigns cells
with similar confidence to cardelino (Fig. 5.5g).

Compared to S144, for subject S12118 the confidence of assignment is larger for both
methods (Fig. 5.5). Again, CACTUS has an advantage over cardelino, especially for cells in
the multiplet BCR clusters , assigning majority of those cells to one clone with high probability
(Fig. 5.5e,i). In contrast, for a majority of cells, cardelino yields similar probabilities of
assignment to clones C2 and C4 (Fig. 5.5f, j).

Overall, the confidence of the assignment is clearly higher for CACTUS than for cardelino,
for both subjects (Table 5.2). Here, we quantified confidence as the concentration of the
assignment probability distribution over the clones, averaged over the cells, using the measures
of entropy and the Gini index [193, 194]. Both entropy and Gini index should be lower for
larger concentration of the probability distribution (equivalently, smaller dispersion).

Table 5.2: Quantification of the confidence of cell-to-clone assignment Confidence is measured
as the concentration of the probability distribution of assigning a cell to clones, averaged across
cells. Bolded values indicate which method (CACTUS or cardelino) obtained higher confidence. Both
normalized Entropy (entropy divided by the maximum possible value) and the Gini Index are supposed
to have lower values for more concentrated distributions, and larger values for more dispersed ones.

Subject Type Method Entropy Gini Index
S144 multiplet CACTUS 0.42 0.46

cardelino 0.85 0.90
singleton CACTUS 0.79 0.84

cardelino 0.87 0.90
S12118 multiplet CACTUS 0.04 0.04

cardelino 0.39 0.45
singleton CACTUS 0.36 0.38

cardelino 0.47 0.54

5.2.5. Assignment of BCR clusters to tumor clones

Finally, we inspected the assignment of BCR clusters to clones by CACTUS. For a comparison,
for each clone we computed the proportion of each multiplet BCR cluster (the fraction of cells
in that BCR cluster) that were assigned to this clone using cardelino (Fig. 5.6). In the case
of ties in the highest proportions across clones, we assumed the BCR cluster was assigned to
the same clone as by CACTUS.

As expected by construction of the underlying probabilistic model, for both subjects,
CACTUS assigns entire BCR clusters to single clones (Fig. 5.6a, c). For cardelino, the pro-
portions of BCR clusters are more distributed across the clones (Fig. 5.6b, d). Given the
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uncertainty of assignment of cells to clones by cardelino for subject S144 (Fig. 5.5), it is not
surprising that for some of the BCR clusters, the clone assigned by CACTUS does not agree
with the clone with the highest proportion of cells assigned by cardelino. CACTUS did not
assign any BCR cluster to clone C1, while cardelino assigned cluster U to that clone. All
of 11 BCR clusters assigned to clone C2 by CACTUS, were assigned to the same clone by
cardelino. Out of 15 BCR clusters assigned to clone C3 by CACTUS, however, none were
assigned to clone C3 also by cardelino. This large disagreement comes mainly from the fact
that cardelino assigned the highest proportion of cells contained in 13 of these 15 clusters
again to clone C2. Finally, out of 11 BCR clusters assigned to clone C4 by CACTUS, 4 were
assigned in the highest proportion to the same clone also by cardelino.

For subject S12118, the assignment of cluster agrees between the two methods, with the
only exception of cluster O. This is in accordance with the increased confidence of assignment
of cells to clones by both methods for that subject (compare Fig. 5.5).

In summary, the agreement of both cell-to-clone and BCR cluster-to-clone mapping be-
tween the CACTUS and cardelino increases with the confidence of assignment. For subject
S144, for which cardelino yielded low-confidence assignments, 736 out of 1262 cells in total
(58%) and 22 out of 37 multiplet BCR clusters (59%) were assigned to different clones by
the two methods. Here, we assume cardelino assigns a BCR cluster to the clone to which it
assigned the highest proportion of cells. For subject S12118, where both methods increased
confidence of assignment, only 123 cells out of 799 (15%) and only one BCR cluster out of 26
multiplet BCR clusters (4%) was assigned differently.

5.3. Discussion

Here, we propose a probabilistic model for accurate and confident mapping of single tumor
cells to their evolutionary clones of origin. In this way, it allows clone-specific gene expression
profiling, opening the possibility to reconstruct genotype-to-phenotype maps. The task of
cell-to-clone mapping is challenged by multiple technical obstacles. First, although multiple
methods exist for the inference of tumor evolution, resolving tumor clones and their genotypes
is in itself a difficult computational problem and errors are expected [168]. Thus, CACTUS,
uses the additional signal both in the scRNA-seq and in clustering data to correct the given
genotypes of the clones. Second, the information in scRNA-seq data is only sparse, prone to
errors such as dropout and uneven coverage, and biased to mutations observable in typically
sequenced first 150 nt of transcripts. It is thus important to realize that the analysed tumor
history is limited only to the mutations measurable in single cells, and is potentially more
coarse-grained than the true clonal structure of the tumor. These limitations are purely
technical, and in this respect analysis using CACTUS would benefit from full-length transcript
sequencing with high depth, as well as further developments increasing the quality of scRNA-
seq technology.

The key aspect of our model is the ability to borrow information across different measure-
ments (both of DNA and RNA) of the cells in the sample. In particular, in addition to clone
genotypes derived from WES, and allele specific transcript counts measured using scRNA-seq,
the model leverages information given by independent clustering of single cells. Our results
show that this additional evidence is crucial to overcome the challenges of the cell-to-clone
assignment problem. Not any given cell clustering, however, can empower CACTUS to de-
liver more confident results. The assumption that cells contained in the same cluster tend to
belong to the same clone is critical for model performance. In particular, such cell clustering,
where the cells in the same cluster are not expected to belong to the same clone, can misguide
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model inference. Apart from clustering by genomic features, which is expected to agree with
the clonal structure of the tumor cell population, for example, clustering by location in the
tissue could be provided as input to CACTUS. Here, we used single cell BCR heavy chain
sequences to define the input clustering. As would other relevant genomic features, muta-
tions in BCR loci bring evolutionary information. On a general level, they indicate whether a
subpopulation of tumor cells sharing a BCR sequence with a low number of BCR mutations
evolved relatively early, or if it has more recently evolved and carries a higher number of
mutations. Similar BCR sequences indicate common evolutionary origin, as otherwise they
would be disrupted by acquisition of additional mutations. Importantly, although the input
clustering is defined by identical BCR sequences, cells are shifted between clusters during
the model inference process, both re-distributing cells among multiplet clusters and joining
singleton clusters to multiplets. This process is influenced by all available data, i.e., not only
the similarity of BCR sequences, but also the variants found in scRNA-seq and in the geno-
types derived from WES. Here, the quality of additional information brought in by the BCR
clusters is assured by the complete and deep sequencing coverage of BCR loci in the applied
scRNA-seq strategy. Errors in sequencing, however, may still occur, which further supports
the need for updating the input cell clusters.

CACTUS could be extended in the future to further broaden its functionality and to
account for even more additional measurements. The input clone genotypes and the number
of clones are corrected, but need to be inferred a priori to applying the model, and the
evolutionary tree structure is not utilized by the model. The possible errors in the prior
tree inference, or a wrong assumption about the number of clones, can potentially hamper
the model performance. To some extent this problem is avoided by the fact that CACTUS
corrects the input clone genotypes during inference. Instead, CACTUS could be extended to
simultaneously infer the evolutionary tree, yielding the clones and their genotypes, together
with the cell assignment to the clones. Finally, other measurements could be incorporated
to statistically strengthen model inference. For example, gene expression similarities between
cells, here used for model validation, could be used as input, as cells with similar expression
profiles are expected to come from the same clone.

The model is applied to newly generated FL patient data, for the first time shedding light
on how clonal evolution in this cancer type induces clone-specific gene expression and agrees
with BCR clusters. Accurate mapping of clonal structures with gene expression patterns al-
lows detection of potential therapy-resistant clones, which is essential for effective personalized
treatment. Our results demonstrate applicability of CACTUS to the complex cancer samples.
The model, however, is more generally applicable and can describe somatic evolution also in
other diseases or in the healthy tissue.

5.4. Conclusions

Here, we deal with the task of gene expression profiling of tumor clones by matching the
genotypes of the clones to the mutations found by RNA sequencing in the single cells. As
applied here, CACTUS benefits from the additional information contained in clusters of single
cells sharing similar BCR sequences to assign cells to clones, to successfully deal with errors
and dropouts in single cell RNA sequencing, and the difficulty of inferring the correct clonal
structure. In summary, this contribution is a step forward in establishing computational
tools for resolving the tumor heterogeneity and, by combining genotype with gene expression
profiles, its impact on functional diversification of the tumor cell subpopulations.
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Figure 5.5: Confidence of cell assignment to the tumor clones. a, b Evolutionary trees inferred
by Canopy [165] for subject S144 (a) and S12118 (b). Leaf labels: clone prevalences. Branch labels:
numbers of acquired mutations. Canopy considers also CNVs, but they are not used for cell-to-clone
mapping and hence not visualized here. Thus, the branch labels can be zero when the alterations
acquired along that branch are copy number changes. Clone 1 corresponds to the base, normal clone.
In tree a, clone 4 (C4) differs from clone 3 (C3) by the 12 SNVs acquired on the branch leading to
the leaf C3. c-j Shades of brown indicate the probability of assignment of cells (y axis) to the clones
(x axis; labeled with corrected prevalences, computed as the fraction of single cells assigned to the
clones) by CACTUS (c, g, e, i) and cardelino [177] (d, h, f, j). For cells in multiplet BCR clusters
(second row), CACTUS yields higher confidence of cell-to-clone assignment (c, e) than cardelino (d,
f). For cells in singleton BCR clusters (third row) for subject S144 the confidence of cell-to-clone
assignment by CACTUS (g) is similarly weak as by cardelino (h), while for S12118 and for CACTUS
(i) the confidence is higher than for cardelino (j).
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Figure 5.6: BCR cluster assignment to tumor clones, for both subjects: S144 (a, b) and
S12118 (c, d), using CACTUS (a, c) and cardelino [177] (b, d). Heatmaps with shades of green
indicate the proportion of cells in multiplet cluster (y axis) assigned to clones (x axis). Each number
in a green entry indicates the nonzero number of cells of the corresponding BCR clusters assigned to
the corresponding clone. Only BCR clusters of at least two cells are featured. As expected, for both
subjects, CACTUS assigns entire BCR clusters to single clones (a, c). For cardelino, the proportions
of BCR clusters are more distributed across the clones (b, d).
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Chapter 6

Tumoroscope: a probabilistic model
for mapping cancer clones in tumor
tissues

Tumor evolution proceeds by the accumulation of mutations, resulting in the emergence of
distinct cancer cell subpopulations, called clones, characterized by their genotypes. The
spatial distribution of these clones may vary drastically across tumor tissue. This genetic
and spatial tumor heterogeneity are the two key determinants of patient prognosis, survival,
and treatment [195, 96, 196]. Characterization of the phenotypic heterogeneity of tumors,
i.e., linking the potential differences between expression profiles of clones and their spatial
distribution has up to now remained an uncharted territory.

The vast majority of studies investigate intra-tumor heterogeneity based on bulk DNA
sequencing (DNA-seq) or single-cell DNA-seq (scDNA-seq) data [197, 198]. Unfortunately,
bulk DNA-seq measures a mixture of millions of cells from different tumors and healthy
cells and thus provides only aggregated information of variant allele frequencies. There are
several approaches for clonal deconvolution of bulk DNA-seq data, reconstructing the clone
genotypes, the frequencies of the clones, and their phylogenetic relationships [199, 200, 201,
165, 202, 203]. More recently, several methods for identifying clonal evolution from mutations
found in scDNA-seq [204] or from combined bulk and scDNA-seq [43, 177, 205] were proposed.
Despite recent technological advances [206], scDNA-seq remains much more laborious, more
inaccurate, and less affordable than the highly established bulk DNA-seq [207]. Unfortunately,
both bulk and scDNA-seq require tissue disaggregation and thus lose spatial information. As
methods based on DNA-seq, they cannot be used to elucidate the phenotypic heterogeneity.

The localization of cancer clones was previously analyzed using multi-region single-cell or
bulk DNA-seq, combined with computational clone inference for each region [208, 209, 210,
211]. This approach, however, is coarse-grained, as each of the regions is itself a bulk sample
and is composed of multiple clones with an unknown position in the tissue. Unfortunately,
currently there exists no experimental approach for large-scale sequencing of the DNA of single
cells in situ. However, the recent technology of spatial transcriptomics (ST) offers spatially-
resolved RNA sequencing (RNA-seq) of mini-bulks of only 1-100 cells, localized in spots of
an ST array [42, 212]. Thereby ST enables an analysis of spatial gene expression patterns
across the analyzed tissue. Although the resolution of ST is orders of magnitude higher than
multi-region bulk sequencing, it still provides only an aggregated signal for mixtures of cells.
Recently, methods addressing the localization of clonal copy number alterations from ST data
were developed, but did not account for somatic point mutations, which constitute the major
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factor in tumor development [213, 214]. Since ST is an RNA-seq protocol and does not have
single-cell resolution, it is non-trivial to infer the point mutation genotypes of clones at the
spots. Finally, single tumor cell phenotypes are widely studied using scRNA-seq, but since
the DNA of these cells is not usually measured, the phenotypes are not assigned to the cancer
clones. In summary, there exists no state-of-the-art approach for the study of tumor genetic,
spatial and phenotypic heterogeneity in a high, close to cellular resolution.

To address this issue, we propose Tumoroscope, a probabilistic graphical model that ex-
ploits somatic point mutation information in ST reads, genotypes of clones reconstructed
from bulk DNA-seq and tumor regions and cancer cell counts annotated in hematoxylin and
eosin-stained (H&E) images to deconvolute the clonal composition of each localized spot in
the tumor sample. In this way, we are able to localize the somatic point mutations and clones
derived from DNA-seq in the tissue. On top of that, we devise a regression model for inference
of gene expression profiles of the clones. After validating Tumoroscope on simulated data,
we set out to answer key questions about co-localization and mutual exclusion patterns of
the spatial arrangement of clones and their phenotypes in a newly generated breast, and a
previously published prostate cancer dataset [44]. Our approach enables close to single-cell
resolution spatial mapping and infers gene expression profiles of the clones in the tumor tis-
sue, opening novel avenues in the study of spatial, genetic, and phenotypic heterogeneity of
tumors.

Figure 6.1: Tumoroscope framework overview. a-c Input data. d-f Data preprocessing. g
Tumoroscope probabilistic model. h Regression model for inference of gene expression profiles of the
clones. i Results of Tumoroscope. j Output of the regression model.

64



6.1. Results

Tumoroscope is a comprehensive probabilistic framework for mapping cancer clones across
tumor tissues based on integrated signals from H&E stained images (Fig. 6.1a), spatially-
resolved transcriptomics (Fig. 6.1b), and bulk DNA-seq (Fig. 6.1c). The data preprocessing
pipeline starts with a two-staged analysis of the H&E-stained image of the tissue (Fig. 6.1d).
Firstly, ST spots lying within regions containing cancer cells are indicated. Secondly, for each
of such ST spots, we estimate the number of cells contained in that spot (using custom scripts
in QuPath [215]; Methods). Next, we reconstruct cancer clones, their genotypes, and frequen-
cies from the bulk DNA-seq data (using the existing methods Vardict [130], FalconX [142],
and Canopy [165], see Methods, Fig. 6.1e). Afterwards, we analyse the data in the form of
the number of alternated reads and the total number of reads for each mutation (mutation
coverage), along with gene expression observed in each spot indicated as tumor (Fig. 6.1f).
Notice, that the key assumption behind Tumoroscope is that each ST spot contains a hidden
mixture of the clones reconstructed from the bulk DNA-seq data. Tumoroscope leverages: i)
the estimated cell counts per spot provided as priors, ii) the alternated and total read counts
for mutations in ST spots, and iii) the genotypes and frequencies for the clones using a prob-
abilistic deconvolution model (Fig. 6.1g). The result of Tumoroscope is the identification of
proportions of the clones in each spot (Fig. 6.1i). Additionally, for each spot, the method
corrects the prior cell counts estimated from H&E images, using an inference from the ST
data. Finally, we employ a regression model with gene expression data taken as independent
variables and the inferred proportion of the clones in the ST spots as dependent variables
(Fig. 6.1h) to infer gene expression profiles of the clonal populations (Fig. 6.1j).

6.1.1. Tumoroscope correctly estimates the proportion of clones in each
spot and is robust to noise in input cell counts

In order to evaluate Tumoroscope’s performance in the case when the ground truth is known,
we assessed its accuracy of estimating the proportion of clones in spots using simulated data.
The simulation setups varied with respect to the number of mutations present in the clones,
the expected number of clones in each spot, and the coverage of mutations. Specifically, we
first designed a basic setup with five clones in the evolutionary tree, 30 mutations in the
genotype matrix, an average number of 13.6 mutations per clone, and an expected number of
2.5 clones per spot. Next, we created four additional setups by decreasing and increasing the
average number of mutations per clone to 5.1 and 15, respectively, and the expected number
of clones per spot to 1 and 4.5, respectively. Furthermore, to test the influence of the level
of coverage per mutation, for each of these five different setups we additionally varied the
average coverage, with settings called very low, low, medium, and high (corresponding to an
average number of reads present in each spot of 18, 50, 80, and 110, respectively; Methods).
We simulated 10 datasets for each of the 20 setups resulting from the five aforementioned
setups and four different coverage levels (amounting to 200 different simulated datasets used
for evaluation in total; see Extended Data Table 6.1 for the detailed specification of simulation
setups).

To inspect the robustness of our model to noise in the counts for number of cells per
spot, we considered three different levels of noise in this input, as well as two versions of
Tumoroscope, differing by how this input was modeled. Specifically, the model was either
given the true simulated values of cells per each spot at the input, or we introduced small and
large additive noise to these counts (Methods). In the first, default model version, referred
to as Tumoroscope, the provided cell counts were used as priors and the number of cells per
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each spot was inferred accounting for all available data. In the second, simplified version,
referred to as Tumoroscope-fixed, this input was used to fix the values of cell numbers in the
spots. As both model variations were evaluated for the three levels of noise on each of the
200 simulated datasets, inference was made for 1200 synthetic datasets in total (Fig. 6.2).
The performance was evaluated by calculating the Mean Average Error (MAE), that is, the
average of the difference between the inferred proportions of the clone and the true values in
all the spots and clones.

Figure 6.2: Performance of Tumoroscope on simulated data. a-c Mean Average Error (MAE;
y-axis) as a function of mutation coverage (x-axis) in different simulation setups (colors) for Tumor-
oscope, for different noise levels in the cell count provided at input: no noise (a), medium noise (b)
and high noise (c). d-f The same as in (a-c), but for Tumoroscope-fixed. g Correlation (y-axis)
between the average mutation coverage and the average error in all the setups is negative for both
model versions (x-axis), regardless of the noise in the number of cells provided at the input (colors).
h-l Comparison of the accuracy (y-axis) of the model between cardelino (gray) and two versions of the
model given true and highly noisy values for the number of cells (colors), depending on the mutation
coverage (x-axis), in different simulation setups: basic (h), increased (i) and decreased (j) number of
mutations, increased (k) and decreased (l) number of clones.

For both model versions, the error tended to increase with decreasing coverage (Fig. 6.2
a-g), indicating that better clone deconvolution can be obtained with deeper sequencing of
the spots in ST data. Tumoroscope obtained low error (median MAE between 0.02 and
0.15, depending on the coverage), regardless of the level of noise in the input cell counts per
spot (Fig. 6.2 a-c). Notably, in the case when the true, simulated cell counts were given
as input, Tumoroscope performed equally well as Tumoroscope-fixed, despite the advantage
that the latter had by fixing the counts to the true values (Fig.6.2a vs 6.2d). This advantage
turned into bias when the input cell numbers became noisy, and Tumoroscope-fixed obtained
a larger MAE than Tumoroscope (Fig. 6.2b,e, c, f). Similar results were obtained when higher
coverages per mutation were considered (Extended Data Fig. 6.1). These results emphasize
the importance of keeping the input cell count per spot as priors rather than fixing them as
observed values, especially in the case of noise in this input, which is expected for real data.
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Indeed, in the real data, these input cell counts per spot are estimated from H&E images
using algorithms for nuclei detection, which becomes particularly difficult when the cells are
densely packed and the nuclei overlap (Methods).

6.1.2. Accounting for the mixture of clones in each spot is key for model
performance

To demonstrate the necessity of accounting for the mixture of clones in each spot, we compared
Tumoroscope to an alternative method called cardelino [177]. Since cardelino was originally
designed to assign single cells to clones based on scRNA-seq data, here, we applied cardelino
providing each spot as a single cell, effectively assuming that the spot was a homogeneous
readout from a single clone. For the sake of comparison, we only considered the major clone
in each spot inferred by Tumoroscope and we defined the accuracy as the percentage of
the agreement of the major inferred clone and the major true clone in the simulated data.
Again, we evaluated both Tumoroscope and Tumoroscope-fixed. Tumoroscope obtained the
worst-case median accuracy of around 0.27 for the increased number of clones and very low
read count setup, and best-case accuracy of around 0.92 for the decreased number of clones
and very high read count setup. With these results, Tumoroscope significantly outperformed
cardelino, which obtained median accuracy between 0 and 0.09 in all simulation setups (Fig.
6.2 h–l). Similar to (Fig. 6.2 a–g), Tumoroscope’s accuracy tended to decrease with decreasing
coverage. Interestingly, Tumoroscope obtained the highest accuracy for the decreased number
of clones setup, and the worst for the increased number of clones, indicating that the number
of clones per spot is a decisive factor for method’s performance. Tumoroscope-fixed obtained
lower accuracy than Tumoroscope, especially when provided with highly noisy input cell
counts but still outperformed cardelino by a large margin. This result strongly emphasizes
the importance of accounting for the clone mixtures in spots.

6.1.3. Tumoroscope deconvolutes spatial clonal composition in a breast tu-
mor and finds spatial patterns of cancer clones in sub-areas.

To investigate the spatial clonal structure of a real tumor sample, we applied Tumoroscope to
a newly generated dataset including three breast tumor sections from one patient. As input
data, for each section, we generated deep whole-exome sequencing data (WES) and spatial
transcriptomics (10x Genomics) of two neighboring layers (Methods). We assayed 4885-4992
spots per sample. In the data pre-processing stage, we selected the spots that were cancerous
based on the expert pathologist’s annotations (Fig. 6.3e) and estimated cell counts from H&E
images of the sections. We considered 608 high-confidence somatic single-nucleotide mutations
(SNVs) identified from WES data that were co-observed in the annotated ST data (Methods).
Next, we reconstructed the evolutionary tree of somatic mutations that were also present in
ST data reads (Methods). We identified seven clones, including a base clone without somatic
mutations (Fig. 6.3a,b; Extended data Fig. 6.3). Finally, given the selected 11461 cancerous
spots, their estimated cell counts, total and alternated read counts at identified mutations, and
the reconstructed clone genotypes, we used Tumoroscope to deconvolute the transcriptomics
mutation profiles from the spots to obtain the proportions of the underlying clones.

The composition of the seven clones in the investigated breast cancerous tissue identified
by Tumoroscope revealed fascinating patterns of spatial arrangement (Fig. 6.3d). Generally,
there was no single clone that fully dominated a specific contiguous sub-area of tissue. How-
ever, we did observe subsets of clones that coexisted in sub-areas. For section SB1, clone 4 was
present in medium proportions in all analyzed spots of both layers. Very interestingly, there
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Figure 6.3: Spatial arrangement of cancer clones found for the breast cancer dataset. a-b
Evolutionary tree and genotypes of the inferred clones. c Distribution of the correlation (y-axis) of the
clonal composition of the spots that are distant and adjacent, computed for 100 pairs of spots sampled
at random 20 times each (x-axis). d Distribution of the agreement of the distant and adjacent spots
in cardelino and Tumoroscope, computed for the same randomly sampled pairs. For the computation
of the agreement, we use the single inferred clone by cardelino and the major inferred clone by
Tumoroscope. e Pathologist’s annotation of the cancerous areas on the H&E images for sections SB1,
SB2, and SB3. f For each section, two rows correspond to the two nearby samples and 7 columns
correspond to the proportion of the spots assigned to each clone. g The clonal assignment of the spots
by cardelino for the same samples (see Extended data Fig. 6.2 for expanded cardelino results).
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was a clearly separated sub-area in the right-hand part of section SB1 first layer, where clones
2, 4, and 6 co-occurred. The rest of this layer was dominated by clones 3, 4, and 5. In the
second layer of section SB1, clones 2, 4, 5, and 6 coexisted, although with larger proportions of
clone 4, low proportions of clones 2 and 6, and clone 5 being present in fewer spots than other
clones. Clone 7 was not present in either layer of this section. Similarly, contiguous sub-areas
that were predominantly occupied by small subsets of clones could be found in both layers of
sections SB2 and SB3. As expected, clone 1, which lacked somatic mutations characteristic
of the remaining cancerous clones, was found in only small proportions in the analyzed spots
across all sections and layers. Patterns of clonal co-occurrence and mutual exclusion could be
observed across all sections and layers, indicating a systematic mechanism. For example, the
pairs of clones 2 and 6, as well as 3 and 5, although evolutionarily distant and with different
genotypes (Fig. 6.3a, b) were always present together in the same sub-areas, while clones 4
and 7 excluded each other.

In contrast to Tumoroscope, in the assignments of single clones to spots inferred by
cardelino, there was no detectable spatial pattern of domination of clones in sub-areas, as
all clones were present in all sections uniformly (Extended Data Fig. 6.4 and 6.2). Again,
this underlined the importance of spot deconvolution.

To validate the decomposition results in the absence of ground truth, we exploited that it
is natural to expect the similarities in the clonal composition of the adjacent spots to be high,
due to the growth process of the tumor in space. We found that the median correlation of clone
proportions inferred by Tumoroscope between adjacent spots was significantly higher than the
median correlation between distant spots (computed between 100 pairs of spots each, sampled
at random 20 times; Fig. 6.3c). Since Tumoroscope treated each spot as independent and did
not enforce any spatial similarities by design, this result strongly supports the correctness of
the deconvolution of ST spots using Tumoroscope.

Importantly, we compared Tumoroscope’s and cardelino’s performances. Since cardelino
was originally designed to analyze scRNA-seq data, when applied to ST data, it assigned only
one clone to each spot. Thus, to enable the comparison, for every spot of interest, we deter-
mined the major clone (characterized by the highest proportion) indicated by Tumoroscope
and computed the agreement for each out of 20 randomly sampled sets of adjacent and dis-
tant pairs of spots considered previously. The median fraction of adjacent pairs of spots with
clonal assignment in agreement was much higher for Tumoroscope (0.41) than for cardelino
(0.25). Moreover, the difference between the agreement for the distant and adjacent pairs was
larger for Tumoroscope (distance between medians 0.14; one-sided Wilcoxon p-value 1.9e-06)
than for cardelino (distance between medians 0.03; one-sided Wilcoxon p-value 0.063).

6.1.4. Tumoroscope assigns the ST spots to clones in a prostate tumor

Next, we applied Tumoroscope to three prostate tumor sections from one patient, for which
deep WES and ST data (custom arrays) of neighboring layers were generated [44]. As before,
we selected the spots that were cancerous based on the regions that were annotated as tumor
areas by an expert pathologist (obtaining 968-1001 spots per sample) and counted cells in
spots from H&E images (obtaining 1-188 cells per spot; Fig. 6.4c; Methods). We then called
the somatic mutations from WES data and identified 282 high-confidence somatic SNVs that
co-occured in the ST data. Next, we reconstructed the evolutionary tree using Canopy [165]
for that tumor from the WES data, identifying four clones, including a base clone without
somatic mutations (Fig. 6.4a,b; Extended Data Fig. 6.4). Finally, we used Tumoroscope to
deconvolute the transcriptomic signal from 294 spots in the ST data to reveal the proportions
of the underlying clones.
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Figure 6.4: Results obtained for the prostate cancer dataset. a-b Evolutionary tree and
genotype of the clones. c Pathologist’s annotation of the cancerous areas on the H&E images for
sections SP1, SP2, and SP3. d For each section (rows), 4 columns correspond to the proportion of
the spots assigned to each clone. e The clonal assignment by cardelino (see Extended data Fig. 6.5
for expanded cardelino results). f Distribution of the correlation of the clonal composition of the
spots that are distant and adjacent, computed for 100 pairs of spots sampled at random 20 times
each. g Distribution of the agreement (y-axis) of the distant and adjacent spots for cardelino and
Tumoroscope, computed for the same randomly sampled pairs. For the computation of the agreement,
we use the single inferred clone by cardelino and the major inferred clone by Tumoroscope.

Similar to the results obtained for breast cancer, for prostate cancer, we observed a pattern
of sub-areas with marked presence of subsets of clones (Fig. 6.4d). Interestingly, section SP1
was divided into two sub-areas, with the left-hand sub-area containing all cancer clones 2,
3 and 4, while the right-hand sub-area was predominantly occupied by clone 4 with a small
admixture of normal cells (clone 1). Sections SP2 and SP3 were smaller than SP1, but also
showed distinct sub-areas with different clonal compositions.

For comparison, we again applied cardelino, by considering each spot in the ST data as
a single cell measured using scRNA-seq (Fig. 6.4e). Interestingly, similarly to Tumoroscope,
for section SP1 cardelino also divided the tissue into two different subareas, confirming their
distinct clonal composition. However, the clones assigned by cardelino did not agree with
the clones identified as taking the most proportion of the same spots by Tumoroscope. For
example, for the right-hand sub-area of section SP1, cardelino mostly assigned spots to clone
3, and not 4.

We further verified whether Tumoroscope inferred more similar clonal profiles for adjacent
spots than for distant spots. As expected, the correlations of the inferred clone proportions
between of adjacent spots (median 0.65) were significantly higher than the correlations be-
tween distant spots (median 0.38; computed for 100 randomly selected pairs each and sampled
20 times; Fig. 6.4f), validating the results of Tumoroscope.

Furthermore, we compared the percentage of the agreement of the major clone in each
spot in the adjacent and distant pairs of spots found using Tumoroscope, with the agreement
of the clones in the same pairs of spots assigned by cardelino (Fig. 6.4g). With a median
of 0.41, the agreement for adjacent spots was significantly higher for Tumoroscope than for
cardelino (median 0.31). Furthermore, the difference between the agreement of the adjacent
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Figure 6.5: Genes are expressed differently in various cancer clones. The expression of the
30 genes that were inferred by the regression model as the most active in at least one clone, clustered
in rows and columns, for breast (a) and prostate cancer (b) tissues. * cancer gene found in all cancer
tissues (not cancer type specific) according to the HPA database [216]; + cancer gene with nTPM
(normalized gene expression value) in the desired cancer type (either breast in a or prostate in b) at
least four times higher than in other cancer tissues, according to [216]; - not detected in cancer tissues,
or nTPM at least four times higher in another cancer tissue than the desired one, according to [216].

and distant spots was significant for Tumoroscope (difference between medians 0.05; one-sided
Wilcoxon p-value 0.004) and was notably higher than for cardelino (0.01; one-sided Wilcoxon
p-value 0.556).

6.1.5. Similarity in gene expression profiles coincides with spatial co-occurrence
of clones

Next, we applied the regression model (Methods) to deconvolve the expression values of genes
in each clone from the aggregated gene expression values in spots. The regression model
assumed that the expression of each gene in each spot is given by a mixture of expression
values of that gene coming from clones present in that spot, weighted by their proportion
inferred by Tumoroscope, and scaled by the inferred cell number in that spot. Both for breast
and prostate cancer data, we ranked the genes by their maximum inferred expression across
the clones and selected the first 30 genes at the top of the ranked list. We found that out
of 30 genes selected for prostate cancer, 9 of them (KLK2, KLK3, MSMB, TAGLN, SPON2,
KLK4, PMEPA1, MYH11, AZGP1 ) are known to be enriched in prostate cancer tissues (i.e,
have elevated expression specifically in the prostate cancer tissue, according to Human Protein
Atlas; HPA; [216]), and 19 are known to be upregulated in cancer (i.e, expressed in several
cancer types according to HPA). For breast cancer, we found the TPRG1 gene, known to
be enriched in breast cancer tissues, and 25 genes known to be upregulated in cancer. The
deconvolved expression profiles with respect to clones varied between the genes (Fig. 6.5).
Using hierarchical clustering of the genes by their expression values, we found 10 clusters
for breast, and 10 clusters for prostate cancer, respectively (Fig. 6.5a,b). Interestingly, we
found clusters with genes expressed highly only in specific subsets of clones. For instance,
for breast cancer data, we found that the genes MT-CO1 and MT-CO3, associated with
promoting cancer phenotype [217, 218] and gene RPL19 associated with poor cancer patient
survival [219], were highly expressed exclusively in clones 2, 6 and 7. Furthermore, in the
results obtained for prostate cancer data, we found that the gene KLK3, known as prostate-
specific antigen and the most frequently clinically used prostate cancer biomarker [220], was
active in clones 2 and 3. These results suggest that each cancer cell clone might have its
specific function in tumor progression and development.

Finally, we performed clustering of the clones with respect to their gene expression profiles
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(Fig. 6.5). Intriguingly, for both prostate and breast cancer, clones with similar inferred
phenotypes, which were clustered together by their expression profiles, also coexisted in space
across the tissue (compare with Fig. 6.3 and 6.4). For breast cancer, since the correlation
between the fraction of the clones 2 and 6 in the spots was relatively high (Pearson correlation
r = 0.64; see Extended data Fig. 6.7), it was expected to find them to be similar in terms
of their gene expression profiles, per construction of the regression model. In contrast, while
the fractions of clones 3 and 5 in the same spots were not correlated (Pearson correlation
r = −0.28; Extended data Fig. 6.7), they were still co-localized in tissue space as they co-
occurred in adjacent spots (Fig. 6.3; average correlation of fractions in the adjacent spots
r = 0.16; Extended data Fig. 6.8). In this case, similar expression profiles for these clones
were not expected per construction of the regression model, but still, these clones were inferred
as the second most similar. For the prostate cancer sample, the two clones 2 and 3 which
were co-localized in the tissue (Fig. 6.4), were also the most similar in terms of their gene
expression profiles. Both for breast and prostate cancer, the pairs of correlated clones were
not close in terms of their mutations (Fig. 6.3b) and thus placed in distinct sub-trees of
the evolutionary tree (Fig. 6.3a). This indicates that even distant clones may have similar
phenotypes and play analogous roles in tumor progression.

6.2. Discussion

Tumoroscope is the first approach for mapping cancer clones based on point mutations in
tissue space and resolving their expression profiles in close to single-cell resolution. This
resolution amounts to the diameter of the deconvoluted spots, ranging from 100 µm (as for
the prostate cancer dataset [44]) to 55 µm (as for the breast cancer dataset), depending on
the ST technology. Effectively, this means the model is able to assign clone proportions for
spatially resolved mini bulks of the order of 1-40 cells (1-10 cells for breast cancer dataset [212]
and 10-40 for prostate cancer dataset [42]). Tumoroscope achieves this result by innovative
integration of data from technologies that were not originally developed for this task: H&E,
WES, and ST. The key signal exploited by Tumoroscope to identify the clonal composition
of ST spots is the matching between mutations present in the genotypes of the clones to the
mutations found in the RNA sequencing of the spots. On top of that, the method estimates
additional variables, such as the number of cells in each spot and the average expression
of each variant site per single cell. Finally, with the proportion of the spots coming from
specific clones, alongside the gene expression observed in spots in hand, we solve the problem
of clone-specific gene expression deconvolution.

Our comprehensive simulation study demonstrates Tumoroscope’s robustness to noise in
the estimation of the number of cells in ST spots. The results clearly indicate that the
deconvolution task becomes easier with increasing coverage of mutations in ST spots and
with a decreasing number of coexisting clones in each spot. In application to breast and
prostate cancer data, Tumoroscope reveals spatial patterns of clonal arrangement, indicating
a well-mixed coexistence of small subsets of all clones in subareas of the tumor tissue.

Applying our regression model to infer gene expression levels in the different clones allows
us to identify the distinct phenotypes of the clones, effectively assigning spatial resolution to
the function of the different tumor subpopulations, and thus profiling the functional hetero-
geneity of tumors. Moreover, our findings in both analyzed cancer types indicate that it is
the phenotypic, and not genotypic similarity, which could drive the spatial co-occurrence of
clones. However, this result should be further validated in additional patient samples and
using independent data.
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To our knowledge, there exists no competing technology that could be applied to resolve
the spatial clonal heterogeneity of tumors in a comparable resolution to Tumoroscope. Spatial
capturing of DNA sequences is still at the very early stage of development [221]. The very low
resolution obtained with current spatial DNA sequencing technology requires merging beads
located nearby in the array and, thus, provides spatial mini-bulk data, akin to ST spots.
Additionally, ignoring the evolutionary origin of distinct clones and clustering beads with no
information about variant allele frequency, as performed in [221], oversimplifies the complex
problem of spatial clonal deconvolution. Considering the difficulties intrinsic to spatial DNA-
seq data, close to single-cell resolution ST data proves to be a highly attractive alternative
for the spatial inference of clonal evolution. The recently developed method STARCH [213]
combines RNA-sequencing of ST spots and DNA-sequencing from neighboring tissues in the
same tumor sample to infer the spatial arrangement of clones based on their copy number
profiles. Besides, Erickson et al. [214] developed a method to infer genome-wide copy number
variations (CNVs) from spatially resolved mRNA profiles in situ that reveal distinct CNV
based clonal patterns within tumors. In contrast to Tumoroscope, however, both these meth-
ods ignore the impact of point mutations in tumor heterogeneity. Moreover, they do not
directly address the problem of deconvoluting the mixture of cancer clones per spot.

The quality of the obtained results could be further improved with better technology.
For example, replacing WES with scDNA-seq data would allow more accurate inference of
cancer clones, their evolutionary relationships, and genotypes using dedicated computational
approaches [222, 223]. As the ST technology improves, smaller spots are expected, limiting the
number of clones per spot, which makes the deconvolution problem easier. Finally, currently,
only the first 300 bp of gene sequences are sequenced in the process of ST data generation. For
our approach, ideally, whole gene bodies should be sequenced so that all mutations detectable
from WES could also be observed in ST and matched for more accurate deconvolution of spots
into clones. Such a sequencing was recently shown to be possible [224] but was not available
for the data that we analyzed and is not in the standard ST protocols.

Despite these technological limitations, already now Tumoroscope offers a major break-
through in the integrated analysis of spatial, genomic and phenotypic tumor heterogeneity.
The model could be applied in further studies profiling adjacent tumor samples to provide
3D maps of clones. With our ability to compute gene expression profiles of the clones, we
could make it possible to predict the most proliferating areas and, thereby, the most probable
expansion sites of the 3D structure of the tumor. Furthermore, studies combining H&E, WES,
and ST for large cohorts of patients, could explore the dependencies between patient clinical
features and the spatial patterns of clones found using Tumoroscope. Combined with cell-type
deconvolution approaches for ST data in the tissue surrounding the tumors [225, 226, 227],
our framework has the potential to bring unprecedented insights into the interactions of spe-
cific cancer clones, their phenotypes, and the surrounding microenvironment. In summary,
Tumoroscope opens up a new avenue in cancer research with broad applications for a basic
understanding of the disease and its clinical applications.

6.3. Methods

6.3.1. Breast tumor samples

The breast tumor study was approved by the Swedish Ethical Review authority (no. 2016/957-
31 with amendments 2017-742-32, 2020-00323 and 2021-00795). Breast tumor tissues were
obtained by Dr. Johan Hartman (Institute of Oncology and Pathology, Karolinska Institute).
The samples were collected from tumor material removed from a patient with untreated
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invasive ductal carcinoma during breast cancer surgery. Histological evaluation of the patient’s
tumor was performed by pathologists for diagnostic purposes and defined as HER2 (+3), ER
(30%), and Ki67 (79%). For this tumor sample, different regions (n = 5) were selected by
the pathologists. From each region, tissue was isolated for immediate embedding in OCT
for gene expression analysis with spatial transcriptomics. Samples for spatial transcriptomics
were immediately frozen and stored at −80℃ until further analysis.

6.3.2. Preparation and sequencing of Spatial Gene Expression Libraries for
the breast tumor samples

Sections of fresh-frozen breast tumor tissue were cut at 10 µm thickness and mounted onto
slides from the Visium Spatial Gene Expression Slide & Reagent kit (10X Genomics). Se-
quencing libraries were prepared following the manufacturer’s protocol (Document number
CG000239 Rev A, 10x Genomics). Prior to imaging, coverslips were mounted on the slides
according to the protocol’s optional step Coverslip Application & Removal. Tissue images
were taken at 20x magnification using Metafer Slide Scanning platform (MetaSystems) and
raw images stitched with VSlide software (MetaSystems). Adaptations of the protocol were
made in that the Hematoxylin staining time was reduced to 4 minutes and tissue perme-
abilization was performed for 12 minutes. Final libraries were sequenced on NextSeq2000
(Illumina) or NovaSeq6000 (Illumina).

6.3.3. Data processing of spatial gene expression libraries for the breast
tumor samples

Following demultiplexing of bcl files, read 2 fastq files were trimmed using Cutadapt [228]
to remove full-length or truncated template switch oligo (TSO) sequences from the 5’ end
(beginning of read 2) and polyA homopolymers from the 3’ end (end of read 2). The TSO
sequence (AAGCAGTGGTATCAACGCAGAGTACATGGG) was used as a non-internal 5’
adapter with a minimum overlap of 5, meaning that partial matches (up to 5 base pairs) or
intact TSO sequences were removed from the 5’ end. The error tolerance was set to 0.1 for the
TSO trimming to allow for a maximum of 3 errors. For the 3’ end homopolymer trimming, a
sequence of 10 As was used as a regular 3’ adapter to remove potential polyA tail products
regardless of its position in the read, also with a minimum overlap of 5 base pairs. The
trimmed data were processed with the spaceranger pipeline (10X Genomics), version 1.0.0
(BC) and mapped to the GRCH38 v93 genome assembly.

6.3.4. Prostate cancer sample

The prostate cancer dataset was generated and published by Berglund et al. [44]. This dataset
consists of twelve sections, with H&E images, bulk DNA-seq and spatial transcriptomics
provided for each section. The data were generated and processed using protocols as described
in [44].

6.3.5. Identifying the spots that contain tumor cells

To select the spots that contain tumor cells, we took advantage of H&E staining images
of the analyzed tissues. For both breast and prostate cancer, regions containing cancer cells
were annotated by an expert pathologist Dr. Łukasz Koperski using QuPath [215]. We further
selected spots whose area overlapped with the pathologist’s annotated regions, using a custom
script in QuPath [215].
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6.3.6. Counting cells in spots

We developed a custom script in QuPath [215] to count cells in each ST spot visible in the
H&E images [215]. The script takes as input coordinates and diameters of spots to define
target areas. Then, we employ QuPath’s inbuilt cell counting algorithm for detecting and
counting nuclei. In order to adjust parameters of the algorithm, we examined random spots
by manually counting cells to verify the accuracy of the results.

6.3.7. Spatial transcriptomics data preprocessing

For prostate cancer sample, the ST data bam files were provided by Berglund et al. [44]. For
breast cancer sample, to create the genome index, we used the STAR program [229] with the
GRCh38 reference genome as input. Next, we applied the ST Pipeline [230], providing the
genome index, FASTQ files, barcodes and array coordinates as input. We obtained the gene
expression matrix as counts of reads for each gene, which the ST Pipeline produces by default.
In addition, we modified the default settings, to obtain BAM files with the mapped reads.

6.3.8. Bulk DNA-seq and somatic mutation calling

We identified somatic mutations that appeared in at least one of the bulk DNA-seq sections,
by calling the mutations using Vardict [130] for each section with a p-value threshold equal
to 0.1. Then we used their union over sections as the set of mutations called in bulk DNA-seq
data. This procedure was performed in the same way for the prostate and the breast dataset.

6.3.9. Selection of somatic mutations that are detected both in bulk DNA-
seq and ST data

Next, we identified the bulk DNA-seq mutations that were also present in ST data. For
calculating the total and alternated reads over the mutations in ST data, we located the
selected bulk DNA-seq mutations in the ST bam files and counted the corresponding mapped
reads with our script. The reads with a different nucleotide as compared to the reference
genome were called the alternated reads.

Finally, we selected the mutations for which there existed at least one alternated read
in at least one section. The alternated and total read counts in bulk DNA-seq data for the
selected mutations were given as input for phylogenetic inference, while the alternated and
total read counts in ST data for the same mutations were given as input to Tumoroscope.
The median read coverage for the selected variant sites in bulk DNA-seq data for breast and
prostate cancer were 214.5 and 134.75, respectively.

6.3.10. Phylogenetic tree analysis

To identify the phylogenetic tree and infer the genotype and prevalence of each clone in the
tree we used a statistical method called Canopy [165]. The input to Canopy are variant allele
frequencies of somatic single nucleotide alterations (SNAs), along with allele-specific coverage
ratios between the tumor and matched normal sample for somatic copy number alterations
(CNAs). We used FalconX for producing the allele-specific coverage ratio between tumor and
normal sample [142]. We used multi-sample feature of Canopy to infer the clonal evolution
across the sections for both prostate and breast datasets.
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6.3.11. Mapping fractions of cells in ST spots to cancer clones using Tu-
moroscope

Tumoroscope is a probabilistic graphical model for estimating proportions of cancer clones in
ST spots given alternated and total read counts over the analysed somatic mutations, geno-
types and frequencies of the clones, and estimated cell counts per each spot (Fig. 6.1f). Let
i ∈ {1, . . . ,M} index the selected mutation positions, identified both in bulk DNA sequencing
and ST data. We are given a set of K cancer clones, indexed by k ∈ {1, . . . ,K} as input,
which has been derived from bulk DNA sequencing data. The genotypes of the input clones
are represented as a matrix C with entries between 0 and 1 corresponding to the zygosity.
Ci,k equals 0 if there is no mutation on position i in clone k, equals 1 in case all alleles of that
position carry the mutation, and equals 0.5 when the half of the alleles of that position carry
the mutation. Note that there can be multiple alleles for position i. In general, the zygosity
is defined as the ratio of the number of mutated alleles to the total number of alleles and we
estimate it by the ratio of the major allele frequency to the total read count. The prevalence
of the clones in the bulk DNA sequencing is represented by the vector F = (F1, ..., FK), with
values summing up to one. Let s ∈ {1, . . . , S} index the spots. We use a feature allocation
model to account for the presence of clones in spots [231]. Specifically, we define Zs,k ∈ {0, 1}
as an indicator of the presence of clone k in spot s. We assume a Bernoulli distribution over
Zs,k and a Beta prior over its parameter Π with hyper-parameter ζs:

P(Zs,k | Πs,k) ∼ Bern(Πs,k),

P(Πs,k | ζs,K) ∼ Beta

(
ζs
K

, 1

)
.

Let 1 = {1}K denotes a K-dimensional vector with all elements equal to 1. Bearing in mind
the assumption about Beta prior over Πs,k, we calculate the expected number of nonzero
entries in each spot E[ZT

.,k1] using the formula for the mean of the Beta distribution as [232,
233]

E[ZT
.,k1] =

K∑
k=1

E[Zs,k] = KE[Zs,k] = K
ζs
K

ζs
K + 1

=
Kζs

ζs +K
.

Given this formula and the number of the clones K, we are able to control the expected
number of clones in each spot by tuning shape parameter of the beta distribution, ζs

K .
Our main goal is to estimate the proportions of clones in the spots, which are represented

by the variable H, a matrix with S rows and K columns. The value of an element Hs,k

is the fraction of spot s coming from clone k. We consider a Dirichlet distribution over
Hs,. = (Hs,1, . . . ,Hs,K),

P(Hs,1, . . . ,Hs,K | F ′, F0, Zs,.) ∼ Dirichlet(F ′
1
Zs,1F0

1−Zs,1 , . . . , F ′
K

Zs,KF0
1−Zs,K ).

Here, F0 corresponds to a ”pseudo-frequency”, and results in non-zero proportions for all
clones for each spot. We set F0 to a small number, effectively assigning small proportions to
clones which are not present in the spot. The F ′ = (F ′

1, ..., F
′
K) are obtained as discretized

frequencies F . Specifically, we discretize the values of F by dividing the range from 0 to 1
into 20 equal-sized bins and then round up the values to the upper-bounds of the bins and
scale them by multiplicative factor l

F ′
k = l × ⌈20× Fk⌉

20
,
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where we used l = 100, but it can be specified by the user.
To sample H, we take advantage of the relation between Dirichlet and Gamma distribu-

tion [234] and draw K independent random samples (Gs,1, . . . , Gs,K) from K Gamma distri-
butions,

P(Gs,k | F ′
k, F0, Zs,k) ∼ Gamma(F ′

k
Zs,kF0

1−Zs,k , 1),

and then we calculate the proportions H:

Hs,k =
Gs,k∑K
l=1Gs,k

.

The total read count at position i in spot s is represented by observed variable Di,s. We
assume a Poisson distribution over Di,s,

P(Di,s | Hs,.,Φi,., Ns) ∼ Pois

(
Ns

∑
k

Hs,kΦi,k

)
,

where Φi,k is the average coverage for the position i across the cells from clone k, and Ns is
the number of cells in spot s. The variables Ns can be fixed to a priori known values.

However, in most practical applications, the number of cells per spot is not known. This
gives a compelling reason to estimate them as a part of model inference. We assume a Poisson
distribution over Ns,

P(Ns | Λs) ∼ Pois (Λs) ,

where Λs is the expected number of cells in spot s. Also, we assume a Gamma distribution
over Φi,k,

P(Φi,k | r, p) ∼ Gamma(r, p),

where r and p are the shape and rate hyperparameters, respectively.
Ai,s represents the number of alternated reads for position i in spot s. We assume a

Binomial distribution over Ai,s,

P(Ai,s | Di,s, Hs,.Φi,.Ci,.) ∼ Binom

(
Di,s,

∑K
k=1Hs,kΦi,kCi,k∑K

k=0Hs,kΦi,k

)
.

Where the success probability of Binomial distribution is the probability of observing Ai,s al-
ternated reads out of Di,s reads in total. Given the variables Ns,Hs,. and Φi,.,we calculate the
expected number of alternated reads and the total reads in spot s using Ns

∑K
k=1Hs,kΦi,kCi,k

and Ns
∑K

k=1Hs,kΦi,k, respectively. Therefore, we calculate the success probability by calcu-
lating the fraction of the expected number of alternated reads and the total reads.

6.3.12. Metropolis-Hasting inside Gibbs Sampling

In the Gibbs sampling, we iteratively generate samples from each hidden variable’s conditional
distribution, given the remaining variables, in order to estimate the posterior distribution of
the hidden variables. Each hidden variable given the variables in its Markov Blanket is condi-
tionally independent of all variables outside its Markov Blanket in the graphical model [235].
A variable’s Markov Blanket includes its parents, children, and children’s parents. If the con-
ditional distribution does not have a closed analytical form, we use a Metropolis-Hasting step
inside the Gibbs sampler. In the following, we describe the sampling steps for each hidden
variable.
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The variables with the closed-form sampling distribution

Πs,k and Zs,k are the only variables with analytical sampling distributions.

Sampling Πs,k

For sampling Πs,k we take advantage of the conjugacy of Beta and Bernoulli distributions:

P(Πs,k | ζs,K, Zs,k) ∝ P(Πs,k | ζs,K)P(Zs,k | Πs,k)

= Beta

(
Πs,k | ζs

K
, 1

)
Bern(Zs,k | Πs,k) = Beta(Πs,k | ζs

K
+ Zs,k, 2− Zs,k).

Sampling Zs,k

For sampling Zs,k we utilize the fact that this variable only accepts binary values. Therefore,
we sample 0 or 1, proportional to their corresponding calculated probabilities.

P(Zs,k | Πk, Gs,k, Fk, F0, l) ∝ P(Zs,k | Πk)P(Gs,k | Fk, F0, l) = Bern(Zs,k | Πk)Gamma(Gs,k | FZs,k

k F
1−Zs,k

0 , 1).

Metropolis-Hasting adaptive steps inside Gibbs sampler

In our model, there is no closed analytical form of conditional distribution for variables Φi,k,
Gs,k and Ns. Therefore, we take advantage of Metropolis-Hasting inside Gibbs sampler. We
compute the acceptance ratio A as the following

A =
f(xc)Q(xn | xc)
f(xn)Q(xc | xn)

.

Where f(x) is a function that is proportional to the desired density function P (x) and Q is the
proposal distribution. Bearing in mind the non-negativity of the variables of our interest, we
choose a Truncated Normal distribution for Q with the mean value of the current sample xc
and variances σΦ, σG and σN corresponding to each variable. The variance of the Truncated
Normal distribution determines the proximity of the new sample from the current one, which
is interpreted as the step size. The choice of the step size has a major impact on the acceptance
rate of the Metropolis Hasting. We tune the σΦ, σG and σN every b steps starting with an
arbitrary value based on the feedback from the acceptance rate. Firstly, we choose an optimal
acceptance rate Ro for each variable. Secondly, we modify the variance by δ percent of the
current variance and δ is calculated by the difference of the optimal and current acceptance
rate Rc. Ultimately, during the sampling steps, we learn the optimal variance value for each
variable.

δt = Ro −Rc

σt+1 = σt(1 + δ + t)

In the following, we describe the conditional distribution for each variable.

Conditional distribution for Φi,k

P(Φik | r, p, Ai,., H.,k, Ci,., Di,., N.) ∝ P(Φik | r, p)
∏
s

P(Ai,s | Hs,k,Φi,k, Ci,k)
∏
s

P(Di,s | Φi,k, Hs,k, Ns)

= Gamma(r, p)
∏
s

Binom

(
Ai,s | Di,s,

∑K
k=1Hs,kΦi,kCi,k∑K

k=0Hs,kΦi,k

)∏
s

Pois

(
Di,s | Ns

∑
k

Hs,kΦi,k

)
.
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Conditional distribution for Gs,k

P(Gs,k | F ′
k, F0, Zs,k, A.,s, D.,s,Φ.,k, C.,k, Ns)

∝ P(Gs,k | Fk, F0, Zs,k)
∏
i

P(Ai,s | Hs,k,Φi,k, Ci,k)
∏
i

P(Di,s | Φi,k, Hs,k, Ns)

= Gamma(F ′
k
Zs,kF0

1−Zs,k , 1)
∏
i

Binom

(
Ai,s | Di,s,

∑K
k=1Hs,kΦi,kCi,k∑K

k=0Hs,kΦi,k

)∏
i

Pois

(
Di,s | Ns

∑
k

Hs,kΦi,k

)
.

Sampling Ns

P(Ns | Λs, D.,s,Φ, Hs,.) ∝ P(Ns | Λs)
∏
i

P(Di,s | Φi,., Hs,., Ns)

= Pois (Ns | Λs)
∏
i

Pois

(
Di,s | Ns

∑
k

Hs,kΦi,k

)
.

Parameter setting for different simulation setups

First, we calculate the parameter of the Beta distribution over variable Πs,k based on the
assumed expected value of the number of clones:

ζs
k

=
E[ZT

.,k1]

K − E[ZT
.,k1]

.

Considering expected values of 1, 2.5, and 4.5 for the number of clones found in each spot,
we obtain 0.25, 1, and 9 and use these values for the Beta distribution parameter.

Second, we exploit Φi,k that represents the expected number of reads for mutation i in
each cell for generating different read coverage for total and alternated read counts. We set
p = 1. With this, we control the expected value of Φi,k using parameter r.

P(Φi,k | r, p) ∼ Gamma(r, p),

E[Φi,k] =
r

p2
.

For the very low, low, medium and high number of reads, we consider r = 0.02, r = 0.07,
r = 0.09 and r = 0.19, respectively, leading to the 18, 50, 80, and 110 average total reads for
each spot.

Last, we generate three datasets for the number of cells with different level of noise to
compare our two models having number of cells as observed and hidden variable. We add the
noise value ϵ to the true values.

Ns = Ns + ϵ.

We consider ϵ = 0, ϵ ∼ Pois(1) and ϵ ∼ Pois(10) for generating without noise, noisy and
highly noisy number of cells.
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Parameter estimation obtained for the real data

For the higher accuracy of the graphical model reflecting the real data, we estimate the input
parameters of the model based on the characteristics of the data. The first parameter is λs,
the expected number of the cells in spot s, which affects the estimation of the number of
cells and, ultimately, the number of reads we are expecting, which is a crucial element for
estimating the fraction of the clones. Therefore, we estimate the number of cells using the
H&E images and a customized script in QuPath and use them as the mean parameter for
the Poisson distribution over N(described above) [215]. Next parameters are r and p, the
shape and rate in the Gamma distribution over variable Φ. We use mixed type log-moment
estimators for calculating r and p [236].

r̂ =
I
∑I

i=1 xi

I
∑I

i=1 xi ln(xi)−
∑I

i=1 ln(xi)
∑I

i=1 xi
.

p̂ =
I2

I
∑I

i=1 xi ln(xi)−
∑I

i=1 ln(xi)
∑I

i=1 xi
.

Where xi with i ∈ {1, . . . , I} are the sample from Gamma distribution. We generate these
samples using the total number of reads D. We calculate the average number of reads from
every cell dividing the reads from the spots to the number of estimated cells as input which
gives us I samples, equal to the number of mutations.

xi =
1

S

∑
s

Di,s

ns
.

Clonal composition resemblance in adjacent spots

The evolutionary process imposes the similarity of the clonal composition in the adjacent
spots. Therefore, we expect to have a higher correlation between the clonal composition
of the adjacent spots as compared to distant spots. To make this comparison, we randomly
generate N pair of adjacent spots ([(X1, Y1), (X

′
1, Y

′
1 )] . . . [(XN , YN ), (X

′
N , Y

′
N )]) with X and Y

corresponding to their coordinates. These adjacent pairs satisfy two constraints of Xj−X
′
j ≤ 1

and Yj − Y
′
j ≤ 1 indexed by j ∈ {1, . . . , N} . We also generate N pair of distant spots with

the two constraints of Xj −X
′
j > 1 and Yj − Y

′
j > 1. We define [Vk,j , V

′
k,j ] as the fraction of

clone k in spots corresponding to the jth pair in the adjacent spots. Then we calculate the
Pearson correlation for the vector [(Vk,1, V

′
k1), . . . , (Vk,N , V

′
k,N )]. The procedure is repeated for

all the clones and distant spots for the sake of comparison.

6.3.13. Clonal assignment of the spots using cardelino

Cardelino [177] is a statistical method originally developed for inferring the clone of origin
of individual cells using single-cell RNA-seq (scRNA-seq). It integrates information from
imperfect clonal trees inferred from whole-exome sequencing data and sparse variant alleles
expressed in scRNA-seq data. However, here, we applied it on spatial transcriptomics in-
stead of scRNA-seq to validate the assumption of mixture of clones in each ST spot instead
of assuming homogenous spots contaning only one clone. We used clone_id function with
"sampling" inference mode, minimum iteration of 100000 and maximum iteration of 250000.
We used 3 parallel chains for prostate cancer data and 1 chain for breast cancer data due to
the high RAM demand of the cardelino.
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Property Values

number of the clones in the evolutionary tree 5
number of mutations in the genotype 30
average clone per spot 1, 2.5, 4.5
average number of mutations per clone 5.1, 13.6,15
average number of reads present in each spot 18, 50, 80, 110
average noise introduced to the number of cells 0,1,10

Extended data Table 6.1: The setups used for simulation.

6.3.14. Estimating gene expression of the clones

Having the proportions of the clones in each spot inferred using Tumoroscope and gene ex-
pression data from spatial transcriptomics, we estimate average clonal gene expression using
a regression model. Let g ∈ {1, . . . , G} index genes and Y be a matrix with S rows and G
columns, where Ys,g is the measured gene expression of gene g in spot s. We are interested
in estimating Bk,g - average gene expression of gene g in one cell of clone k. We use H and
N variables inferred by Tumoroscope, and we rewrite N as an S × S diagonal matrix N ′,
where N ′

s,s is the number of cells in spot s and other elements of the matrix are equal to
zero. We describe the relationship between the variables with an overdetermined system of
equations N ′HB = Y . Then we try to find the optimal solution of this equation using linear
regression with a lower bound of Bk,g ≥ 0 and no intercept. For this purpose, we apply a
python function scipy.optimize.lsq_linear to the data.

6.4. Data and Code availability

Tumoroscope can be obtained as an installable Python package, via ‘pip install tumoroscope’,
and is available under the GNU General Public License v3.0. Tumoroscope implementation,
package updates, and datasets supporting the conclusions of this article will be maintained
at https://github.com/szczurek-lab/Tumoroscope.

6.5. Extended data
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Extended data Figure 6.1: Performance of Tumoroscope on simulated data with a high
number of reads. The axess and legends are the same as in Fig. 6.2 in the main text. Here, high,
medium, low, and very low are corresponding to the average number of reads present in each spot
of 297, 734, 1488, and 2246, respectively. Overall, compared to Fig. 6.2, having a higher number of
reads increased the performance (strongly decreased MAE) for the estimation of the fraction of the
clones in spots. f In the case when Tumoroscope-fixed is given a fixed number of cells that is highly
noisy, increasing the number of clones in spots entangles the deconvolution problem. Consequently,
for Tumoroscope-fixed, the highly noisy input confounds the model the most when the read counts
are high and the model cannot assign the right clones to the spots, resulting in the largest MAE.
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Extended data Figure 6.2: Spatial arrangement of cancer clones found by the cardelino for
the breast cancer dataset. a Pathologist’s annotation of the cancerous areas on the H&E images
for sections SB1, SB2, and SB3. b For each section, two rows correspond to the two nearby samples
and seven columns correspond to the presence of the clone in the spots inferred by cardelino.
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Extended data Figure 6.3: Analysis of the Canopy tree inference for the breast cancer
dataset. a Bayesian Information Criterion (BIC; y-axis) of the Canopy model for different numbers
of clones in the tree (x-axis). We selected the tree with seven clones, for which the BIC was the largest
(indicated with the dotted vertical line). b Log-Likelihood of two MCMC chains of Canopy (y-axis)
across MCMC iterations (x-axis), showing the convergence of the MCMC procedure. c Acceptance
rate (y-axis) across iterations (x-axis). The acceptance rate converges to around the desired value of
around 0.2.

Extended data Figure 6.4: Proportion of each clone in each section. a Proportions of inferred
clones by Tumoroscope and cardelino for the breast cancer dataset. The proportions were computed
by summing the inferred fractions across spots for each ST section. Averages over sections and clone
frequences inferred by Canopy from bulk DNAseq data are also shown. b Proportions of inferred
clones by Tumoroscope and cardelino for the prostate cancer dataset.
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Extended data Figure 6.5: Results obtained by cardelino for the prostate cancer dataset. a
Pathologist’s annotation of the cancerous areas on the H&E images for sections SP1, SP2, and SP3.
b For each section (rows), there are four columns corresponding to the presence of the clones in the
spots.

Extended data Figure 6.6: Analysis of the Canopy tree inference for prostate cancer dataset.
a Bayesian Information Criterion (BIC; y-axis) of the Canopy model for different numbers of clones in
the tree (x-axis). We selected the tree with four clones, for which the BIC was the largest (indicated
with the dotted vertical line). b Log-Likelihood of two MCMC chains of Canopy (y-axis) across
MCMC iterations (x-axis), showing the convergence of the MCMC procedure. c Acceptance rate (y-
axis) across iterations (x-axis). The acceptance rate converges to around the desired value of around
0.2.
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Extended data Figure 6.7: Pairwise Pearson correlations of the proportions of all the spots taken by
the clones for breast cancer (a) and for prostate cancer (b) data.

Extended data Figure 6.8: Distribution of the Pearson correlation between the proportions
of the spots taken by the clones 3 and 5. The correlation between proportions of clone 5 and 3
in adjacent spots was computed for 20 different sets of randomly sampled pairs of 100 adjacent spots.
The correlation between proportions of clone 5 and 3 in the same spots was computed for 20 sets of
100 randomly sampled spots.
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Chapter 7

ClonalGE: Clonal gene expression
analysis from spatial transcriptomics
data

Tumor cells evolve through the acquisition of genetic alterations, leading to the formation of
subpopulations of cells known as clones. Targeted cancer therapies often fail to eradicate all
of the clones, thereby exerting selective evolutionary pressure on the remaining cells [237].
Understanding the heterogeneity of a tumor, particularly in terms of the variation in pheno-
type and localization of the different clones, is critical for effectively targeting and eliminating
the cancerous cells while minimizing the risk of recurrence [238].

Previous studies of cancer heterogeneity mainly focused on solely resolving the genotype
of the clones. These studies infer the evolutionary history of somatic alterations in the tumor
from bulk DNA sequencing data [199, 200, 201, 165, 202, 203], or multi-region bulk DNA
sequencing [239], or single cell DNA sequencing [240, 222]. While these methods can indicate
the number of the clones, their frequencies and genotypes in the sample, they cannot estimate
their gene expression profiles, nor identify genes that are deferentially expressed between the
clones, nor localize in high resolution where the clones are in the tumor tissue.

The association between gene expression and clones was studied by [241] using semi-
supervised identification of clones based on single cell RNA sequencing (scRNA-seq) data.
This involved analyzing the gene expression and activated pathways of each clone. An alter-
native approach, called CONICS, predicted gene expression of copy number variant (CNV)-
based clones using previously learned global correlation of CNV and gene expression from
multiple scRNA-seq datasets and corresponding whole exome sequencing (WES) data [242].
[243] proposed clonealign, an approach that assigned gene expression states to cancer clones
using RNA-seq and DNA-seq for single cells independently sampled from a heterogeneous
tumor population. Other approaches, such as Cardelino [177] and CACTUS [43], combined
WES and scRNA-seq data to first infer cancer clones and their genotypes from WES and
then map single cells to the clones based on the shared single nucleotide variants (SNVs). By
aggregating RNA signal from the single cells into clones, these approaches identified clone-
specific phenotypes. These methods, however, were unable to identify the localization of the
clones in the tissue and required availability of single cell RNA-sequencing data.

Recent spatial transcriptomics (ST) technology measures gene expression across localized
spots in the tissue [42]. This technology utilizes the RNA sequencing protocol and generates
a mixture of gene expression from the cells present in a given spot. Spatial transcriptomics
can be seen as an alternative source of gene expression measurement for identifying clonal
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expression profiles simultaneously with their localization. Several methods emerged that
combine signal in WES and ST data to identify cancer clones and their mapping in the tissue
based on CNVs [214, 213, 244]. These methods, however, ignore important evolutionary events
caused by SNVs, which play a crucial role in tumor progression and treatment.

To address this issue, recently, we proposed a model called Tumoroscope [245], which
combines WES and ST data alongside H&E images to infer and localize clones based on
SNVs. The main functionality of Tumoroscope is inference of the proportions of each ST spot
occupied by each clone. Estimation of clonal gene expression profiles in the Tumoroscope
framework is done as a post-processing step, using linear regression with weights set to the
inferred proportions [245]. Therefore, the accuracy of the gene expression profile estimation
using Tumoroscope is limited. Moreover, the framework does not include the ability to per-
form differential gene expression analysis. This is due to the fact that Tumoroscope followed
by linear regression does not estimate the full distribution of clone-specific gene expression
profiles, but rather provides its point estimates, making it impossible to perform differential
gene expression analyses. Therefore, an approach that integrates WES and ST data in a
single model, focusing on gene expression analysis of the clones, identification of their gene
expression distributions, differentially expressed genes, and explaining the ST measurements
as compositions of gene expression stemming from the localized clones is lacking.

In this study, we present ClonalGE, a novel statistical graphical model that infers clone-
specific gene expression and the composition of clones present in localized spots within a tissue
sample. In addition to utilizing WES data, H&E images, as well as read counts for somatic
SNVs shared between WES and ST, ClonalGE leverages expression measurements of genes
across the tissue sample to improve the accuracy of mapping clones to specific regions. Fur-
thermore, ClonalGE enables the generation of distributions of clone-specific gene expression
profiles, allowing for subsequent differential expression analysis between pairs of clones. Our
model contributes to the increased understanding of tumor heterogeneity, not only on genetic
but also on the phenotypic level.

7.1. Methods

7.1.1. A novel framework for inference of gene expression profiles specific for
cancer clones, together with spatial mapping of the clones in tumor
tissue and estimation of differential gene expression between clones

We propose a novel probabilistic framework for inference of gene expression profiles of cancer
clones, alongside the spatial mapping of the clones across the tissue and estimation of dif-
ferential gene expression, using H&E stained images, spatially-resolved transcriptomics, and
bulk DNA-seq. This framework takes as input pre-processed data, including: regions of the
tissue annotated as cancer and the number of cells in the annotated ST spots (based on H&E
images; Fig. 7.1a), genotypes and frequencies of the inferred clones (based on bulk DNA-seq
data; Fig. 7.1b), the total and alternated read counts over selected mutations (based on ST
reads; Fig. 7.1c), and the gene expression profile of the spots (based on ST reads; Fig. 7.1d).
The core of the framework is a probabilistic graphical model called ClonalGE. ClonalGE
combines inference of clonal gene expression and composition of ST spots. The model is a
profound extension of our previous model, Tumoroscope [245], by incorporating additional
variables for the gene expression in the spots. The assumptions behind this extension are
that each clone has its specific average gene expression profile; and that the expression of
the genes observed at the spots is a mixture of the gene expressions in the clones that are
present in those spots. For inference, Tumoroscope is run first to provide initialisation of all
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Figure 7.1: ClonalGE framework overview. a-d Data preprocessing. e Initialization of hidden
variables by running Tumoroscope. f ClonalGE probabilistic model. g-i Outputs: g Inferred fraction
of the clones in the spots. h Inferred clonal gene expression. i Identified differentially expressed genes.

the hidden variables to ClonalGE (Fig. 7.1e). Next, we use Metropolis Hastings within Gibbs
for estimation of ClonalGE (Fig. 7.1f). The model returns the fraction of each annotated
ST spot occupied by each clone (Fig. 7.1g) together with the gene expression profile of each
clone (Fig. 7.1h). Finally, we use the model-inferred distributions of gene expression for each
clone to perform differential gene expression analysis between clones (Fig. 7.1i).

7.1.2. Prostate cancer sample

We used a published prostate cancer dataset including bulk DNA-seq, H&E images, and
spatial transcriptomics for twelve sections regarding one patient. Besides, we have the bulk
DNA-seq data from the patient’s blood to serve as a control for detecting the somatic mu-
tations. The generating and pre-processing steps alongside with the ST data bam files and
gene expression matrix are available in [44] and [245].

7.1.3. Spots that contain tumor cells and cell counts in spots

For each section, we retrieved the same spots that were identified by [245] as cancerous. For
cancerous spot identification, the regions containing cancer cells were annotated by an expert
pathologist taking advantage of the H&E image of each section. Afterward, using a custom
script in QuPath [215], the spots inside the annotated regions were identified.

Similarly, for each section, we used the cell counts that were obtained by [245] based on
H&E images using a custom script in QuPath [215].
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7.1.4. Bulk DNA-seq and somatic mutation calling

We used the same set of somatic mutations as analyzed by [245]. This set contained mutations
that were called using Vardict [130] with a p-value threshold equal to 0.1 in at least one of
the bulk DNA-seq sections (i.e., the set of mutations is the union over mutations found in
individual sections).

7.1.5. Selection of somatic mutations that are detected both in bulk DNA-
seq and ST data

We used the somatic mutations and their corresponding total and alternated reads as analyzed
by the Tumoroscope model previously and provided by [245]. Specifically, calculation of the
the total and alternated reads over the mutations in ST data was done by a script provided
by [245], which finds the selected bulk DNA-seq mutations in the ST bam files and counts
the corresponding mapped reads. Finally, we selected the mutations for which at least one
alternated read in at least one section were found. We give alternated and total read counts
in bulk DNA-seq data as input to the method of phylogenetic tree inference. On the other
hand, we give the alternated and total read counts in ST data for the same mutations as input
to ClonalGE.

7.1.6. Phylogenetic tree analysis

We used the genotypes and frequencies of the clones provided by [245] that were obtained using
a statistical method for inference of the phylogenetic tree called Canopy [165]. Canopy, as the
inputs take 1) variant allele frequencies (VAF) of somatic single nucleotide alterations (SNAs),
obtained by Vardict [130] and 2) ratios of the coverage between the tumor and normal sample
for somatic copy number alterations (CNAs), obtained by FalconX [142]. Furthermore, the
multi-sample feature of the Canopy was used to infer the clonal evolution across the sections.

7.1.7. ClonalGE

ClonalGE is a probabilistic graphical model for estimating the gene expression profile of the
clones alongside with the fraction of the clones in the ST spots across the tumor sample.

Similarly as in the previous Tumoroscope model, let k ∈ {1, . . . ,K} index the clones
derived from DNA-sequencing data and i ∈ {1, . . . , I} index the loci with somatic point
mutations observed both in ST and DNA-sequencing data. Fk indicates the frequency of
occurrence of clone k in the whole sample and Cik codes the inferred genotype, taking values
between 0 and 1 that is defined by the ratio of the number of alleles of clone k carrying a
mutation on locus i to the total number of alleles. Both the frequencies Fk and genotypes Cik

are specifications of the clones and are given as observed variables to the model.
Let s ∈ {1, . . . , S} index the spots in the ST data. Zsk is a hidden binary variable,

indicating the presence of clone k in spot s. It follows a Bernoulli distribution with success
parameter Πsk, following a Beta prior distribution.

P(Zsk|Πsk) ∼ Bern(Πsk)

P(Πsk|ζs,K) ∼ Beta

(
ζs
K

, 1

)
The expected number of clones in a spot can be controlled with the ζs hyperparameter.

Depending on the indicator variables Zsk and the observed clone genotypes and frequen-
cies, we expect higher or lower values of unnormalized abundances of the clones in the spots.
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These values for each spot s and clone k are described in the model using Gamma-distributed
hidden variables Gsk.

P(Gsk|Fk, F0, Zsk) ∼ Gamma(f(Fk)
ZskF0

1−Zsk , 1)

The first parameter of the gamma distribution is calculated using a discretized value of Fk

and F0. The discretization function f is defined by f(x) = ⌈ x
0.05⌉ · 100. The hyperparameter

F0 is used as a pseudo-count for clones not assigned to the spot, indicated by Zsk = 0.
Hsk is a deterministic variable that can be interpreted as a fraction of spot s assigned

to clone k. It follows a Dirichlet distribution and is calculated based on the unnormalized
abundances Gsk as

Hsk =
Gsk∑K
l=1Gsk

Note that Hsk’s are one of the two central sets of random variables in the model - they answer
the question of the proportions of the clones in the spots.

Φik is a latent variable that is interpreted as an average read count at position i per one
cell of clone k. It follows a Gamma distribution with hyperparameters r and q:

P(Φik|r, q) ∼ Gamma(r, q).

The number of cells in spot s, represented by a variable Ns is modeled with a Poisson distri-
bution:

P(Ns|Λs) ∼ Poiss(Λs),

where Λs is the provided at input, estimated from H&E images, cell count at spot s.
Dis represents counts of reads over locus i coming from spot s and Ais indicates how many

of them are mutated (altered). Dis and Ais are observed variables and are given to the model
and assumed to follow a Poisson distribution and a Binomial distribution respectively:

P(Dis|Hs.,Φi., Ns) ∼ Pois

(
Ns

∑
k

HskΦik

)

P(Ais|Dis,Φi., Hs., Ci.) ∼ Binom

(
Dis,

∑
k ΦikCikHsk∑
k ΦikHsk

)
.

All the above definitions concern also the previous model Tumoroscope by [245]. We now
explain the model extension to account for gene expression values in the spot, allowing to
estimate gene expression profiles of clones as an integral part of the model.

Let g ∈ {1, . . . , G} index the genes observed in the ST data. Our main goal is to estimate
the average gene expression of gene g per one cell in clone k, represented by a hidden random
variable Bkg, which is assumed to follow a Gamma distribution with hyperparameters αg and
β

P(Bkg|αg, β) ∼ Gamma(αg, β)

An observed variable Ysg signifies the expression of gene g in spot s which is the main
measurement in ST data and is given to the model at input. We assume a Negative Binomial
distribution over Ysg with expected value of Ns

∑
k HskBkg, which is the clonal gene expression

multiplied by the number of cells of each clone in spot s. To overcome the batch effect observed
when integrating the data from different sections, we added a scaling parameter tj to the model
(with j indexing the sections and tj assumed to be common for all spots in section j). Then
the expected value for Ysg is tj ·Ns

∑
k HskBkg given that spot s is in section j. Considering
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rsg and pg as the parameters of the Negative Binomial distribution over Ysg, the expected
value of Ysg is E[Ysg] = (1−pg)rsg

pg
and the variance is equal to V ar(Ysg) =

(1−pg)rsg
p2g

. Using the
formula for E[Ysg] we substitute rsg by

rsg =
E[Ysg]pg
1− pg

,

which results in a useful reparametrization:

Ysg ∼ NB

(
E[Ysg]pg
1− pg

, pg

)
. (7.1)

Using this parametrization, we can rewrite the distribution of Ysg:

P(Ysg|tj , B.g, pg, Hs., Ns) ∼ NB

(
tjNs

∑
k

HskBkg
pg

1− pg
, pg

)
.

where spot s is in section j.

7.1.8. Metropolis-Hasting inside Gibbs sampling

For estimating the posterior distribution of the hidden variables in our probabilistic model,
we iteratively generate samples from each hidden variable’s conditional distribution, given the
remaining variables. We use a Metropolis-Hasting step inside the Gibbs sampler in case a
closed-form distribution for sampling a random variable does not exist.

The sampling procedure for variables Φi,k, Zs,k and Πs,k remain the same as is described in
[245]. We use Metropolis-Hastings inside Gibbs sampler for variables Φi,k, Gs,k, Ns and Bk,g

since there exists no closed form conditional distribution for them. We choose a Truncated
Normal distribution for the proposal distribution due to the non-negativity of the variables
of our interest. xc represents the mean value and σG and σN represent the variances of the
proposal distribution corresponding to each variable. The proximity of the new sample from
the current one, which is interpreted as the step size, is determined by the variance of the
proposal distribution. During the sampling steps, we learn the optimal variance value for each
variable as described by [245].

Conditional distribution for Gsk:

P(Gsk|Fk, F0, Zsk, Ais, Dis)

∝ P(Gsk|Fk, F0, Zsk)
∏
i

P(Dis|Φi., Hs., Ns)

×
∏
i

P(Ais|Dis,Φi., Hs., Ci.)

×
∏
g

P(Ysg|t, B.g, pg, Hs., Ns)

= Gamma(f(Fk)
ZskF 1−Zsk

0 , 1)
∏
i

Pois(Ns

∑
k

HskΦik)

×
∏
i

Binom(Dis,

∑
k ΦikCikHsk∑
k ΦikHsk

)

×
∏
g

NB(tNs

∑
k

HskBkg
pg

1− pg
, pg).
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where with italic names we write the density functions of the respective probability dis-
tributions. Conditional distribution for Ns:

P(Ns|Λs, Dis, Ysg) ∝ P(Ns|Λs)

×
∏
i

P(Dis|Φi., Hs., Ns)
∏
g

P(Ysg|t, B.g, pg, Hs., Ns)

= Pois(Λs)
∏
i

Pois(Ns

∑
k

HskΦik)

×
∏
g

NB(tNs

∑
k

HskBkg
pg

1− pg
, pg).

Conditional distribution for Bkg:

P(Bkg|αg, β, Ysg) ∝ P(Bkg|αg, β)
∏
s

P(Ysg|t, B.g, pg, Hs., Ns)

= Gamma(αg, β)
∏
s

NB(tNs

∑
k

HskBkg
pg

1− pg
, pg).

7.1.9. Hyper-parameter estimation and initialization of random variable
values prior to MCMC

We estimate the hyper-parameters of the model based on the real data. First, the value of
Λs is set to the estimated number of cells in spot s, calculated based on the H&E images.
Second, having a Negative Binomial distribution over Ysg with the success probability pg, we
have

pg =
E[Ysg]

V ar(Ysg)
.

Thus, we approximate pg by estimating E[Ysg] and V ar(Ysg) using arithmetic mean and the
variance of the given gene expression data for gene g over the spots.

For estimating the gene expression scaling factor, tj , we calculate the mean value of Ysg for
spots s that are present in section j. Let m1, . . . ,mJ be the average gene expression for spots
in the J analyzed sections and let m = 1

J (m1 + . . .+mJ). Then for section j the estimated
scaling factor is t̂j =

mj

m .
For estimating the hyperparameters αg and β of the Gamma distribution of the Bkg

variables we use the formulas for expected value, E[Bkg] = αgβ, and the variance, V ar(Bkg) =
αgβ

2 of the Gamma distribution. Therefore, one could obtain β by dividing the two values.

β =
V ar(Bkg)

E[Bkg]
.

Since we do not have B values as they are latent variables, we approximate them by the
average expression of the gene per cell over clones:

Bkg ≈
∑K

k=1Bkg

K
≈ 1

S · J
∑
j

∑
s in section j

(
Ysg
tjNs

)
.

Therefore, we estimate E[Bkg] and V ar(Bkg) by calculating the mean and variance of these
average values across genes. By considering the average over clones, we are underestimating
the variance and accordingly the values of β. Therefore, we multiply the estimated variance
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by a correction parameter ωB. The value of ωB was estimated based on simulations and fixed
to ωB = 2.

Next, based on the expected value of the gamma distribution over Bkg, E[Bkg] = αgβ, we
approximate αg using the estimated β̂ and the already calculated average expression of the
genes over the clones.

We estimate the hyper-parameters of gamma distribution over Φ, r and q, similarly to the
αg and β, using the approximation of the expected value and variance of Φ.

Ê(Φ) =

∑
i

∑
s
Dis
Ns

I × S

ˆV ar(Φ) =

∑
i

∑
s(

Dis
Ns

− E(Φ))

I × S
.

Then, we estimate the hyper-parameters with

r̂ = ωϕ

ˆV ar(Φ)

Ê(Φ)
and q̂ =

Ê(Φ)

r̂
.

Here, we use a constant, ωϕ, for compensation of the underestimation of the r. This correction
constant was again estimated based on simulations and fixed to ωϕ = 2.

To find initial values of hidden variables prior to MCMC, we first run Tumoroscope for
at least 7000 iterations stopping after reaching the Geweke’s convergence criterion, with the
upper bound of 15000 iterations. Afterward, we use the inferred variables to initialize the
corresponding hidden variables in ClonalGE. We further use the regression model proposed
in [245] to initialize the B matrix.

7.1.10. Examining convergence using Geweke’s diagnostic

We examine the convergence of the H variable matrix using Geweke’s convergence diagnos-
tic [246]. We consider different sizes of the burn-in period and examine them by calculating
the percentage of the convergence after each batch (we use batches of 1000 iterations). We
finish the sampling process if at least 99.5% of the chains have already converged and the
sampling has reached a selected minimal number of iterations.

7.1.11. Inferring the variables based on the samples

For the real data, we compute final values of the inferred variables using multiple chains.
Specifically, we run the model 10 times, each time with 10 chains. Then, from each run we
select the chain with the highest likelihood, and all chains that obtained similar results. We
consider two chains similar if the Pearson correlation between the inferred Hsk values is higher
than 0.9. If the chain with the highest likelihood does not have any other similar chains, we
omit it. Afterward, we take an average out of all the chains that are similar to the one with
the highest likelihood out of the remaining chains.

7.1.12. Differential gene expression analysis between clones

We obtain distributions of the inferred gene expression per each clone k and gene g by selecting
every 1000-th Bkg sample after a burn-in period of 5000 iterations, from the chains that agreed
on the inferred Hsk values. Then we apply the two-sided Wilcoxon rank-sum test [247] to
compare the distributions between different clones. We calculate this statistic for each pair of
clones, excluding clone 1, and each gene from a given set of n genes. We use the Bonferroni
correction to account for the multiple comparisons (for 3 clones it is 3× n comparisons).
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7.1.13. Computing the expected gene expression values across spots based
on the inferred gene expression profiles of the clones

Having the inferred clonal expression Bkg, we compute the gene expression profile across spots
in the tissue section j as:

Ŷsg =
∑
k

tjNsHskBkg = tjNs

∑
k

HskBkg.
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Figure 7.2: Performance of ClonalGE on simulated data. a Error (computed as the Mean Absolute
Error divided by the mean of the true values; y-axis) of inferred clonal gene expression profile in
different simulation setups (y-axis) for different methods (colors). b The same as in (a), but for the
inferred fraction of the clones in the spots. c The same as in (a), but for the corrected number of cells
in the spots. d The same as in (a), but for the inferred number of total reads per cell in each clone.

7.2. Results

7.2.1. ClonalGE correctly estimated the clonal gene expression in the spots

We first assessed the performance of the ClonalGE on simulated data, where the ground truth
was known, creating three different simulation setups. First, we generated a basic setup, with
five clones randomly mixed in 300 spots. The total number of different mutations was 200
and the number of analyzed genes was 50. The expected value for the number of cells and
clones in each spot were 45 and 2.5 respectively. The sum of simulated read counts per each
spot was in the (36, 44) interval, and the expected expression variance was 1715, reflecting
the levels observed in real data. Next, to test the influence of the coverage per mutation and
the different expression levels, we designed two additional setups (low expression variance
and high coverage), lowering the expected value of the expression variance and increasing
the average number of reads, respectively (see Table 7.1). For each setup, we repeated the
simulation 20 times.

For inference, we first ran the sampling process of ClonalGE for at least 10000 iterations,
saving every 5th sample and stopping after reaching convergence with an upper bound of 30000
iterations. The initial parameters were set using a pre-run of Tumoroscope (see Methods).
We discarded the burn-in samples and used the remaining for inference of the latent variables.
We used known values of the hyper-parameters, except for r and q, which were estimated (see
Methods).
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setup
property

basic low
expression
variance

high
coverage

interval of the
average read

counts

(36, 44) (36, 44) (180, 221)

expected value
of

expression
variance

1715 315 1715

Table 7.1: Parameters for generating three different simulation setups.

We also evaluated another running procedure of ClonalGE that aimed at decreasing the
chances of getting stuck in local optima. To this end, we ran five MCMC chains for ClonalGE
and selected the chain with the highest likelihood. This procedure is referred to as ClonalGE
5 chains.

For comparison, we ran Tumoroscope with its parameter estimation procedure for the
same lower and upper bound numbers of iterations as ClonalGE. To estimate gene expression
per clone after running Tumoroscope, similarly to [245], we used linear regression (LR) with
weights fixed to the fractions of clones in spots inferred by Tumoroscope. Hence, this entire
procedure is referred to as Tumorocope + LR.

Overall, both TumroscopeGE and ClonalGE 5 chains obtained significantly better results
compared to Tumoroscope + LR in all simulation setups (Fig. 7.2). In particular, ClonalGE
obtained much more accurate estimates of gene expression values in clones (Fig. 7.2a). This
result confirms that the joint modeling of the gene expression values with the mutation read
counts as performed in ClonalGE gives increased statistical strength and yields higher per-
formance than the double step procedure employed by combining Tumoroscope with linear
regression. This advantage may also come from the appropriate model of the Negative Bino-
mial distribution for the expression data per gene and spot employed by TumoroscpeGE, in
contrast to linear regression.

Interestingly, ClonalGE also outperforms Tumoroscope in the functionality that is shared
between these two models: inference of the fraction of clones in spots (Fig. 7.2b), numbers of
cells in spots (Fig. 7.2c), and read coverages per mutation per cell (Fig. 7.2d). This is likely
due to the fact that ClonalGE, in contrast to Tumoroscope, benefits from the additional
signal in gene expression measurements across spots. The most significant improvement over
Tumoroscope is visible for the basic and low expression variance setups. In both these setups,
the coverage is low. These demanding setups illustrate the sensitivity of Tumoroscope to
coverage, which is not the case for ClonalGE.

As expected, ClonalGE with five chains achieved more robust results with lower outliers
compared to both ClonalGE and Tumoroscope + LR. The mean and median of the error in
all the setups and variables decreased or stayed equal when we used five chains instead of one.
These results emphasize the importance of running more chains to decrease the probability
of the model getting trapped in the local minimum.
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Figure 7.3: Genes are expressed differently in various cancer clones. a The expression of the 30 genes
that were inferred by ClonalGE as the most active in at least one clone, clustered in rows and columns,
for prostate cancer tissues. b The p-value of the differential gene expression analysis ns: statistically
non-significant; **: p-value between 0.001 and 0.01; ***: p-value ≤ 0.001
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Figure 7.4: The proportion of the spots assigned by ClonalGE to each clone (columns) for each section
(rows) of the prostate sample.

7.2.2. ClonalGE reconstructs the gene expression profile of the clones on
prostate cancer data

To showcase the performance of ClonalGE on real data, we applied it to prostate cancer
dataset generated by [44]. To this end, we selected 3 sections: SP1, SP2, and SP3 out of 12
sections, based on a pathologist’s annotation of cancer regions. These sections were sampled
from one patient, for which deep DNA-seq and ST data (custom arrays) of neighboring layers
were generated [44]. From these sections, only the spots overlapping with cancer regions were
selected, namely 198, 70, and 43 spots from sections SP1, SP2, and SP3 respectively, out of
968-1001 spots per section. Furthermore, we excluded 17 spots in section SP3 that lacked
gene expression data. In the remaining 294 spots, the sequenced transcripts were mapped
to 12873 different genes. We selected the data for the 1000 most variable genes to 1) limit
the computation time and 2) concentrate on the genes that carry the most information for
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more accurate inference. We used the mutations present in both bulk DNA-seq and ST
data together with the evolutionary tree reconstructed from DNA-seq data by [245]. The
tree included a normal clone without somatic mutations and three other clones. Finally, we
applied ClonalGE to deconvolute the transcriptomic signal from 294 spots in the ST data in
order to achieve the proportions of the underlying clones and the expression profile of the
clones.

For running the model on the prostate cancer dataset, we used the same procedure and
number of iterations as described for the simulated data. We repeated the sampling and
inference 20 times, with different random seeds, and selected only the run with the highest
likelihood. For the real data, the true values of the hyperparameters are unknown, so we
estimated the hyperparameters (see Methods).

Finally, after inferring the gene expression profile of the clones, we ranked the genes based
on the maximum expression variance of the genes across the clones in the inferred clone-specific
gene expression profiles. Afterwards, we selected top 30 genes and plotted the normalized
expression across the clones (Fig. 7.3a). According to the Human Protein Atlas [216], top 9
out of 30 ranked genes (MSMB, SPON2, KLK3, KLK2, NPDC1, TRPM4, TAGLN, CLDN3,
SPDEF, KLK4) were found to have elevated expression in all prostate cancer tissues and can
be referred to as "prostate enhanced genes". Among these prostate enhanced genes, there are
4 genes (NPDC1, TRPM4, CLDN3, SPDEF) that were not observed in the top ranked genes
(with the highest inferred expression) found previously by [245] for the same dataset using
Tumoroscope.

Furthermore, we performed Wilcoxon signed-rank test on each pair of clones in order to
conduct a differential gene expression analysis (Methods; Fig. 7.3b). The results indicate that
the majority of the top-ranked genes exhibited different expression levels across the clones with
high p-value. Notably, the greatest degree of similarity in gene expression was observed for
clones 2 and 3, where 8 genes were found to have non-significant p-values. This similarity is
also reflected in normalized gene expression profiles of clones 2 and 3 (Fig. 7.3a).

Importantly, this pair of clones (2 and 3) were found to be localized in the same area across
all three sections, suggesting a potential correlation between spatial localization and gene ex-
pression similarity (Fig. 7.4). Interestingly, the distribution of the clones across the analyzed
tissue sections inferred by ClonalGE is different than the one inferred by Tumoroscope (com-
pare Fig.4 in [245]), which can be attributed to the adoption of the extra information of gene
expression in the inference by ClonalGE. Still, both analyses indicated similarity of clones 2
and 3 on the level of inferred gene expression and on the level of their spatial proximity in
the tissue.

Figure 7.5: Comparison of the calculated (y-axis) and the true value (x-axis) of gene expression in
the spots for Tumoroscope followed by linear regression (Tumoroscope + LR; a) and TumorscopeGE
(b). The spots are colored based on the log-likelihood of the correspondin model.
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7.2.3. ClonalGE reconstructs the gene expression profile of the tissue more
accurately than Tumoroscope

Finally, we evaluated the accuracy of the gene expression reconstruction using ClonalGE. To
this end, we compared the true gene expression values of the spots measured in the prostate
tissue with the values expected for the same genes at the same spots based on the model
estimation of clone-specific gene expression profiles (the real Ŷsg values with the Ŷsg values,
see Methods for their calculation). For an accurate model, the real values should perfectly
agree with the ones expected from the model.

For a comparison, we applied the entire procedure of Tumoroscope + LR on the same
data, with the same number of iterations as for ClonalGE, and also obtained the expected
gene expression values at the spots for Tumorscope + LR and compared them to the real
ones.

We observed a much better agreement between the true gene expression values across
spots and the expected values for ClonalGE than for Tumoroscope + LR (Pearson correlation
r = 0.923 and r = 0.826 for ClonalGE and Tumoroscope+LR respectively; see Fig. 7.5a,b).
Both methods show high agreement for small expression values. However, in contrast to
TumroscopeGE, Tumoroscope + LR tends to underestimate gene expression values (Fig.
7.5a). Interestingly, the worst agreement is obtained for such genes which also have the
lowest likelihood. This may be due to the fact that Tumoroscope + LR does not account
for the Negative Binomial distribution of gene expression data across spots. With only a few
exceptions, expected gene expression values based on ClonalGE estimates correctly recover
the true measured values, even for large expression (Fig. 7.5b).

7.3. Discussion

This study demonstrates that using ST data together with the WES data and H&E images,
we can robustly identify the tumor clones, their specific gene expression profiles and map the
spatial distribution of these clones within a tissue. Moreover, the inferred gene expression
profile distribution of the clones enables us to perform differential expression analysis based
only on a single biological sample from the tumor.

The core of the ClonalGE model is a probabilistic graphical model that extends a previous
model, Tumoroscope, by incorporating additional variables for gene expression in the spots.
The model assumes that each clone has a specific average gene expression profile and that
the expression of genes observed at the spots is a mixture of the gene expressions in the
clones present in those spots. Overall, this framework provides a comprehensive approach for
inferring and analyzing gene expression profiles of cancer clones within a tissue.

The ClonalGE model was determined to be superior to the framework where the pre-
decessor Tumoroscope is followed by linear regression (Tumoroscope + LR) in all simulated
scenarios. ClonalGE was able to provide more precise estimates of gene expression levels in
clones by incorporating information on mutation read counts. Additionally, by utilizing this
extra data, the ClonalGE model was found to have a better performance in determining the
fraction of clones in spots, the number of cells in spots, and read coverages per mutation per
cell. The study also found that running multiple chains improves the robustness of the results
by reducing the likelihood of the model getting stuck in local optima.

Previous studies did not decisively determine whether the genotypes of the clones deter-
mine their gene expression. On the one hand, since the population of tumor cells co-evolves
in a relatively restricted area in the body, the subclones are not expected to show major
differences in their expression profiles. In accordance, with decomposing gene expression pro-
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grams purely from scRNA-seq data, a previous study by [248] found a little overlap of cell
subpopulations expressing different functional programs with their genotypes. This approach,
however, did not incorporate the knowledge of the clonal genotypes and mutations present in
a single cell in the procedure for identifying the subpopulations.

On the other hand, it is naturally expected that the occurrence of mutations may lead to
changes in gene expression, some of which may lead to phenotypic changes in the subpopula-
tion of cells that carry those mutations. Using ClonalGE on prostate cancer data, the model
was able to detect genes commonly found mutated in prostate cancer, and simultaneously
show specific expression in certain clones. This shows that there exist some key genes with
variable activation across the clones. Moreover, our study revealed a possible link between the
location of the clones and their gene expression profiles. These results suggest that ClonalGE
has the potential to be a valuable tool for further understanding the genetic characteristics of
cancer and developing targeted treatments.

We hypothesize that not all, but a subset of genes may show clone-specific gene expression.
In our analysis, we estimated gene expression profiles of 1000 genes that had the most variable
expression profiles across ST spots, presuming that these have the most potential to be clone-
specific. Including non-specific genes in the analysis would result in the incorporation of noise
and could negatively affect the results. As an idea for future extension of the model, we could
incorporate an additional hidden variable indicating whether the gene is clone specific or not.
This information could then be inferred from the data.

Already in its current form, the model yields important insights into clonal phenotypes,
marker genes, and their localization. Taken together, ClonalGE is a step forward in the clonal
expression analysis across the tumor tissue.
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Chapter 8

Conclusion

In this thesis, I proposed and implemented novel computational techniques for studying the
presence of genetically distinct sub-populations of cells with different phenotypic behavior
across a tumor, which defines the intra-tumor heterogeneity. For this, we integrated different
datasets to observe different aspects of the tumor and increase the reliability of the outcomes
of our analyses. Each of the three described projects addressed the research problems outlined
in the Introduction in a specific manner.

In my first project, we proposed CACTUS, a Bayesian framework that integrates bulk
DNA-seq, scRNA-seq, and BCR sequencing data to map the individual tumor cells to their
clone of origin. For inferring the existing clones in the tumor, we utilized the aggregated reads
over somatic mutations in the bulk DNA-seq. For deconvolving the reads coming from different
clones, from the bulk data and for learning the clone genotypes, we used and existing Bayesian
model, canopy [165]. Besides, knowing the existence of errors in the learned genotypes,
we integrated error correction in CACTUS by explicit modeling of the errors. Moreover,
for deconvolving the cells coming from different BCR clusters, we employed the categorical
distribution in the CACTUS model. We also utilized the alternated and total reads over
somatic mutations observed in the single cells to map them to the indicated clones. These
read counts could be affected by the state of the cell, its gene expression and the clone it
came from. We modeled the number of alternated reads relative to the total reads using the
Binomial distribution. We calculated the probability of success in the Binomial distribution
as the fraction of alternate to total reads, so that we can reduce the effects of bias and error.

In the end, due to the lack of ground truth, we employed external validation using gene
expression data in the reduced dimension as an independent source of information. We ver-
ified our assignment of the labels (clones) to the cells by showing the same clustering in the
independent feature space. Additionally, we used the probability of the assignment in the
graphical model as the model’s confidence and compared it to the confidence of cardelino in
the same task.

The first project could be extended in a number of ways. Having the genotype of the cells
and their gene expression could make it possible to look into the behavior of the cells inside
and between the clones in the future work. This could enhance the cancer treatment and
prevention of resistance by studying and predicting if a clone has the potential to resist.

Moreover, we used auxiliary clustering of cells to improve the assignment of the cells to the
clones. This clustering was defined based on identical BCR sequences. Although we consider
the sequence error and make it possible to move the cells between the clusters, we did not
include the situations in which two different sequences can cluster together based on biological
similarities. Embedding such a clustering inside the model could improve the clusters and the
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cells’ assignment to the clones. Moreover, the coverage and quality of scRNA-seq data are
improving every year, and using a dataset with more coverage and fewer errors could increase
the certainty of the results. Finally, using the scDNA-seq instead of scRNA-seq data could
make it possible to infer the clones from the cells directly and increase the number of observed
mutations instead of being limited only to the first part of the reads in scRNA-seq.

In the second project, we focused on the localization of the clones across the tumor and
studying the difference of their phenotype. We integrated three different data sources: H&E
images, WES, and reads over mutations in ST data. Although in this project we did not have
the resolution of individual cells anymore, we gained valuable spatial perspective of the clones.
Same as in the first project, we firstly used the aggregated reads in the bulk DNA-seq data and
deconvolved them into the clones and their genotypes using canopy [165]. We accounted for
potential errors in counting cells using H&E images in each ST spot and introduced a hidden
random variable corresponding to the true number. Afterwards, for the decomposition of reads
coming from different cells in a spot, we took advantage of the Dirichlet distribution and for
modeling the allocation of the clones (features) to the spots (samples), we took advantage of
the Beta-Bernoulli Process (BBP). Tumoroscope also used Binomial distribution to model the
success parameter as the fraction of the alternative and total read counts, which is decreasing
the effect of bias.

Due to the lack of ground truth, we carried out extensive simulation validation alongside
external validation using the independent gene expression data. Our results suggest that the
co-localization of the clones could have correlation with their phenotype. This is the point
that three different heterogeneities (genotypic, spatial and phenotypic) cross each other and
our studies gave insights their relation in the tumor tissue. This inferred information could
be helpful for prediction of the possible location of metastasis or the possible resistant clone
to the treatment.

Using ST data with an average of 50 cells per spot had limitations in terms of accuracy
and precision. To address this issue, we believed that using higher resolution ST data would
give us more accurate assignment of them to the clones and finally more accurate estimation
of the clone-specific gene expression profile. Additionally, we used regression methods to
estimate the gene expression profile of the clones which means assuming their distribution
as Normal. However, this strong assumption could introduce extra error especially when
calculating clone-specific gene expression profiles separately as post-processing. This could be
improved by incorporating the inference of the clone-specific gene expression profiles inside
the model, alongside with the inference of the fraction of the clones in the spots. We pursued
this idea in my third project.

In the third project, we explored the phenotypic differences of the different clones alongside
with their localization. In addition to the H&E images, WES, and ST reads, we included the
observed gene expression across the ST spots, which is the normal output of the ST data. We
identified the clone-specific gene expression across the tissue robustly and confidently, which
pushed the limits of characterization of the clones in the tissue.

In this project, in addition to the problems that we faced in the second project, we had the
issue of gene expression deconvolution to solve. We modeled the observed gene expression data
as the mixture of Negative Binomial distribution. We validated the model with measuring
the accuracy of the reconstruction of the observed data (aggregated gene expression in the
spots) using the inferred hidden values (deconvolved clone-specific gene expression) in the
probabilistic graphical model.

The effect of genotypes on gene expression in clones has not been clearly established in
previous studies. However, some studies have shown that mutations can lead to changes
in gene expression and phenotypic changes in cells carrying those mutations [249, 243]. In
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my second and third projects, we found a potential link between clonal location and gene
expression profiles. Our hypothesis was that only a subset of genes may exhibit clone-specific
expression, and we estimated gene expression of 1000 genes with the most variable expression
profiles to focus on those most likely to be clone-specific. As a future improvement, the model
could incorporate information on whether a gene is clone-specific or not.

Finally, in all the projects, we used an existing Bayesian model for inferring the genotypes
of the clones, which introduce extra uncertainty to the model. This can be improved by
including the clonal inference in the model itself. Moreover, in all the projects, we used MH
inside Gibbs sampling. This method could be replaced by the variational inference, which
approximates a complex probability distribution by optimizing a simpler one. Variational
inference tends to be faster and more scalable than MCMC methods, but it may introduce
some bias and underestimate uncertainty.

In conclusion, while our models provide a highly promising approach to explore the ge-
netic, phenotypic and spatial heterogenity, there are still areas for improvement and further
research. Continued efforts in refining and improving the model can lead to more accurate
identification of clonal structures, ultimately contributing to improved cancer treatment and
prevention strategies. Overall, our work represents an important step forward in the field of
cancer genomics and demonstrates the potential for machine learning models to contribute to
advances in cancer research and treatment. As more and more data becomes available, we will
continue to refine our models and improve our understanding of cancer genomics, ultimately
paving the way for more personalized and effective cancer therapies.
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