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Abstract

This PhD thesis examines the potential of improving the efficiency of language models by
incorporating Conditional Computation into the architecture. Deep Learning methods
have taken over the Natural Language Processing (NLP) field in recent years. Particularly
after the invention of the Transformer architecture, these models have been scaled to
unprecedented sizes. Research works, such as scaling laws, highlight the importance
of the sheer number of parameters and the size of the dataset. It is evident that this
trend of training larger and larger models will only continue. This is where Conditional
Computation can provide the needed efficiency for training and running Large Language
Models (LLMs).

First, after describing the background of language models and Conditional Com-
putation, we introduce sparse variants of standard Transformer layers, which enable
considerable speedups during inference without impacting model quality. Then, we
present a fine-grained Mixture of Experts (MoE), where the granularity of experts is
parametrized. We also design new scaling laws, taking the new parameter into account
and showing the improved efficiency of granular MoE. Furthermore, we correct claims
made by prior works about the relative efficiency of MoE when scaling the model size.

We then present Mixture of Tokens, a novel variant of Mixture of Experts with a fully
continuous architecture enabling more stable training. This design is further strengthened
by the introduction of transition tuning, showing that a Mixture of Tokens can be converted
to a sparse Mixture of Experts during the fine-tuning phase. Subsequently, we introduce
SPLiCe, which uses fine-tuning to improve the efficiency of long-context utilization,
enabling better performance during inference on long documents. Finally, we incorporate
Mixture of Experts into the recently developed Mamba architecture, demonstrating the
strength of combining state space models with Conditional Computation.

In summary, this thesis introduces multiple improvements to Conditional Computation,
enhancing the efficiency of Large Language Models. It demonstrates the strength and
resiliency of these techniques across different scales and architectures. The work not
only advances the field with new insights but also challenges existing ideas and corrects
previous research. With multiple recent Large Language Models using different flavors of
Mixture of Experts, it is clear that Conditional Computation is likely to stay in language
modeling for a long time.

Keywords

Deep Learning, Deep Neural Networks, Large Language Models, Transformer, Conditional
Computation, Mixture of Experts



Tytul pracy w jezyku polskim

Efektywne duze modele jezykowe przy uzyciu obliczenn warunkowych

Streszczenie w jezyku polskim

Ta praca doktorska bada mozliwosci poprawy efektywnosci modeli jezykowych przy
uzyciu obliczent warunkowych. W ostatnich latach glebokie sieci neuronowe zdominowaty
dziedzine przetwarzania jezyka naturalnego (NLP). Szczegolnie po publikacji Transformera,
sieci neuronowe urosty do niespotykanych dotad rozmiaréw. Publikacje wprowadzajace
prawa skalowania pokazaly istotng wage liczby parametréw modelu oraz wielkosci zbioru
treningowego. Jest oczywiste, ze z biegiem czasu beda trenowane coraz wieksze i wieksze
modele. Obliczenia warunkowe moga zapewnié¢ tak potrzebna efektywnosé dla duzych
modeli jezykowych (LLM).

Najpierw, po opisaniu obecnego stanu modeli jezykowych oraz obliczenn warunk-
owych, wprowadzamy warianty standardowych warstw Transformera, ktére znaczaco
przyspieszaja inferencje modelu, bez pogorszenia jego jakosci. Nastepnie przedstawiamy
drobnoziarnista wersje Mixture of Experts (MoE), w ktorej granularnosé ekspertow jest
parametryzowana. Wyprowadzamy réwniez nowe prawa skalowania dla modeli jezykowych
z MoE, ktére uwzgledniaja granularnosé oraz pokazuja efektywnosé drobnoziarnistego
MoE. Ponadto korygujemy twierdzenia wczesniejszych prac na temat skalowania MoE
oraz ich wzglednej efektywnosci.

Nastepnie wprowadzamy Mixture of Tokens (MoT), wariant MoE z w pelni ciagla
i rozniczkowalna architektura, umozliwiajac stabilniejszy trening. Ta technika jest do-
datkowo wsparta wprowadzeniem specjalnej metody dotrenowywania, pokazujac, ze MoT
moze zostaé przeksztatcone w standardowe MoE podczas fine-tuningu. Nastepnie prezen-
tujemy SPLiCe, ktory wykorzystuje fine-tuning do poprawy efektywnosci wykorzystania
dhugiego kontekstu, umozliwiajac lepsza jako$é¢ inferencji na dtugich dokumentach. Na
koniec, taczymy MoE z niedawno opracowang architektura Mamba, pokazujac potencjat
wprowadzania obliczent warunkowych do modele SSM.

Podsumowujac, ta praca wprowadza wiele usprawnieri do obliczeri warunkowych,
zwiekszajac efektywnosé duzych modeli jezykowych. Ponadto, pokazuje wartos$cé i stabil-
noé¢ obliczen warunkowych przy réznych wielkosciach oraz architekturach modeli. Ta
praca nie tylko posuwa dziedzine naprzéd przez nowe techniki, ale takze kwestionuje
istniejace przekonania oraz koryguje wcze$niejsze badania. W ostatnim czasie wiele
duzych modeli jezykowych uzywalo rézne odmiany MoE, i jasno wida¢, ze obliczenia
warunkowe pozostang istotna, czescia modeli jezykowych w przysztosci.

Stowa kluczowe

Glebokie sieci neuronowe, modele jezykowe, Transformer, oblicznia warunkowe, Mixture
of Experts
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Chapter 1

Introduction

Die Grenzen meiner Sprache bedeuten die Grenzen meiner Welt.
“The limits of my language mean the limits of my world.”
— Ludwig Wittgenstein, Tractatus Logico-Philosophicus

1.1 Growing Importance of Efficient Language Models

This PhD thesis examines the potential of improving Large Language Models (LLMs) with
Conditional Computation. Deep Learning methods have taken over the Natural Language
Processing (NLP) field in recent years. Starting with the invention of the Transformer
architecture (Vaswani et al.l 2017)), neural networks first replaced classical methods in
NLP in fields like machine translation and language understanding. Then, they enabled
the practical use of generative Artificial Intelligence through language modeling, which
surged in popularity after the release of ChatGPT by OpenAl in November 2022. Every
month, there are new developments in this space, with novel uses of LLMs made possible
by their new abilities. Enumerating the current possibilities of LLMs is almost pointless
since, by the time you read this, the state-of-the-art has likely advanced much further.

All of this progress was aided not only by algorithmic improvements in neural networks
but also by a rapid increase in the scale of model and dataset sizes. These advancements
have led to the plausible perspective of future significant research and commercial
applications, which in turn fuel ever-increasing budgets for both research and industry
projects in this area. Consequently, these increased budgets and efforts make further
improvements even more frequent, forming a positive feedback loop.

Both training and inference of LLMs incur substantial costs. [Strubell et al. (2019)
estimate that training a single base BERT model cost around $4k-$12k - that was in
2018, with 110M parameters and 3.3B tokens in the training data (Devlin et al., |2018]). In
2020, the training of GPT-3 (Brown et all 2020) with 175B parameters on 300B tokens
cost approximately $4.6M (Li, 2020). The training of GPT-4 (OpenAl, 2023)), released in
2023, cost over $100M. For 2024, there are estimates that OpenAl is set to spend around
$3B on training their models and an additional $4B on running inference (Barrabi, 2024).
Anthropic’s CEO suggested that LLMs may cost up to $10B to train by 2025 and up to
$100B by 2027.

The exorbitant sizes of all state-of-the-art Large Language Models are integral to
their success. This is also supported by research on scaling laws (Kaplan et al., |2020;
Hoffmann et al., 2022)), which suggests a predictable relationship between model size,
dataset size, and the quality of the model’s predictions. These findings imply that scaling

11
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will remain a vital component in training increasingly capable models.

Therefore, it is easy to see that the most crucial bottleneck to improving Large
Language Models is their cost. This thesis aims to enable the training of even larger and
better models on a limited budget by increasing the efficiency of LLMs through the use
of Conditional Computation.

1.2 Transformer and Large Language Models

A detailed description of the Transformer architecture, as introduced in [Vaswani et al.
(2017), can be found in textbooks such as Raschka; (2024), Tunstall et al. (2022), Frangois
(2023)), and numerous online resources. Here, we cover only the parts of the architecture
relevant to this thesis, mainly the feed-forward layer, along with the notation used in the
following chapters. While the attention layer is a crucial component of the Transformer,
we do not describe it, as the inner workings of the attention mechanism are largely
orthogonal to this work.

Unless specified otherwise, when we refer to Transformers, we mean exclusively
decoder-only Transformers (like models from the GPT family). Although encoder-decoder
and encoder-only architectures are still in use today, the simplicity and training efﬁciencyﬂ
of the decoder-only architecture seem to be the deciding factors for the popularity of
decoder-only models. Consequently, it is the architecture of choice for current Large
Language Models.

A standard decoder-only Transformer (Radford et al. 2018, 2019; Kaplan et al., 2020;
Brown et al.,|2020)) consists of an embedding layer, a stack of alternating attention and feed-
forward (also called MLP) layers with normalization before themﬂ and an unembedding
layer (also called the prediction head or the final linear layer). See Figure . In the
model, each input token is converted by the embedding layer into a vector of size dpodel,
the dimension maintained across all layers in the residual stream. Each layer refines the
token representations by adding its output to them.

The standard feed-forward layer consists of two linear transformations and a non-
linearity ¢ in between. It can be described as FF(x) = ¢(zWy + b1)Wa + be, with W
mapping from dpodel t0 dg, and W back to the original dpoge1- It is standard (Radford
et al.l 2018; [Rae et al.; 2022; |Touvron et al., [2023; Jiang et al., 2023)) to set the hidden
dimension as dg = 4 - dmodel- Biases are often skipped, as at larger scales, they cause
training instabilities while not improving the model much (Chowdhery et al., [2022). See
Figure for a diagram of a feed-forward layer with ReLU activation. While ReLU
activation was traditionally used, it has been mostly replaced by SwiGLU. Although
changing the activation function provides meaningful improvements to the model, this
matter is largely orthogonal to the works presented in this thesis.

Feed-forward layers contain the majority of Transformer parameters and consume
the majority of the Transformer’s computational budget, measured in terms of FLOPs.

!Training efficiency may come from the simple information density of the language modeling objec-
tive in decoder-only models. While decoder-only models provide even 16 bits (for a vocabulary of 60k
tokens) of information per token, the encoder-decoder model provides labels only for the latter half of
tokens, achieving 50% efficiency compared to the decoder-only model. For encoder-only models using
masked language modeling, only masked tokens receive this amount of information, corresponding to
an efficiency of around 15%.

2In the original Transformer, normalization was done on the residual stream after addition, known
as post-norm. However, all modern Transformers use pre-norm, normalizing just the input to each
layer.
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Figure 1.1: (Left) Diagram of the decoder-only Transformer architecture. The
attention layer is causal attention, also known as self-attention. The Transformer
block consists of attention and feed-forward layers. When we say that Trans-
former has N layers, we mean it has N attention layers interleaved with N feed-
forward layers. (Right) Diagram of the decoder-only Transformer with Mixture
of Experts (see Section [1.6.2) replacing all feed-forward layers. In some models,
only every other feed-forward layer is replaced.

Consequently, replacements of the feed-forward layer, like Mixture of Experts, are the
primary focus of this work.

1.3 The Computational Cost of Transformers

Generally, the cost of training or inference for any Machine Learning model is proportional
to the number of floating-point operations (FLOPSs) required, as processing power is
the most limiting factor on current hardware. While in practice there are also other
constraints on the model besides the total number of FLOPs used—such as the number of
memory accesses, total memory used, and required transfer throughput between devices—
FLOPs is the most significant. Therefore, it is the most often reported metric used to
compare architectures and modeld]

In standard Deep Learning models, including the standard Transformer architecture,
the number of FLOPs used per token is linearly proportional to the number of parameters
in the model, as most parameters are used precisely once per token. A good approximation
of the number of FLOPs when using the model for inference is:

FLOPsinference = 2 N - D (11)

with N being the number of model parameters and D being the total number of tokens
processed (including both those provided in the prompt and generated). The constant 2

3While metrics like wall-clock time or GPU-hours are sometimes used, they depend on the hard-
ware and implementation details. Therefore, they are often unsuitable as comparison metrics.
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Figure 1.2: Visualization of a simple feed-forward layer with ReLU activation.
Weights used for linear projection are colored yellow, while input and output are
colored green. Internal activations are colored blue. Biases are not shown for

clarity and because they are often skipped in modern Transformers (Chowdhery

ot o22).

comes from the fact that for each parameter, we perform a single multiplication and a
single addition—two operations in total. For training, we can approximate the number
of FLOPs using the same equation with the constant changed to 6, accounting for an
additional four operations during backpropagation:

FLOPStraining =6-N-D (12)

These approximations, while they do not account for the FLOPs used in the attention
mechanism (which depend on the number of tokens in a sequence) and overestimate the
number of FLOPs in the embedding layer, are accurate enough to be used in practice,
such as in the seminal work of Kaplan et al.| (2020).

1.4 Scaling Laws

Scaling laws are empirically derived equations that relate the loss of a model to variables
such as the number of parameters, training samples, or the computational budget. In the
case of dense Transformers, scaling laws were first studied by Kaplan et al. (2020), who
observed power-law relationships between final model perplexity and model and dataset
size. This work was extended by Hoffmann et al.| (2022)), who considered variable cosine
cycle lengths and formulated a modified functional form of the scaling equation.

Scaling laws have also been proposed for other architectures and training scenarios.
Henighan et al. (2020) studied autoregressive modeling across various modalities, while
Ghorbani et al.|(2021)) considered machine translation. Frantar et al. (2023) explored the

impact of pruning on vision and language Transformers, deriving optimal sparsity for a
given compute budget. In the context of MoE, |Clark et al.| (2022) studied the scaling of
MoE when altering model size and the number of experts on a fixed dataset, concluding
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that routed models are more efficient only up to a certain model size—we revisit this in
Chapter

Large Language Models are known to approximately obey the power-law relationship
between final loss £, model size N, and number of training tokens D. This relationship
is often referred to as the Chinchilla scaling laws, described in |Hoffmann et al.| (2022) as

a b
E(N,D) =c+ W + ﬁ
This power-law formula comprises three distinct terms that characterize the intrinsic
entropy of data, constraints of the model, and limitations in the training data. The term
c represents the minimum possible error intrinsic to the data. The remaining two terms
are suboptimality terms that address the limitations in function representation due to
the size of the model and in data signified by the number of tokens. With infinite data
and model size, the loss is reduced to ¢ in the limit.
The exact parameters in scaling laws are usually fitted to the experimental data,
typically with tens or even hundreds of models trained with different values of N and D.
See, for example, Table [3.1] in Chapter [3

(1.3)

1.5 Compute-Optimal Large Language Models

In Section [1.3] we showed the dependency of training FLOPs on variables N and D. In
Section we described empirical laws detailing the dependency of model loss on these
same variables. Taken together, we can now determine the optimal model size IV and the
number of training tokens D to achieve the best possible model loss £ with a limited
computation budget of F' FLOPs. This can be done by solving the following optimization
problem:
minimize L(N, D)
N,D

subject to FLOPs(N, D) = F.

Models with N and D set to values solving the above optimization problem are
referred to in the literature as "compute-optimal." Conversely, models trained longer than
this optimal point are called "overtrained," while models trained for shorter durations are
called "undertrained." Research such as Kaplan et al.| (2020)) and Hoffmann et al.| (2022)
combine empirically fitted scaling laws equations with the FLOPs cost of each model to
extrapolate the compute-optimal settings of Transformers far beyond their experimental
data. In Chapter [3) we analyze compute-optimal settings of Mixture of Experts models.

When examining current LLMs, it is evident that all these models are overtrained
according to scaling laws. This is not a mistake. It is worth noting that classical scaling
laws do not consider inference cost when determining the compute-optimal ratio of model
size to dataset size. This issue could be mitigated by estimating the expected number
of inference tokens during the model’s lifetime and adding the cost of this inference to
the number of FLOPs. Applying this adjustment always leads to the recommendation
of smaller models but trained for longer durations. We argue, then, that the term
"overtrained" is a misnomer when referring to most modern LLMs, as they may be, in
fact, on the compute-optimality frontier when inference is considered. However, these
terms are already ingrained in the literature.

The equations above show the necessity of increasing the model size to train better
models. They also demonstrate the linear relation between the number of model parame-
ters and the FLOP count per token processed. At first glance, this seems unavoidable
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— when designing the neural network, it seems intuitive to use each parameter exactly

once. However, this is just an unnecessary implicit assumption of the design. This
work examines methods of using the parameters conditionally, only on some, but not all,
possible inputs. This reduces the number of FLOPs per parameter to values possibly
much lower than ondl]

1.6 Conditional Computation

1.6.1 Intuition: Neurons as Storage of Information

One can interpret the parameters in a neural network as storage for knowledge. After
all, when inferring from a neural network model, the only information about the dataset
distribution, including the desired output, is stored in the model parameters. Hence,
information from the training set must be processed and stored in the neural network
for use during inference. Unfortunately, the model has a limited capacity for storing
information.[ﬂ The theoretical limit on the information capacity is the number of bits
used to store a particular parameter—usually 32 bits, sometimes 16 or 64. However,
in practice, models can be quantized to just a few bits per parameter without much
performance loss (Prato et al., 2019)). This puts a lower upper bound on the amount of
meaningful information stored in the parameter.

Without Conditional Computation, all neural network parameters—and hence all
information gathered during the training—are used for every token processed. Intuitively,
this seems wasteful—mnot all knowledge is relevant for every example, and all this processing
is extremely costly. The key idea behind Conditional Computation is to decide which
parts of the neural network will be relevant for a particular example and skip processing
the irrelevant parts.

1.6.2 Mixture of Experts

The most common approach for Conditional Computation is the Mixture of Experts
(MoE). It offers an attractive alternative to standard feed-forward layers by drastically
increasing the number of parameters without increasing computational cost. MoE was
first introduced by |Jacobs et al.|(1991)) as an ensemble-like neural network comprised
of separate sub-networks called experts. The core idea is to have multiple ezperts, each
specializing in a different part of the input space. Each expert can perform a prediction
independently of others, while a router network (also called a gating network or a
controller) selects a soft assignment of experts for each input. This generally does not
offer computational savings.

Today, mentioning Mixture of Experts most likely refers to a design introduced into
Deep Learning by |[Eigen et al.| (2014) and into Natural Language Processing by [Shazeer
et al. (2017). Here, MoE was integrated as a block into a neural network and operated on
the internal representation of the model. This allowed seamless integration with recurrent
layers or attention blocks, which used the same set of parameters for each token. Such a

4The assumption of using each parameter exactly once can also be rejected in the opposite di-
rection, with a design where each parameter may be used more than once, like the Universal Trans-
former (Dehghani et al.| [2018]). However, this approach has not found much practical use.

®In classical Machine Learning, the limited capacity of the model was interpreted as necessary to
prevent overfitting. However, with the extreme dataset sizes used in Large Language Models, overfit-
ting does not seem to be a practical concern in the traditional sense of harming out-of-distribution
performance, apart from overfitting to some evaluation benchmarks.
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Figure 1.3: (Left) Diagram of a standard feed-forward layer featured in the
Transformer architecture: each token is processed with the same MLP, indepen-
dent of other tokens. (Right) Diagram of a Mixture of Experts (with Token
Choice), where each token chooses the most relevant experts. Note that in the
case of an imbalance in the token-expert assignment, some experts may not re-
ceive any tokens, while other experts may receive more than average. Compare

with Figure

design also allows for more fine-grained specialization of experts because the model can
choose the most relevant expert at each layer for each token. This provides much-needed
flexibility compared to choosing a single expert for the entire process, as was done in
prior work. An even more fine-grained approach to MoE is presented in Chapter

Mixture of Experts in the context of Transformers was proposed by [Shazeer et al.
(2018) and Lepikhin et al.| (2020]), functioning as a feed-forward layer replacement. See
Figure for comparison with the standard Transformer. Since the feed-forward layer
contains the majority of model parameters and FLOPs, replacing it with a Mixture of
Experts is reasonable. While MoE is complex, each expert’s design is identical to the feed-
forward layer (see Section and Figure . Importantly, an MoE Transformer with a
single expert functions the same as a standard Transformer. Hence, individual experts
in MoE typically follow all design decisions of the feed-forward layer, particularly the
choice of activation function, size of the hidden representation, and inclusion or exclusion
of biases. The size of each expert is typically set to mirror the original dimensions of
the layer, with the hidden expert dimension dexpert €qual to dg (Fedus et all [2022; Zhou
et al., 2022, [2023; [Jiang et al., [2024). This keeps the amount of FLOPs per token roughly
equivalent to the standard Transformer, assuming a single expert is chosen. For the rest
of this section, we assume an MoE layer has Nexperts €xperts {Ei}f-v:e’l‘pe“s, each being a
trainable feed-forward network with the same number of parameters.

As of 2024, the Switch Transformer (Fedus et all 2022)) may be considered the most
standard design of Mixture of Experts in terms of general structure, routing algorithm,
and load balancing. Importantly, it uses common Token Choice routing. With Token
Choice, for each token embedding x, we calculate scores h(x) = Wz € RNexperts where
W is a trainable linear projection. These scores are normalized using softmax:

exp (h(x);) .
S exp (h(x);)

Prior to Switch, top-k routing, selecting the k > 1 most suitable experts for each token,
was deemed necessary. However, Switch successfully simplifies previous MoE approaches

pi(r) =
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by setting £ = 1 and changing the output of the MoE layer for x to:

y = pr(z)Er(),

where I = argmax; p;(x).

During batched execution, e.g., in training, each batch contains N tokens. If the
assignment of tokens to experts is imperfect, i.e., some expert E; is selected by more
than N/Nexperts tokens in the current batch, the excess tokens are usually dropped and
not updated. To encourage an even distribution of tokens to experts, a load-balancing
loss, as described by |[Fedus et al.| (2022)), is added to the training objective.

There are more techniques to prevent token dropping. An easy but costly solution is to
increase the capacity factor for experts. Specifically, with a capacity factor ¢, each expert
may process up to ¢N/Nexperts. While higher values of ¢ mitigate token dropping, this
additional capacity is usually unused and wasted. Therefore, capacity factors larger than
1 are rarely used during training, as the additional computational cost is generally not
worth it. A different approach is to use dropless Mixture of Experts, introduced by [Gale
et al.| (2023)), which provides efficient implementation for experts with variable capacity.
Lewis et al.| (2021) used a linear assignment algorithm to post-process token-expert
mappings and ensure even expert selections.

Finally, to prevent token dropping, Expert Choice routing, introduced by [Zhou et al.
(2022)), may be used, which employs a different approach. Instead of the router assigning
a single expert to each token, it can allocate a constant number of tokens, usually
Niokens/Nexperts Per expert. See Figure for visualization. This routing may yield
better results as it can dynamically assign variable amounts of computation to each token,
potentially using more computation on harder tokens and less on easier ones. However, it
is more challenging to use in many settings, including during inference in the decoder
part of the Transformer.

In more recent works, a fully differentiable soft router was introduced in concurrent
works of Chapter {4 for autoregressive language modeling, and by [Puigcerver et al.| (2023)
for image processing.

Figure 1.4: Diagram of Mixture of Experts layer with Expert Choice routing.
Note that in the case of an imbalance in the token-expert assignment, some to-
kens may not be processed by any experts, while others may be processed by
more than a single expert. Compare with Figure (Right).
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1.6.3 Other Methods of Conditional Computation

Multiple techniques of Conditional Computation, different from the Mixture of Experts,
have been developed. However, MoE remains the most commonly used in the largest
models. Furthermore, many techniques not explicitly called Mixture of Experts may be
interpreted as special cases of an MoE layer.

Early Exit, such as Xin et al.| (2020) and Schuster et al.| (2022), allows the model
to skip a number of layers at the end, enabling an adjustable amount of computation
spent on a sequence or token. While it allows for skipping attention layers as well as
feed-forward layers, this same property makes them generally more difficult to train and
use.

Similarly, Mixture-of-Depths (Raposo et al., 2024) dynamically skips individual
layers (including attention layers) during processing, not necessarily at the end. These
methods could be compared to MoE layers with two different experts: the first being the
entire Transformer block, and the second being a no-op that doesn’t change the token
representation.

CoLT5 (Ainslie et al.,2023) introduces two variants of each layer: a light variant
executed for every token, and a heavy variant executed for a fraction of input tokens.

DeepSeekMOoE (Dai et al., [2024)), in addition to the standard MoE layer, contains a
"shared expert" that executes unconditionally for all tokens.

Mixture of Attention Heads (Zhang et al., 2022) is an adaptation of MoE to the
attention layer, where each attention head is a separate expert.

1.6.4 Methods Related to Conditional Computation

Model pruning (Li et al., 2020b; Brix et al., 2020) reduces matrix sizes by eliminating
unnecessary weights during or after training. However, gains in computational complexity
for sparse matrices often do not translate to inference speedups on actual hardware (Gale
et al., [2019). Structured pruning-based approaches (Zhou et al., 2021} |Li et al., [2020a;
Wang et al.l 2020]) address this issue by constraining sparsity patterns to be hardware-
friendly. For example, only removing whole rows or columns from matrices (Nvidia,
2020)).

Mixture of Experts can be interpreted as dynamic structured pruning, as the irrelevant
knowledge of the model is pruned dynamically for individual examples. This has clear
advantages in terms of model quality for the same compute budget. Typically, the sparsity
ratio (the ratio of unused/pruned parameters to used ones) is significantly higher in
MoE models. Furthermore, Conditional Computation can be used to accelerate not only
inference but also training. However, pruned models generally have a much lower total
number of parameters, making them popular on edge devices like consumer smartphones.

Model quantization (Shen et al., 2020; Sun et al.,|2019; Prato et al., [2019) uses fewer
bits for the weights, essentially compressing each parameter. Conditional Computation is
generally complementary to quantization. Although used together, they may introduce
greater instabilities into a model. Fortunately, for inference, where quantization is usually
applied, the instabilities are rarely a problem.

Model distillation (Sanh et al.; 2019)) works by training a small student model
based on the output of a larger teacher model—distilling its knowledge. This usually
works better than training a small model from scratch, as the signal to the model is
denser with a distribution over labels instead of a discrete label. This technique is used
to speed up inference from pretrained large models. While both MoE and distillation
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improve inference performance, model distillation does not speed up training. Conditional
Computation is generally complementary to model distillation, with MoE being possible
in both the teacher and student models.

1.7 Reproducibility

The code for methods described in Chapter [2| (paper P1) is available in our public
repository at https://github.com/google/trax.

The code for methods described in Chapters and @] (papers P2, P3, P5) is
available in our public repository at https://github.com/11m-random/11lm-random.

1.8 List of Publications

My thesis comprises of five papers, from P1 to P5:

P1: Sparse is Enough in Scaling Transformers

The work is detailed in Chapter

Authors: S. Jaszczur, A. Chowdhery, A. Mohiuddin, ¥.. Kaiser, W. Gajewski,
H. Michalewski, J. Kanerva

Published at Conference on Neural Information Processing Systems (NeurIPS)
2021, CORE Rank: A* MNiSW: 200

I estimate my contribution to be at 40%.

As the sole first author of this work, my contributions cover the development of the
idea, the majority of design, engineering, and experimental and theoretical analysis of
methods.

The main contributions of this work are:

1. introducing novel Sparse Feed-Forward layer, enabling conditional computation

without degrading the model quality,

2. introducing novel Sparse QKV, a design alternative to linear projections to be used
as a replacement in the Attention block,

3. combining the two methods above with a few other techniques to create a Ter-
raformer, and showing the potential of scaling this architecture.

P2: Scaling Laws for Fine-Grained Mixture of Experts

The work is detailed in Chapter

Authors: J. Krajewski*, J. Ludziejewski*, K. Adamczewski, M. Pioro, M. Krutul,
S. Antoniak, K. Ciebiera, K. Krol, T. Odrzygozdz, P. Sankowski, M. Cygan, S. Jaszczur*

Published at International Conference on Machine Learning (ICML) 2024,
CORE Rank: A*, MNiSW: 200

I estimate my contribution to be at 23%.

As the equal-contribution and the last author of this work, I designed and started the
project, supervised it from start to finish, and directly contributed in terms of experiments
and analysis.
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The main contributions of this work are:
1. introducing a new hyperparameter into MoE explicitly—granularity—allowing
increased efficiency of MoE when set correctly,

2. deriving new scaling laws for MoE models, incorporating training duration, the
number of hyperparameters, and granularity, enabling computation of optimal
hyperparameters for MoE models.

3. demonstrating that, contrary to previous research on MoE scaling laws, MoE models
can always outperform traditional Transformers at any computing budget.

P2: Mixture of Tokens: Efficient LLMs through Cross-Example Aggre-
gation

The work is detailed in Chapter [4]

Authors: S. Antoniak®*, M. Krutul®*, M. Pioro, J. Krajewski, J. Ludziejewski,
K. Ciebiera, K. Krol, T. Odrzygézdz, M. Cygan, S. Jaszczur*®

Accepted at Conference on Neural Information Processing Systems (NeurIPS)
2024, CORE Rank: A* MNiSW: 200

I estimate my contribution to be at 25%.

As the equal-contribution and the last author of this work, my contributions cover
the idea of a continuous Mixture of Experts, the design of the architecture, and close
supervision of the project with further direct and major contributions in terms of
implementation, experiments, analysis, and paper writing.

The main contributions of this work are:

1. introducing the novel Mixture of Tokens, a continuous Mixture of Experts architec-

ture that mixes tokens from different examples for joint processing,

2. benchmarking and analysis of MoT, showing the speedup achieved over a dense
baseline and the stability over MoE,

3. introducing transition tuning, allowing a pretrained MoT model to be tuned for a
sparse MoE inference if desired.

P3: Structured Packing in LLM Training Improves Long Context Uti-
lization

The work is detailed in Chapter

Authors: K. Staniszewski, S. Tworkowski, S. Jaszczur, Y. Zhao, H. Michalewski,
L. Kucinski, P. Milo$

I estimate my contribution to be at 15%.

As the third author of this work, I helped design the method, later contributing to
the code, experiments, analysis, and paper writing.
The main contributions of this work are:
1. introducing the novel SPLiCe method for creating training examples by using
retrieval to collate mutually relevant documents into a single training context,

2. fine-tuning OpenLLaMA 3Bv2, OpenLLaMA 7Bv2, and CodeLlama 13B using
SPLiCe, showing improved downstream performance on long-context tasks,

3. providing a thorough analysis and ablations of the design choices behind SPLiCe,
such as the number and order of retrieved documents.
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P4: MoE-Mamba: Efficient Selective State Space Models with Mixture
of Experts

The work is detailed in Chapter [6]

Authors: M. Pioéro, K. Ciebiera, K. Krol, J. Ludziejewski, M. Krutul, J. Krajewski,
S. Antoniak, P. Mitos, M. Cygan, S. Jaszczur

I estimate my contribution to be at 15%.

As the last author of this work, I supervised the project from start to finish, including
setting the research direction, co-authoring designs, and leading experiments and analysis.
The main contributions of this work are:
1. introducing MoE-Mamba, a model combining Mamba with a Mixture of Experts
layer, enabling efficiency gains of both SSMs and MoE while requiring shorter
training than vanilla Mamba,

2. demonstrating the robustness of MoE-Mamba improvements across varying model
sizes, design choices, and number of experts,

3. providing a thorough analysis and ablations of different alternative methods of
integrating Mixture of Experts into the Mamba block.

Supervision and Team-Building

It is worth noting that in three out of these five publications (Mixture of Tokens, MoE-
Mamba, and Scaling Laws for MoE), not only did I make significant direct contributions
to the work, but the work in general was conducted by the team I initiated and mentored.
Apart from my advisor and me, team members had little to no prior research experience in
Large Language Models and Conditional Computation, often with no research experience
in general. As the team and its members are now an active LLM research group, I
consider the creation of this team an additional contribution to my PhD.



Chapter 2

Sparse is Enough in Scaling
Transformers

“It is not enough to be busy; so are the ants.
The question is: What are we busy about?”
— Henry David Thoreau

2.1 Introduction

With the growing popularity and size of Transformers, it is increasingly valuable to make
them efficient at inference. To address this problem, in this chapter, we study sparse
variants for all layers in the Transformer and propose Scaling Transformers, a family of
next-generation Transformer models that use sparse layers to scale efficiently and perform
unbatched decoding much faster than the standard Transformer as we scale up the model
size. Surprisingly, the sparse layers are enough to obtain the same perplexity as the
standard Transformer with the same number of parameters. We also integrate with prior
sparsity approaches to attention and enable fast inference on long sequences, even with
limited memory.

Scaling Transformers use a separate sparse mechanism for the query, key, value, and
output layers (QKV layers for short) and combine it with sparse feed-forward blocks to
create a fully sparse Transformer architecture.

For QKYV layers, our introduced Scaling Transformers use only 2dmodelVdmodel =
2d$§’del parameters (compared to drzmdel in the baseline, fully dense Transformer—see
Section for details). For the feed-forward layer, our architecture uses Conditional
Computation to reduce FLOPs required by nearly two orders of magnitude, while keeping
the parameters for storage of information. These changes result in performance as
good as the baseline Transformer with the same number of parameters and complexity:
8dyioael T 4 dnioae + 4 dnioac

We were surprised that the fully sparse Scaling Transformers are indeed enough to
match the results of the baseline Transformer on the large C4 dataset (Raffel et al., [2020)
(Figure . The improvement in complexity holds not just asymptotically but also
yields over 2.6x speedup in wall-clock decoding time for a model with 800M parameters
and 20x speedup for a model with 17B parameters, as shown in Table

To verify that Scaling Transformers can be used with other Transformer improvements
on real tasks, we create Terraformer — a Transformer model that uses reversible layers
for memory efficiency and sparse attention to handle long sequences. We pre-train

23
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Params Dec. time Dec. time

per block !
baseline Transf. ~ 800M 0.160s 5.9ms 1.700 - _ :;griﬁser:':z
+ Sparse FF - 0.093s 3.1ms 1675 - — SparseFF. N=128
+ Sparse QKV - 0.152s 6.2ms

1.650 7% —— Sparse QKV, mult-conv
Sparse QKV, mult

1.625 -

+ Sparse FF+QKV - 0.061s 1.9ms
—— Sparse FF+QKV
Speedup 2.62x 3.05x > 1.600 - -~
baseline Transf. 17B 3.690s 0.581s 1.575 -
+Sparse FF - 1.595s 0.259s 1.550 -

log-perplexity

FSparse QKV - 3.154s 0.554s 1.525 -

+Sparse FF+QKV - 0.183s 0.014s 400000 420000 440000 450000 480000 500000
Speedup 20.0x 42.5x Number of steps

Table 2.1: Decoding speed (in seconds) Figure 2.1: The log-perplexity of
of a single token. For the Transformer Scaling Transformers (equivalent to
model (equivalent to T5 large with ap- T5 large with approximately 800M
proximately 800M parameters), Scal- parameters) on the C4 dataset, with
ing Transformers with proposed spar- proposed sparsity mechanisms (FF,
sity mechanisms (FF+QKYV) achieve QKV, FF+QKYV), is similar to the
up to a 2x speedup in decoding com- baseline dense model. Other models
pared to the baseline dense model and used in this chapter are shown in
a 20x speedup for the 17B parameter gray lines.
model.

Terraformer on the C4 dataset and fine-tune it on the challenging task of summarizing
arXiv articles. Terraformer yields results competitive with the state-of-the-art at the
time of publication (2021), which at the time was BigBird-Pegasus (Table El

2.2 Related Work

In this section, we cover work related to this chapter specifically.

Model Compression. Our method differs from pruning approaches as it relies on
dynamic sparsity, wherein the feed-forward layer loads only a subset of weights in the
layer for each token. Our approach complements model quantization studies (Shen et al.,
2020; Sun et al., [2019; Prato et al., [2019), which use fewer bits for the weights.

Sparse attention. Sparse attention-based approaches have made the attention layer
more efficient, especially for long sequences, by incorporating additional combinatorial
mechanisms, as in Tay et al. (2020a)), or by selecting a subset of tokens the layer attends
to (Roy et al., 2020; Choromanski et al., 2020; Kitaev et al., 2020; Sukhbaatar et al.,
2019; Kaiser & Bengiol 2018; (Child et al.l 2019) or other approaches (He et all 2018]).
Our method is complementary to these approaches for sparse attention and reuses the
advances on SOTA therein. Inference speedups in the attention layers also use bottleneck
layers (Sun et al.l [2020) or grouped convolutions (Iandola et al., [2020)). Our work extends
beyond the idea of grouped convolutions approach because each attention head is limited
to using only a fixed part of the embedding, while our design can permute the embeddings
to improve model quality; see Section [2.3.2) for details.

Tensor decomposition. The approaches discussed above significantly improve
Transformer speed and handling of long sequences. However, none of them addresses the

In 2024, fully general models like GPT-40 or Claude 3 Opus surpassed the performance of any
2021 state-of-the-art by an extremely wide margin. Metrics like ROUGE scores cannot even meaning-
fully differentiate between state-of-the-art models of 2024.
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fundamental scaling issue: even if we distill into a smaller model, quantize it, and prune
a percentage of the weights, the complexity still grows quadratically with the dimension
of the model, dode1. The final approach, which does tackle this scaling issue, is called
tensor decomposition in |Gupta & Agrawall (2020). Unfortunately, as the authors there
note, the approach is most effective in dealing with large input and output embedding
matrices and tends to produce lower performance than unstructured models when used
inside the decoder.

Conditional Computation. In contrast to earlier Mixture-of-Experts designs, we
train a full weight matrix and then only activate specific parts of it for each input token
during decoding; see Section [2.3.1] While this limits speedups to inference and not
training, it results in superior performance at evaluation time. This is achieved thanks
to the granular design of the Scaling Transformers. In Chapter [3] we explore a later
design of a fine-grained Mixture of Experts, which can be interpreted as an interpolation
between Scaling Transformers and traditional MoE, combining the advantages of both.

2.3 Sparse Is Enough

We study how to sparsify every part of the Transformer model—otherwise, the non-sparse
parts dominate decoding time and become a bottleneck. This means we need sparse
equivalents for the feed-forward blocks, the dense Q, K, V, and output layers in attention,
and the final dense layer before the softmax and loss.

We run an experiment using an 800M model with 24 layers of encoder and decoder,
dmodel = 1024, 16 attention heads, attention-sparsity = 16, and ff-sparsity = 64. We
scale up this model to approximately 17B parameters, with dpeqel = 9216, achieving even
a 20x speedup in decoding compared to the baseline dense model. This 17B parameter
model has 6 layers of encoder and decoder, 96 attention heads, attention-sparsity = 64,
and ff-sparsity = 256.

2.3.1 Sparse Feed-Forward Layer

In a baseline Transformer, decoding speed is dominated by the execution cost of the feed-
forward block. Recall that this block consists of two fully connected (dense) layers with a
ReLU nonlinearity in between. The dimensionality of activation vectors between these 2
layers is usually denoted by dg and is often 4 or 8 times larger than the dimensionality of
the activations in other places (dmodel)-

We make use of the structure of the feed-forward block to sparsify it. One main
observation is that the ReLU in the middle creates a lot of zerog?} We impose a fixed
structure on this middle activation vector: only one float in every block of N will be
allowed to be non-zero. Prior techniques prune weights or blocks from weight matrices
and can be referred to as static sparsity. Our proposed technique will train a full weight
matrix but only activate specific parts of it for each input token during decoding. We
call this dynamic sparsity, because the model dynamically selects only a fraction of its
parameters, and the selection is independent for each token.

2GeLU is another non-linearity often used in the Transformer feed-forward block. Table 1 in
(Narang et al., |2021) shows the same final loss for ReLU and GeLU on the C4 dataset, so here, for
simplicity, we focus on ReLU.
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Figure 2.2: Sparse Feed-Forward Layer only activates 1 in N rows/columns of
each block to reduce decoding time. Here, only two rows/columns in blocks of size
4 are loaded, while the weights in dark red are not loaded from memory during

inference.

We train a router (sometimes called a controller) to determine which activation in
each block can be non-zero; the rest will be set to zero. This can be represented as

}/sparse = max(O, Wi + bl) © Router(:c)
SparseFFN(z) = Ysparse Wa + b2

where © is element-wise multiplication. Note that each activation in Ygparse corresponds
to a single column in W; and a single row in Wy. Therefore, if we compute Router(x)
output first, we don’t have to use any columns in Wy or any rows in Ws that correspond
to an activation set to zero by the router. This allows for much faster decoding, as we
have to process only 1 in N columns in Wy and rows in W (see Figure 2.2|a)).

To design the router to be computationally inexpensive, we project the input using a
low-rank bottleneck dense layer. Figure (b) illustrates the router which produces the
output as follows

Router(z) = arg max(Reshape(zC1Cs, (=1, N)))

where C € RfmoderXdiowrank and Oy € R¥owrank Xt with dygyrank usually set to (dmodel/N).

During inference the router uses a discrete argmax function, but during training
the model uses a softmax to calculate and sample from a distribution. The model
learns to select which row/column will be non-zero using the Gumbel-Softmax trick for
discretization. To determine the active row/column in each block, we reparameterize
sampling from a Bernoulli distribution by using the Gumbel-Softmax trick
. Instead of using the logits in each block to directly sample a binary value, we add
independent noise from the Gumbel distribution to each of the logits, and then select the
binary value with the highest logit (i.e., argmax) as the sample z. The argmax operation
is not differentiable, but it can be approximated by a softmax with annealing temperature.
Therefore, on the forward pass, we use the argmax to obtain a binary one-hot vector for
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Figure 2.3: Sparse Feed-Forward Router with the output of 2 blocks of size 4 (1 in
4 sparsity).

each block, while on the backward pass, we approximate it with softmax. This approach
is known as the Straight-Through Gumbel-Softmax estimator (Jang et al., [2016)).

Ablations. We investigate the impact of sparse FF on the model equivalent to T5-large
with varying levels of sparsity, with dyoqe1 = 1024, dg = 4096, and 16 attention heads.
When we set the sparsity level to N (for e.g. N = 64) then every block of size N has one
non-zero value activated for inference. During training, the router uses the bottleneck
layer with digwrank = 64 and temperature of Gumbel softmax estimator set to 0.1. To
improve training stability, the router in the forward pass will use the output of argmax
that is a binary one-hot vector for each block with a probability of 30% and otherwise
it uses the output of softmax. Table 2.2] and Figure 2.4 show the perplexity and the
decoding time of this model with varying levels of sparsity in feed-forward layer. As the
level of sparsity increases from 0 to 128, we observe a significant decrease in the decoding
time, while the neg-log-perplexity of the model with N = 64 sparsity is comparable to
the baseline.

We also checked the performance of the feed-forward block with Mixture-of-Experts
Shazeer et al. (2017)-style sparsity. As expected, this technique achieved decoding time
comparable to sparse FF — 0.11s instead of 0.09s — but with its lack of granularity it
achieved log-perplexity of 1.64, worse than both our method and the dense baseline.

2.3.2 Sparse QKV Layer

The decoding speed for a model with Sparse Feed-Forward blocks is dominated next
by the query, key, value and output computation—the dense layers in attention, which
we jointly call a QKV layer. Each of these dense layers has diodel parameters and
computation cost. Unfortunately, QKV layers don’t have ReLLUs, so the method used
above to sparsify feed-forward blocks is not viable here.

To make QKV layers sparse, we subdivide the dimensionality of the layer, dodel1, into
S modules of size M = dpodel/S, similar to splitting an activation vector into multiple
heads. These modules can be processed with a convolutional layer with fewer weights
and faster computation. However, with naive design each module (and corresponding
attention head) could access only a small part of a given token embedding. To alleviate
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1.66 -
1.64 -

1.62 -
—— Avg of baselines

—— SFF, N=64
SFF, N=128

log-perplexity

Dec. time 1.58
baseline 0.160s 156 -
Sparse FF 64 0'093S 1‘33(;000 420:000 440:000 460:000 480:000 500:)00

Sparse FF 128 0.089s Number of steps
Table 2.2: Decoding time Figure 2.4: Log-perplexity of Scal-
of a single token decreases ing Transformers with Sparse Feed-
with increasing level of Forward layer is very similar to dense
sparsity in the FF layer. baseline for sparsity level N = 64 but
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that, we develop a multiplicative layer that can represent an arbitrary permutation and
has fewer parameters and lower computation time than a dense layer. This multiplicative
layer is inserted right before the convolutional layer, letting each head access any part of
the embedding (see Figure (a)). This solution yields well-performing models that also
decode fast.

Q,
baseline /M
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QKV - mechanism \“
dense /i\

sparse QKV: { mult —2

mult ) -_K attention
mult

sparse QKV: a
mult-conv conv

K| attention |
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Figure 2.5: Sparse QKV layer replaces Q, K, and V dense layers by composing
multiplicative and convolutional layers and reducing the number of parameters
and decoding time.

Multiplicative dense layer. Our new multiplicative dense layer can represent an
arbitrary permutation and has dr?lodel /S + dmodelS parameters, dependent on the sparsity
hyperparameter S. It processes an input vector x € R%medel by splitting it into S “modules”
of size M = dogel/S. It produces output y € R5*M as follows

Ysm = Z XiDi,sEi,m
Q

where the two weight matrices are D € R%mode1*S and E € R%moder XM (see Figure (b))
This layer executes significantly faster during inference because of the decreased number
of parameters which need to be loaded from memory. Unless stated otherwise, we use
S =16.

The multiplicative layer is designed primarily to represent any permutation, so that
each attention head can access information from any part of the embedding. We first
verify that the multiplicative layer can indeed represent an arbitrary permutation.
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Theorem. With Multiplicative layer defined as

Ysm = Z xiDi,sEi,m
%

For any bijective function f: {1 dmoger} = {1---S} x {1--- M} there exists a pair
of weights of multiplicative layer D, E such that x; = ysm for {s,m} = f(i).

Proof. Let’s take a function f, and define functions s, m : s(i),m(i) = f(i). We construct
weights D; ¢ = (1if s’ = s(i) otherwise 0) and E;,,y = (1 if m' = m(i) otherwise 0).
With those constraints we can derive, from the definition of multiplicative layer:

V! m! = Z(X’ if D; ¢ = 1A Ejy =1 otherwise 0)

i
Vsl m/ = Z(Xl if ' = s(i) Am’ = m(i) otherwise 0)
%

Vol m! = Z(Xl if f(i) = s',m’ otherwise 0)

)

%
Because function f is injective we can use its inversion.
e - — / / .
Vel m: = g (x; if i = f~Y(s’,m’) otherwise 0)
i
YS’,m’ = Xffl(s',m’)

V() = Xi

weight
matrix E

weight
matrix D

d_model
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Figure 2.6: Multiplicative layer can represent an arbitrary permutation, but has
fewer parameters and reduced computation time compared to a dense layer.

Convolutional layer. The output of the multiplicative layer is a tensor of type/shape
€ RbatchxlengthxSxM Wy process this tensor with a two-dimensional convolutional layer,
treating the length dimension and number of modules S like height and width of an
image. This layer uses M filters and a kernel size of F' x F' so that each filter looks at F'
modules (‘S’ axis) of the last F' tokens (‘length’ axis). Replacing the standard dense layer
with such a convolution reduces the parameter count and computation time of the QKV
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layer. At the same time, by convolving over the ‘length’ axis, the model can incorporate
more context into this computation (Li et al., 2019).

The output of this layer has the same shape as the input. The optimal value of S
is less than v/dmoqel. Empirically we set F' to 3, S equal to the number of heads in the
attention mechanism and M to be the dimensionality of a single attention head. In this
case, we can feed the output of the convolution directly to the attention mechanism
without reshaping the output. This convolutional layer has fewer parameters (9M?+ M =
F%(dmode1/S)? + (dmode1/S)), and lower computational complexity (O(d2_4,/S))- Unless
stated otherwise, we use S = 16 and F' = 3.

Combining multiplicative and convolutional layers. There are four dense lay-
ers to replace in the original attention mechanism: Q, K, V, and output. As shown in
Figure (b), we replace Q, K, and V dense layers by composing multiplicative and convo-
lutional layers, but with a multiplicative layer shared across all three: @ = convg(mult(x)),
K = convg (mult(z)), V = convy (mult(z)). We remove the output dense layer. Note
that the combined multiplicative-convolutional variant has the output dense layer removed,
while the other variants have it replaced with their respective sparse layers. Including
this output layer negatively impacts decoding time. We can set the parameter S to
around v/dmodel, getting the number of layer parameters to scale proportionally to d,#g’del
compared to d? ; of standard QKV layer.

mode

Interpretation of QKYV layer. Note that when parameter S in convolutional layer
is equal to the number of heads in the attention mechanism, which is the case in our
experiments, then each of the S modules corresponds to a single attention head. Therefore,
the model uses the convolution to process each head using the same linear projection.
Without the multiplicative layer this projection would operate on a predetermined part
of the embedding layer for each head. However, by adding it the model can perform
arbitrary permutation of dimensions, so each head can have access to arbitrary subset of
embedding dimensions, not a predetermined subset of them. This fact helps with keeping
the expressibility of resulting QKV layer despite the reduced number of parameters.

Ablations. We investigate the impact of sparse QKV layers on the model equivalent
to Th-large in Figure 2.7 We increase the value of dg from 4096 to 6144 to preserve
the number of parameters (see the next subsection for details). The decoding time with
sparse QKV layer variants is similar to the baseline because it is dominated by the dense
feed-forward layer.

Combined feed-forward and QKYV sparsity. Sparse QKV layers lower the total
number of model parameters. To keep the model size matched to the baseline, we increase
dg to keep the number of parameters similar across all models we compare. For the T5-
Large equivalent model, we increase dg from 4096 to 6144. With increased dg, decoding
time in the feed-forward layer increases and thus, Sparse QKV layers alone do not speed
up the model. However, when we combine Sparse QKV layers with sparse FF layers, we
get a 3.05x speedup in decoding time of each decoding block with comparable perplexity
(see Table and Figure . While the baseline these is a vanilla Transformer, the
decoding speed is almost the same for a Reformer model as well.

Table [2.4] shows the accuracy of fine-tuning for downstream tasks from the GLUE
dataset. Note that the model with sparseFF+QKV and the baseline have similar accuracy.
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Figure 2.7: Log-perplexity of Scaling Transformers with Sparse QKV with differ-
ent sparsity levels (S) and kernel sizes (F) is very similar to dense baseline within
variance while multi-layer even improves perplexity.

Sparse loss layer. A final dense layer maps the model embedding into vocabulary
size to compute the loss. We can sparsify this part of the model by replacing the dense
layer with a multiplicative layer designed for Sparse QKV layer. This change speeds
up decoding time but may degrade perplexity. Table and Figure shows that
increasing the sparsity of the loss layer degrades the perplexity slightly while speeding up
the decoding time. While the absolute difference in decoding time is negligible when not
using Sparse FF and Sparse QKV at the same time, it provides considerable performance
when used jointly; see Table 2.8

Sparse loss Dec. time
baseline 0.160 s

S=2 0.158 s
S=4  0.149s
S=8  0.148 s

Table 2.3: Decoding times by varying the number of modules S in sparse loss
layer.

2.4 Terraformer - Sparsity for Long Sequences

The above gains from sparsifying the dense layers are encouraging, but we omitted one
fundamental issue. When applied to longer sequences, the gains would effectively be lost,
as the decoding time will be dominated by attention operations. Luckily, a number of

RTE MRPC SST-2 QNLI MNLI-m QQP

Baseline Transformer (dense) 70.1+1.1 83.6+0.72 92.6+0.85 83.6+0.5 785+0.41 852+0.6
Scaling Transformer (Sparse FF+QKV) 68.4 81.2 91.6 90.1 82.9 89.9
Terraformer (Sparse FF+QKV) 66.1 84.6 92.3 88.3 79.1 85.5

Table 2.4: Accuracy of Scaling Transformer model and Terraformer model with
sparse QKV+FF is comparable to the baseline Transformer within variance. The
results are obtained by fine-tuning on selected downstream tasks from the GLUE
dataset (validation split).
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methods have been proposed to solve this problem for Transformers, see Tay et al.| (2020b)
for a survey. We focus on the LSH (Locality-Sensitive Hashing) attention from Reformer
(Kitaev et al., 2020) and show how to integrate this sparse attention mechanism, as well
as recurrent blocks, into a Scaling Transformer, yielding a Terraformer.

2.4.1 Architecture for Long Sequences

While integrating sparse attention layers into a Scaling Transformer, we notice that the
architecture of the Transformer decoder block is suboptimal and can be redesigned to
make a better use of these layers. In particular, separating decoder self-attention and
encoder-decoder attention is not necessary any more from the perspective of efficiency.
We therefore remove the encoder-decoder attention, but just concatenate the encoder
representations before the decoder tokens. Doing this alone isn’t enough though, since
we took away one attention mechanism (encoder-decoder attention). We remedy this by
having two attention mechanisms before the feed-forward block. This simple architecture
is as fast as the baseline Transformer while giving better results.

Putting this together, if vy are the encoder activations and vge. are the decoder
embeddings, the input to the decoder block x is their concatenation on the length axis,
LengthConcat(vene, Vgec). Each decoder block can be represented as:

y1 = x + Dropout(Attention(LayerNorm(z)))
y2 = y1 + Dropout(Attention(LayerNorm(y;)))
y = y2 + FFN(y)

where y becomes the input to the next decoder layer. See Figure for the diagram of
the architecture.

2.4.2 Reversibility for Memory Efficiency

To enable training Terraformer with large batches, and to fine-tune even large models on
single machines, we apply ideas from the Reformer (Kitaev et al., [2020)), in particular,
reversible layers for the encoder and decoder blocks.

The original Reformer decoder block contained feed-forward and attention layers in a
1-1 ratio. In the Terraformer architecture, as described above, there are two attention
layers in the decoder block, so there are three swaps in the reversible layers in the decoder
block (see Figure . In our experiments, this significantly improved performance.

Another issue with reversibility is that it is only formally correct for continuous
functions. We find that this is not just a formal issue, but an important problem in
practice. To make reversible layers train well with sparsity, we need to store the discrete
decisions—i.e., the integers saying which rows to select—and use them for reversing.
Recalculating these decisions on the backwards pass leads to worse results.

2.4.3 Recurrence for Generalization

In addition to incorporating sparse attention and reversibility, we also add recurrence to
the feed-forward block of Terraformer. Recurrent layers allow information to propagate
in time, even in a single decoder block. It is challenging though to use them without
decreasing model speed, esp. in training. For that reason, we use simple recurrent units
(Lei et al., |2017) which parallelize well during training.
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SRUs contain dense layers, so their use could negate the benefits of sparsity elsewhere.
We tried a few methods to alleviate that, but it turns out that simply reducing the
dimensionality of the SRUs works. So we first project from d04e1 to & small dimension
(32 in our experiments), then apply the SRU, and then project back to dmeder and add the
result to the feed-forward block. This low-rank recurrence is in our experiments sufficient
to transfer enough information through time for the network to generalize.

Since the effects of SRUs on C4 are minimal (as the training and evaluation data
are very similar), we use synthetic tasks to investigate out-of-distribution generalization.
We train the models on long addition and on the task of copying a decimal digit. We
train on inputs with at most 128 digits and evaluate on inputs lengths from 256 to 300,
so over 2x longer. As can be seen in the table below, the baseline Transformer does not
generalize well, while Terraformer manages to get a large portion correctly, even if it is
not perfect like the Neural GPU (Kaiser & Sutskever] 2015).

Model | copy copy (seq) | add  add (seq)
Transformer | 79.8% 0% 36.4% 0%
Terraformer | 99.9% 93.9% 86.9% 32.4%

Table 2.5: Comparison of out-of-distribution generalization for Terraformer and
Transformer on two toy tasks, long addition and copying on decimal numbers.
Under (seq) we report the number of fully correct sequences generated as answers.

2.4.4 Pretraining Terraformer on C4 Dataset

We pretrained Terraformer in the same way as all other baselines reported in this chapter
with the same number of parameters (800M), the same dimensions as mentioned before,
and loss sparsity of 4 to get the fastest model. The only difference is 4 times larger batch
size as, thanks to reversibility, Terraformer can be trained with larger batches.

Table shows the perplexity and decoding speed of the Terraformer model in
comparison to the baseline Transformer model and the sparse Transformer model from
the previous section. All models have the same number of parameters (800M) and the
same dimensions as mentioned before. We used loss sparsity 4 for Terraformer to get
the fastest model, so in Table we compare it to a sparse Transformer with the same
sparsity in loss layer.

2.4.5 Downstream Evaluations of Terraformer

We designed Terraformer so that the benefits from sparsity would not be lost on long
sequences, nor on downstream finetuning tasks. To test this, we chose the task of
summarizing scientific papers using the dataset of scientific papers from arXiv (Cohan
et al., |2018)). In this task, the input is a whole paper—a long sequence—and the model
is asked to output its abstract. Several recent papers studied this dataset and tasks
and it has been shown (Zhang et all 2020; Zaheer et al., |2020) that pretraining on C4
yields significant improvements on this task. We find that Terraformer is competitive
with the above baselines, even though we mask single words (we do not use the Pegasus
sentence loss) and decode the answers in a greedy way (no beam search). Note that
ROUGE scores are computed using open-source scorelﬂ with the metrics described in its

3https://pypi.org/project/rouge-score/
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steps batch size Log perpl. Dec. time
baseline Transf. 500k 4 1.57 0.160s
sparse Transf. 500k 4 1.61 0.061s
Terraf. 125k 16 1.66 0.086s
Terraf. 150k 16 1.63 0.086s
Terraf. 175k 16 1.59 0.086s

Table 2.6: Terraformer (800M) trained with 4x larger batch size achieves log-
perplexity similar to baseline dense Transformer and Scaling Transformers with
sparse FF+QKV and sparse loss. Terraformer trained with larger batch size does
not match the perplexity of the baseline at ith number of steps, but catches up at
around %rd—we believe this may be due to the fact that we used training hyper-
parameters optimized for the baselines. Decoding of a single token is 1.92x faster

than baseline.

Model R-1 R-2 R-LSum R-LSent
Terraformer 45.40 17.86 41.21 26.33
DANCER RUM 42.70 16.54 38.44 —
BIGBIRD-RoBERTa 41.22 16.43 36.96 —
Pegasus Large (C4) 44.21 16.95  38.83 25.67
DANCER PEGASUS 45.01 17.6 40.56 —
BIGBIRD-Pegasus 46.63 19.02 41.77 —

Table 2.7: Terraformer is competitive with strong baselines (Zhang et al. 2020;
Zaheer et al., 2020; |Gidiotis & Tsoumakas, 2020) on the ArXiv summarization
task, without using the Pegasus loss and without beam search. On R-1, R-2

and R-LSum, Terraformer outperforms all previous models except for BigBird-

Pegasus.

documentation’] We also observe certain confusion between ROUGE-L metrics reported.
As noted in the open-source scorer, there are two versions of ROUGEL-Sentence-Level
(R-LSent) and ROUGEL-Summary-Level (R-LSum). For clarity, we report both of these
metrics. Furthermore we only report the F1 measure of any ROUGE metric. We include

a few examples of the generated abstracts in the Appendix [A]

We also observe that the Terraformer model achieves accuracy similar to the Trans-
former model in Table for selected downstream tasks on GLUE dataset.

Table shows the speedup in decoding with sparse layers when we scale up Ter-
raformer to 17B parameters. Note that sparsifying all the layers gives us 37x speedup in

decoding.

“https://github.com/google-research/google-research/tree/master/rouge
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Terraformer Dec. time Speedup
dense 3.651s 1x
Sparse FF 1.595s 2.29x
SparseFF+QKV 0.183s 19.98x
SparseFF+QKV-+loss 0.097s 37.64x

Table 2.8: Decoding speed of a single token for Terraformer with 17B parameters
is 37x faster than a dense baseline model, requiring less than 100ms/token for
inference. Here attention-sparsity = 64, ff-sparsity = 256, and loss-sparsity = 4.
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Figure 2.10: Log-perplexity of baselines and Scaling Transformers with just
Sparse Loss, and varying number of modules.

2.5 Conclusions

When starting to investigate sparse variants of Transformers, we assumed that there
would be a price to pay for sparsity—that a sparse model would always underperform
a dense one with the same number of parameters. To our surprise, this is not the case:
sparse is enough!

In our experiments with large models on the C4 dataset, the sparse models match
the performance of their dense counterparts while being much faster at inference. When
scaling the models up, the benefits of sparsity become even larger. This promises
to put Transformers back on a sustainable track and make large models more useful.
Moreover, there are numerous techniques for making models faster that could greatly
benefit Terraformer and other Scaling Transformers. For example, we did not study
quantization, and we believe that it can make Scaling Transformers even faster. With
proper tuning and further improvements, we believe one could train a Scaling Transformer
to match GPT-3 in accuracy but also run inference in a reasonable time on a laptop.

Our results have several limitations. For one, the practical speedups we see are only
for inference, not at training time. Moreover, we consider unbatched inference on CPUs,
while inference is often run in batched mode on GPUs. Those limitations stem from the
extreme granularity of conditional computation used in this chapter, as this approach is
unsuitable for modern hardware accelerators like GPUs or TPUs.

However, we lift all of those limitations in Chapter [3| by introducing an additional
hyperparameter of granularity, where Sparse FF can be interpreted as an extreme case of
maximal possible sparsity, and common MoE variants like Switch Transformer can be
interpreted as an extreme case of minimal possible sparsity.



Chapter 3

Scaling Laws for Fine-Grained
Mixture of Experts

In medio tutissimus ibis.
“You will be safest in the middle.”
— Ovid, Metamorphoses

3.1 Introduction

In the context of the increasing budgets for training models, a question arises: Will MoE
models continue to be attractive in the future? This is an important issue, as results from
other studies (Clark et al., 2022) suggest that traditional dense models may outperform
MokE as the size of the models increases.

In this chapter, we argue that previous claims lose their validity when we relax
certain implicit assumptions regarding the training process, as presented in previous
research (Clark et al.| [2022). In particular, we refer to the fixed training duration and
the constant size of experts in MoE models.

We also introduce a new hyperparameter, granularity, the modification of which allows
for the optimal adjustment of the size of experts. While most previous MoE models could
be interpreted as a special case of minimal granularity, the methods presented in Chapter
could be interpreted as maximum granularity. Considering possible architectures that
are efficient on modern hardware accelerators, we show that optimal granularity lies
somewhere in the middle.

We derive the scaling laws for Mixture of Experts, incorporating the following into
the equations: the model size, the previously neglected number of training tokens, and
the newly introduced concept of granularity. We show that all of them have a meaningful
impact on the scaling properties of MoE models.

Using the scaling laws, we show that, with optimal settings, MoE models can always
outperform traditional Transformers at any computing budget. This conclusion is contrary
to the results from Clark et al. (2022); see Section Our results suggest that a
compute-optimal MoE model trained with a budget of 10 FLOPs will achieve the same
quality as a dense Transformer trained with a 20x greater computing budget, with the
compute savings rising steadily, exceeding 40x when a budget of 1025 FLOPs is surpassed

(see Figure [3.1)).

37
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Figure 3.1: Mixture of Experts can be always considered more efficient than dense
Transformers, regardless of the model size. (a). Compute optimal scaling curves
for granular models and standard Transformers. The dashed line represents a
dense Transformer. Colors denote optimal granularity for the given FLOPs train-
ing budget. (b). Relative number of FLOPs needed to train Transformer and
vanilla MoE (MoE with G = 1) to achieve the performance of MoE with compute
optimal G.

3.2 Related Work

In this section, we cover work related to this chapter specifically.

3.2.1 Mixture of Experts

Concurrently to the publication of the work presented in this chapter, Dai et al.| (2024)
proposed to modify the MoE layer by segmenting experts into smaller ones and adding
shared experts to the architecture. Independently, Liu et al.| (2023b) suggested a unified
view of sparse feed-forward layers, considering, in particular, varying the size of memory
blocks. Both approaches can be interpreted as modifying granularity. However, we offer
a comprehensive comparison of the relationship between training hyperparameters and
derive principled selection criteria, which these works lack.

3.2.2 Scaling Laws

Scaling laws for non-MoE Transformers and other Deep Learning architectures were
covered in detail in Chapter

The most significant previous work on scaling laws of MoE models was performed
by (Clark et al|(2022). They formulated the final loss for a constant dataset size D of
130B tokens, allowing for variations in the number of experts F, as:

d/a a b+clog N
L(N,E) = (1?7\[ ) (;) . (3.1)

However, this equation has a notable limitation as it can be applied only to the original
dataset size. Scalability and effectiveness are constrained in this scenario because it is
crucial to align the number of training samples with available computational resources
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for optimal use. As per Kaplan et al.| (2020) and Hoffmann et al|(2022), maintaining
a constant dataset size while scaling up the neural network size leads to undertraining,
resulting in a model that does not perform to its full potential. See Chapter [I] for a
detailed discussion of scaling laws.

For the aforementioned reasons, |Clark et al.| (2022) concluded that routed models are
more efficient only until a certain model size. In this chapter, we challenge that claim by
considering a variable, optimal dataset size for both model families (see Section [3.5.3)).
We also introduce an additional dimension of granularity into the scaling laws.

3.3 Granularity

As described in Section in the standard setting, the inner dimension of each expert
network dexpert is equal to the dimension of the feed-forward layer, dg, of the base model.

In this chapter, we propose an alternative approach where the hidden dimension
of the expert is not necessarily set to mirror that of the standard feed-forward layer.
Instead, it can be adjusted to a value that is the most effective. This approach allows the
configuration of MoE to be articulated in terms of two key hyperparameters: granularity
(@) and expansion rate (R). In the following parts of this chapter, we will also use the
term active parameters to refer to the non-embedding parameters used to produce output
for a single token, excluding routing. The number of active parameters is denoted as
Nact-

Let dexpert be the hidden dimension of a single expert. Granularity is defined as

dg

dexpert

G =

In other words, granularity denotes the multiplication factor for the change in the size
of an expert from the original standard model, defined as G = 1. In this chapter, we
investigate G > 1, where experts are smaller than those in the standard layer.

Note that increasing granularity does not affect the number of active parameters. As
G increases, the number of experts processing the token grows proportionally to G. That
is, for granularity G, a token is routed to G fine-grained experts, keeping the number of
active parameters constant. See Figure for visualization.

We then define the expansion rate, which describes the increase in the number of
parameters from a standard Transformer layer to an MoE layer. Given that, Ny and
Ng denote the total number of parameters in an MoE layer (excluding routing) and in
the standard feed-forward layer, respectively. The expansion rate R is then defined as

R NMOE'
N
The expansion rate can also be seen as the total number of parameters in an MoE layer
compared to active parameters.
The concept of the expansion rate is intricately linked to the number of experts
through the idea of granularity. Indeed, the definitions of both granularity and expansion
rate extend and refine our understanding of the number of experts, symbolized as Nexpert-

Nexpert =G -R (32)

For non-granular models, where G = 1, the expansion rate is equal to the number of
experts.
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Figure 3.2: (a) Standard MoE layer with G = 1. (b) Corresponding MoE layer
with G = 2. Each of the original experts is split into two granular ones. The
split occurs in the hidden dimension of an expert. Increasing G allows for a more
precise mapping between experts and tokens. Since for granularity G, the token is
routed to G granular experts, the number of parameters activated per token is the
same in both cases.

Intuitively, increasing granularity for a given expansion rate provides the model with
greater flexibility in mapping datapoints to experts, potentially improving performance.
We incorporate the notion of granularity into our scaling laws in Section[3.4] The discussion
about practical trade-offs in adjusting this parameter is provided in Section

3.4 Scaling Laws

Introducing granularity changes the architecture of MoE. In this section, we answer
a central question arising: whether the granular MoE models follow scaling laws and,
if so, how granularity affects them. Thus, we aim to derive a parametric scaling law
for predicting the final loss value £ based on granularity G, the total number of non-
embedding parameters IV, and the number of training tokens D.

We run over 100 experiments on the decoder-only Transformer architecture, with
each feed-forward component replaced by an MoE layer. These experiments involve
training models with sizes ranging from 129M to 3.7B parameters across different training
durations, from 16B to 130B tokens. We consider logarithmically spaced values of
granularity between 1 and 16. To constrain the search space, R = 64 is fixed, following
the recommendations of (Clark et al| (2022). In addition, we also run experiments
with dense Transformers to compare their performance with MoE. The details of all
architectures, the training procedure, and hyperparameter choices are described in detail
in Section

In the subsequent parts of this chapter, we will use the notation R x N, to describe
an MoE model with N, active parameters and expansion rate R.

3.4.1 Power Law with Respect to Granularity

We first answer the question of whether granular models follow the scaling laws. In
Figure [3.3] we can observe that increasing granularity results in a lower loss. The returns
follow approximately an exponential pattern, converging to a positive constant. The
empirical relationship shown in Figure [3.3| suggests, for a given N and D, the following



3.4. SCALING LAWS 41

2x10{ g °
107! 4
@-. [ 3
B ) 8
-1
s 10 S
o . O .
) . 6x107?
a o 0 [ 2N
w w
o o
- —
6x 102 ° 4x10
o
3% 10"
.0
4x1072 ° .
1 2 4 8 16 1 2 4 8 16
Granularity Granularity
(a) (b)
2x 107!
) o
1071 RN
. o
- +~
0 w0
S . S 1074
8} ‘9 S 9
6x 10~ -
— =
4x10 6x 10 °
°
3x10™ .
X} -
: ®
T T T T T 4x10 T T T T T
1 2 4 8 16 1 2 4 8 16
Granularity Granularity
(c) (d)

Figure 3.3: We plot the effect of G on Ly p(G) for constant N and D. Both axes
are in log scale. The results suggest a linear relationship between log(G) and
log(L£ — ¢). The given values are: (a). N = 64 x 25M, D = 16B, const = 3.12
(b). N = 64 x 49M, D = 16B, const = 3.02 (c). N = 64 x 25M, D = 32B,
const = 3.03 (d). N =64 x 49M, D = 32B, const = 2.88

power-law dependence of loss Lp ¢ on varying granularity &, parametrized by gy p,
IN,D, and hy p,

Ly p(G) = é’YNzirDD + hN.D- (3.3)

3.4.2 Scaling the Model and Dataset Size

As outlined in Chapter [I the Chinchilla scaling law given by Equation — for
convenience repeated below in Equation [3.4] — consists of three terms that describe
inherent data entropy and limitations in function representation and data.

a b
ﬁ(N,D) =c-+ W + m
This derivation is independent of the architecture. In particular, Equation also holds
for constant granularity. Empirically, we observe a power-law relationship in N and D
analogous to that in dense models (see also Figure 1 in Kaplan et al.| (2020))), as depicted
in Figure [3:4] for a fixed value of granularity. Furthermore, the validity of this functional
form is verified by fitting in Section

(3.4)
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Since we know that separate scaling laws are valid for given granularities, in the
general form, the parameters in Equation [3.4] can depend on the model’s granularity:

ac ba
La(N,D)=cag+ + . 3.5
a(N. D) = ca + 105 + pag (3.5)
Granularity=1 Granularity=2
3.8 Training tokens 3.84 Training tokens
e 16B e 16B
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9 3.41 9 3.41
o o
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107 107
Number of parameters Number of parameters
(a) (b)
Granularity=8 Granularity=16
3.84 Training tokens 3.84 Training tokens
e 16B e 16B
33B 33B
361 o 66B 3.61 o 668
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Figure 3.4: The impact of varying the number of parameters, N, on the loss for
fixed granularity, G: (a) G =1, (b) G=2, (c) G=28, (d) G = 16.

3.4.3 The Form of the Joint Scaling Law

Following the observation that models with constant granularity obey Chinchilla scaling
laws given by Equation the key question is how to incorporate the general notion of
granularity G into the joint scaling law.

Moreover, the scaling law formula from Equation [3.5] for constant N and D, must be
representable by Equation This is because the former is a more general equation,
encompassing shared hyperparameters across all N, D, and G. It is anticipated to
align with the latter, consisting of distinct power laws, each with specific parameters
for different N and D values. Consequently, the objective is to identify a function that
fulfills these criteria.
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In the subsequent sections, we aim to determine which of these parameters remain
independent of G and identify their functional form. Additionally, we provide some
rationale for the structure of our formula.

Lower bound. Consider the limit of Equation [3.5]as N and D grow to infinity:

lim £L(N,D,G) = cgq. (3.7)
N—o00

D—oo

with the constant term cg dependent on granularity.

This dependence is contradictory to the fact that the term captures the inherent
entropy of the dataset, as defined in Hoffmann et al.|(2022), Appendix D.2: ‘the minimal
loss achievable for next-token prediction on the full distribution P, also known as the
“entropy of natural text.”’.

The lower bound of the achievable loss for training larger models on more samples
should not depend on the architecture since it is a function of the dataset, not the model.
Therefore, the parameter cg = ¢ remains constant for all granularities.

Granularity and Number of Tokens D. As seen in Figure the benefit of
training a model on a larger dataset is consistent across different granularity values. This
suggests that there is no interaction between D and (. Therefore, we can assume that

ba b

—_— = —. 3.8
DBa DB (38)
0.5
Model size
o ® 64x3M
£ 049 64x7M
ju ® 64x13M
5 0.3 ® 64x25M
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Figure 3.5: Difference in loss between training for 16 B and 65B tokens across all
model sizes and granularity values. The model size is reported as the expansion
rate and a number of active parameters.

Granularity and Model Size N. We consider a to be a constant describing how
the function scales with V. In this chapter, we assume polynomial functional forms that
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rule out the potential dependency of o on G, given the form of Equation [3:3] Therefore,
the only element dependent on G is ag:

E(N,D,G)zc%—(%%—a)%%—%. (3.9)
Finally, one could consider omitting the constant a in the equation above, and it would
still reduce to Equation for constant N and D. However, this would imply that a
model with infinite granularity and a small number of active parameters can achieve the
perfect perplexity of the lower bound. We believe that an MoE sparse model should
not surpass the performance of its dense counterpart matched by the total number of
parameters, with all of them activated. This indicates that constant a can act as a
marginal improvement from granularity.

3.4.4 Fitting the Parametric Scaling Law

Subsequently, we fit parameters in Equation to describe the scaling of MoE. For
comparison, we also perform fitting for a dense Transformer given by Equation [3.4]
Similar to Hoffmann et al| (2022), we use Huber loss (Huber) 1964)), with 6 = 0.1. The
optimization is performed using the BFGS algorithm. We include a weight decay of
5e — 4 to enhance generalization. We start by fitting parameters in Equation [3.9] and
then find architecture-dependent coefficients «, 3, a, and b in Equation [3.4, The values
are presented in Table We depict the fit of the equation in Figure We generally
observe a good fit, with RMSE = 0.015.
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Figure 3.6: The fit of the scaling law compared to experimental results.

Model a @ b I3 g v c

MoE 181 0.115 30.8 0.147 2.1 0.58 0.47
Dense 16.3 0.126 26.7 0.127 - - 047

Table 3.1: Values of the fitted coefficients.

We validate the stability of the fit by excluding the top 20% of models with the
lowest perplexity and finding the coefficients based on the remaining experiments. We
observe that the formula remains almost unchanged in this scenario (see Table [3.2)). The
validation RMSE is 0.019. Results are depicted in Figure
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Model a « b I5} g vy ¢
MoE 176 0.114 26.7 0.140 2.07 0.570 0.472

Table 3.2: Values of the fitted coefficients with 20% of data points with the lowest
perplexity excluded for validation.
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Figure 3.7: Validation of the fit with the exclusion of the top 20% of models with
the lowest perplexity.

3.4.5 MOoE Scaling Properties

Comparing the part of the formula that approximates underfitting (that is, dependent on
training tokens) in MoE (30.8D~%147) and Transformer (26.7D~%127) we infer that MoE
models require longer training to perform competitively but scale better after reaching
that point. Nonetheless, this moment may still precede the compute-optimal for both
models. On the other hand, we can see that the exponent on dense models, a = —0.126,
scales better with the total number of parameters than the MoE counterpart, « = —0.115.
This should not be surprising since dense models use all parameters for each token,
contrary to MoE, which gains a computational advantage by activating only a subset of
parameters. Therefore, a fair comparison of performance must consider the FLOPs used
by each model type. In the next section, we find the compute-optimal granularity for a
given FLOP budget.

3.5 Optimal Allocation of Computational Budget

The goal of this section is to find the optimal values for N, D, and G given a computational
budget F. This can be done by solving the following optimization problem:

minimize L(N, D, Q)
N,D,G

subject to FLOPs(N,D,G) = F.

3.5.1 Computational Cost of Granularity

It is important to acknowledge that increasing granularity can lead to some challenges in
training the model, such as higher computational and communication costs and a larger
memory footprint.
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The main component responsible for higher costs is the increase in routing operations
due to a larger pool of granular experts. This increase is proportional to the value of
G. For standard, non-granular MoE models (G = 1), the routing overhead still exists,
although it has been considered negligible.

Taking into account the routing operation overhead, the number of used FLOPs F is
described by the following formula:

F = (12dmoder*cs + dmodet RGer) - D - Niplocks, (3.10)

given expansion rate R, granularity (G, and constants that denote FLOPs per active
parameter ratio, respectively, within routing (¢,) and within the rest of the network
(cf). The term 12dmodel® is the number of active parameters within a Transformer block,
while di0del RG is the number of active parameters within a routing network. Following
Hoffmann et al. (2022)), we calculate the number of FLOPs per active parameter and
derive ¢y to be 6 and ¢, to be 14. We exclude embedding and unembedding from the
FLOPs calculations, also following Hoffmann et al.| (2022]).

Observe that, in contrast to scenarios where routing operations are omitted, the
FLOPs calculation that incorporates routing overhead relies on both dyogel @and npiocks-
Consequently, an additional condition is required to determine the scaling of dy,04e1 and
Thlocks 1N relation to an increase in IV, the number of parameters. It is noted that minor
variations in the depth-to-width ratio are not significant (Kaplan et al., 2020). Following
this analysis, we opt to adopt the assumption that dmodel = 641bi0cks-

The total number of parameters in the feed-forward layer, excluding the routing
matrix, is 2Rdgdnodel = 8Rdmodel2, and 4dyoqe” in attention (key, query, value, and
output projection). This results in the following formula for N = dimodel’ - (8R+4) - nplocks-

Modeling the cost of granularity on hardware accelerators. It is important
to note that the exact estimation of the training cost of MoE models depends on the
training setup, hardware, and implementation. Specifically, increasing G can lead to
higher transfer costs, depending on the adopted model of distributed training. Therefore,
the precise selection of hyperparameters should be made considering these factors. In
this chapter, we model the cost of operations using FLOPs, a common approach in the
scaling laws literature (Kaplan et al., |2020; Hoffmann et al., 2022; |Frantar et al., |2023).
Additionally, we would like to note that in our setup, we observe significant gains for
granular models measured as wall-clock time needed to achieve a given perplexity; see

Section 3.6

3.5.2 Compute Optimal Formula

Putting it all together, we need to solve the following optimization problem, given F,

minimize L(N,D,G)

»

subject to F = (12dm0d612cf + dimodel RGeyr) - D - npjocks
N =d? (8R +4) - Nlagers,

model °

dmodel =64- Nlayers-

All these constraints can be reduced to a one-dimensional optimization problem,
which is, however, difficult to solve analytically. Therefore, we approximate the solution
using Brent’s method (Brent, 1971). The results of this optimization for various FLOPs
budgets are plotted in Figure [3.1] while the optimal configurations of parameters for
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selected model sizes are presented in Table [3.3] To validate the uncertainty of these
predictions, we follow Hoffmann et al.| (2022) and calculate the 10th and 90th percentiles
estimated via bootstrapping data (80% of the data is sampled 100 times). See Table
for details.

N D G FLOPs Loss

64 x 100M  4.37B 8 2.95e+18 3.133
64 x 1B 28.94B 16 1.93e+20 2.491
64 x 3B 72.90B 16 1.4le+21 2.245
64 x 7B 137.60B 32 6.46e+21 2.076
64 x 70B 941.07B 32 4.16e+23 1.694
64 x300B 296T 64 5.69e+24 1.503
64 x 1T 7.94T 64 4.97e+25 1.367

Table 3.3: Compute optimal training hyperparameters for MoE models. Optimal
N and D follow a similar relation to those in [Hoffmann et al.| (2022) for active
parameters around the range of 1B to 10B. Smaller models require comparatively
longer training, while larger models require shorter training. Note that this also
considers optimal granularity and its FLOPs cost.

N D G
64 x 100M  (2.97B, 5.98B) (8, 8)
64x 1B (21.17B, 40.73B) (16, 16)
64x 3B (50.20B, 105.88B) (16, 32)
64x 7B (101.06B, 205.40B) (32, 32)
64 x 7T0B  (638.49B, 1.59T) (32, 64)
64 x 300B  (1.99T, 5.62T) (64, 64)
64 x 1T (5.29T, 16.87T) (64, 64)

Table 3.4: 10" and 90" percentiles estimated via bootstrapping data.

3.5.3 MoE is Always More Efficient

Contrary to the results from |Clark et al.| (2022)), in Figure we observe that Mixture
of Experts can always be considered more efficient than dense Transformers, regardless
of model size. According to our previous observations in Section [3.4.5, MoE models
scale better with optimal training. However, for short training schedules, they may
underperform dense models. This means that for a constant training time and increasing
model size, there exists a point where both models become very under-trained; in
this scenario, dense models surpass MoE. This explains why in |Clark et al.| (2022),
where varying the number of training tokens was not considered, MoE was predicted to
underperform for models larger than 1T. However, when all training hyper-parameters
N, D,G are properly selected to be compute-optimal for each model, the gap between
dense and sparse models only increases as we scale.
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3.5.4 Assumption of Fixed Dataset Size

Clark et al. (2022) focuses on a fixed dataset size D = 130B and defines the effective
parameter count of any MoE model as the size of a dense model that achieves the same
perplexity as a given MoE with a certain number of active parameters. Subsequently, this
effective parameter count curve intersects with the active parameter curve, indicating that
using MoE will lead to worse performance in the future. Despite this incompatibility, we
do not claim their experiments and extrapolations are invalid—it is just the assumption
of a constant dataset size. If we use our fitted scaling laws with a fixed number of training
tokens D, the resulting effective parameter count curve (which can be properly defined
only for a fixed D) would indeed intersect at some parameter count similarly to |Clark
et al.| (2022)).

The crossing point of the effective parameter count curve, that is, a number of
parameters where dense Transformers surpass MoE models for given number of training
tokens D, can be calculated by determining where our Scaling Laws cross, solving
the following equation for N, given D: 0.47 + (% + 18.1)N 0115 1 30.8 D~ 0-147 —
0.47 +16.3N 9126 + 26.7D 0127 This solves for:

D | 10B | 130B | 1T
(N) MoE/dense Crossing Point | 251B | 1.9T | 10T

Table 3.5: Crossing point for MoE Effective Parameter Count curve with dense

This crossing point will be placed further away for each increase in D.

Importantly, the lines will never cross if we train each of these models in a compute-
optimal manner using the same computational budget (Figure . Our results show that
regular dense models perform better than MoE only when both are severely undertrained,
as seen in the extrapolation from |Clark et al.|(2022), where a comparison is made between
1T parameter models trained on 130B steps. Moreover, in industry settings, it is common
to overtrain LLMs and extremely rare to undertrain them, and our scaling laws indicate
even better performance of MoE models in overtrained regimes.

3.6 Architecture and Training Setup

All models considered in this chapter are decoder-only Transformers trained on the
C4 dataset (Raffel et al., 2020). We use the GPT-2 tokenizer (Radford et al., 2018).
Each batch consists of 0.5M tokens packed into 2048 sequences. Our optimizer is
AdamW (Loshchilov & Hutter} 2019), with a weight decay of 0.1. In each training
run, we use a maximum learning rate of 2e—4, with linear warmup for 1% of steps and
cosine decay to 2e—5. To improve stability, we initialize weights using the truncated
normal distribution with reduced scale, as advised in |Fedus et al.|(2022). The models
are trained using mixed precision; we always keep the attention mechanism and router
in high precision. We assume the infinite data regime, as the number of training tokens
in any of the runs is less than the number of tokens in the corpus. We follow |Hoffmann
et al.| (2022) and perform our analysis on the smoothed training loss.

In MoE, we use the Expert Choice routing algorithm, as it guarantees a balanced
expert load without tuning additional hyperparameters. To maintain compatibility with
autoregressive language modeling, we apply the recipe described in [Zhou et al.| (2022):
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tokens are grouped by position across different sequences. The group size is always set to
256. We match the number of FLOPs for MoE and dense models with the same d,odel
(meaning we activate an average of 8dr2node1 parameters per token in each MoE layer). In
the router, softmax is performed over the expert dimension, while we choose tokens over
the token dimension, as this leads to the best performance (as opposed to performing
softmax over the token dimension). We put an additional layer normalization before the
output of the MoE layer. This gives a small improvement for standard MoE but is crucial

for the performance of models with G > 1.

#parameters (nonemb) dmodel  Mblocks Mheads 1D (in #tOkenS) G

64x3M 256 4 4 16B, 33B, 66B 1, 2,4, 8, 16
64x7M 384 4 6 16B, 33B, 66B 1, 2,4, 8, 16
64x13M 512 4 8 16B, 33B, 66B 1, 2, 4, 8, 16
64x13M 512 4 8 130B 1,2, 4
64x25M 512 8 8 16B, 33B, 1,2, 4, 8,16
64x25M 512 8 8 66B 1,2, 4,8
64x49M 640 10 10 16B, 33B 1, 2,4, 8,16
64x49M 640 10 10 66B 1,2, 4
64x85M 768 12 12 33B 1,2, 4

Table 3.6: Architecture and training variants (MoE models).

Table [3.6) and Table [3.7]list the considered architecture and training variants for dense
and MoE models, respectively.

To show that FLOPs improvements translate to efficiency gains on modern hardware
accelerators, we provide an example of training curves for models with different levels
of granularity, measured in terms of wall-clock training time on NVIDIA A100 GPU.
We can see that the model with G = 8 achieves the best performance in this case. See

Figure |3.8

4.0
Granularity
3.9 1
3.8 2
— 4
3.7 1 —— 8
9 16
& 3.6
-
3.5
3.4
3.34
3.2

20

gpu-hours

100

Figure 3.8: Training loss curves for model with N =64 x TM, D = 66B tokens.
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#parameters (nonemb)  dmodel Mblocks Mheads D (in #tokens)
3M 256 4 4 16B, 24B, 33B, 66B
6M 256 8 4 16B, 24B, 33B, 66B
13M 512 4 8  16B, 24B, 33B, 66B
256M 512 8 8 16B, 24B, 33B, 66B
49M 640 10 10 16B, 24B, 33B, 66B
85M 768 12 12 16B, 33B

Table 3.7: Architecture and training variants (dense models).

3.7 Varying Expansion Rate

Due to computational resources constraint, this chapter focuses on R = 64, as recom-
mended by Clark et al. (2022). This value of R was also used for the largest models in
other works Du et al.| (2022); |Zhou et al.| (2022) and the best-performing configuration in
Fedus et al.| (2022)). Nonetheless, we acknowledge the importance of considering different
expansion rates, as different levels of R may be chosen based on factors like the target
size of the model in memory. Therefore, in this section, we provide results for R = 16
and show that the main findings of this chapter are still valid in such cases. The models
considered in this part are listed in Table

#parameters (nonemb)  dimodel  Mblocks Mheads L (in #tokens) G
16x3M 256 4 4 8B, 16B, 33B 1, 2,4, 8,16
16x7M 256 8 4 8B, 16B, 33B 1,2, 4, 8, 16
16x13M 512 4 8 8B, 16B, 33B 1,2, 4, 8,16
16x13M 512 4 8 66B 1,2, 4
16x25M 512 8 8 8B, 16B, 33B 1,2, 4,8, 16
16x49M 640 10 10 SB 1,2 4,8, 16

Table 3.8: Architecture and training variants (MoE models).

We fit Equation using the same procedure as described in Section The
results are detailed in Table [3:01

Model a « b I5} g v c
MoE (R=16) 19.64 0.124 57.07 0.169 1.18 0.98 0.472

Table 3.9: Values of the fitted coefficients.

Using the coefficients and FLOPs calculation formulas, we can derive the compute-
optimal training parameters. The results are presented in Table [3.10]

We observe that, similarly to the case when R = 64, larger compute budgets imply
larger optimal values of G. Note that the values for the 10" and 90" percentiles form
larger intervals in this case, as in this part, we run fewer experiments and keep shorter
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N D G

16 x 100M  (10.29B, 17.73B)
16 x 1B (53.74B, 103.54B) (16, 3
16 x 3B (106.22B, 261.04B) (16, 32)
16 x 7B (177.65B, 511.43B) (16, 3
16 x T0B  (721.60B, 3.22T) (32, 64)
16 x 300B  (1.73T, 10.69T) (32, 64)
16 x 1T (3.60T, 28.22T) (32, 128)

Table 3.10: 10** and 90" percentiles estimated via bootstrapping data for R =
16.

training durations. However, we believe that this preliminary study provides a valuable
addition to the results in the main part.

3.8 Discussion

Extreme Granularity. In Section [3.4] we argue that model performance improves with
increasing granularity. This postulate largely aligns with the empirical findings of our
study. Nonetheless, at exceedingly high granularity levels, such as G = 64, in models
characterized by dmodel = 256 and R = 64, there is an observable decline in performance.
This phenomenon is particularly evident in scenarios where the number of parameters in
the routing mechanism exceeds the active parameters in actual experts. Additionally, as
described in Section [3.5] the utility of such high granularity is predominantly restricted
to models of substantial size. In alignment with the principles outlined in [Hoffmann et al.
(2022), this research focuses more on findings that can be broadly applied rather than
examining these corner-case situations in detail. However, it is hypothesized that the
efficiency of models with significantly high granularity could potentially be enhanced
through careful expert initialization or modifications to the routing algorithm. These
ideas are set aside to be investigated in future studies.

Including R in the formula. Another potential advancement would be to unify all
the factors N, D, G, and R into a single formula. While this approach would enable a
more detailed analysis of the relationships between coefficients, it would be challenging
to recommend the optimal configuration using only FLOPs. Larger values of R generally
lead to better performance but also require additional memory. Consequently, the choice
of expansion rate may be heavily dependent on the available hardware configuration. A
detailed study of these factors is left for future work.

Choosing Granularity. Table (for expansion rate 64) and Table (for
expansion rate 16) list the optimal granularity values for various compute budgets.
Figure (a) presents an alternative representation for R = 64. We observe that the
optimal granularity values are generally similar between different expansion rates. We
can generally provide the following guidelines:

e The standard value of G = 1 is almost never optimal.

e For a reasonable default value of G, refer to Table[3.4]and Table[3.9] For constant N
or D, one can calculate the optimal G and the trade-off between predicted loss and
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training FLOPs directly from our scaling laws using the coefficients from Table [3.2]

e The exact optimal value of granularity may differ slightly from our setup, but based
on other works on scaling laws, we expect only slight differences.

3.9 Conclusions

This chapter introduced a novel hyperparameter, granularity (G), and underscored the
significance of adjusting it for optimizing the efficiency of experts within MoE models. A
central finding of this research is that a standard granularity of G = 1 is suboptimal across
a broad range of FLOPs. Therefore, we recommend using higher granularity values to
enhance MoE model performance and efficiency. Simultaneously, this chapter emphasizes
the importance of varying training duration for compute-optimal settings. Consequently,
both granularity and variable training length are incorporated into new scaling laws.
These laws confidently demonstrate that MoE models consistently outperform dense
Transformers in terms of efficiency and scaling. We shed new light on the scaling laws
applicable to MoE models and provide practical guidance for improving computational
efficiency in Large Language Models. These insights are critical for the development and
optimization of large-scale language models, marking a significant advancement in the
field.

Since the efficiency gains of integrating Mixture of Experts into Large Language
Models will only grow with scale, further improvements to those methods are of utmost
importance. While training larger models is usually less stable, training MoE models
causes yet additional instabilities, as often evidenced by the need to decrease the learning
rate when using MoE (Rajbhandari et al.; 2022). The significant cause of this instability
lies in the fact that the MoE layer is not continuous. This discontinuity not only prevents
gradients from propagating when a particular expert is not processing a particular token,
but it may also cause gradients to explode when the same expert unexpectedly processes
the token due to randomness in the training batch. While increasing the granularity
decreases the discontinuity, a more principled approach is in order. Such an approach
will be presented in Chapter



Chapter 4

Mixture of Tokens: Continuous MokE
through Cross-Example Aggregation

Non exiguum temporis habemus, sed multum perdidimus.
“It is not that we have a short space of time, but that we waste much of it.”
— Seneca, De Brevitate Vitae

4.1 Introduction

Sparse activations in MoE models are made possible with a router, a small network
that selects the best experts for each token. This makes the output of an MoE layer
discontinuous with respect to its parameters, as choosing a subset of the experts for
each token is done with a discrete top-k operation. The discontinuity and the resulting
fluctuations of the router’s decisions have been shown to hurt training efficiency (Dai
et al., 2022} |Chi et al., [2022) and are hypothesized to be a source of training instability
in large MoE models (Mustafa et al., 2022; Puigcerver et al) 2023). On the other
hand, existing continuous MoE architectures involve trade-offs, including the inability to
scale (Mugeeth et al., [2023; Hazimeh et al., [2021) or incompatibility with autoregressive
decoding (Puigcerver et al., [2023)).

This chapter introduces Mixture of Tokens, a novel continuous Transformer architec-
ture closely related to sparse Mixture of Experts. Similar to MoE, it can support large
parameter counts without incurring significant costs in FLOPs. The core idea behind our
design is for each expert to process not individual tokens separately but their combined
representation.

This technique results in a continuous model that avoids the top-k operation. It
requires no additional techniques commonly needed in existing MoE designs (both sparse
and continuous), such as load-balancing losses, calculating solutions to optimization
problems, or non-homogeneous training schedules (Hazimeh et al.l 2021} |Dai et al., 2022]).
It is capable of scaling the parameter counts akin to sparse MoEs and is compatible with
autoregressive language modeling and generation. Our best MoT models not only achieve
a 3X increase in training speed over dense Transformer models in language pretraining but
also match the performance of state-of-the-art MoE architectures. Additionally, a close
connection between MoT and sparse MoEs is demonstrated through a novel technique
we call transition tuning.

93



54 CHAPTER 4. MIXTURE OF TOKENS

Figure 4.1: Mixture of Tokens: Each expert receives a unique mixture of tokens
in the group. Mixing weights are determined by the router, which is a fully con-
nected layer (omitted for clarity). For a given token, its update is a linear combi-
nation of expert outputs, with the coeflicients equal to the token’s original mixing
weights for each expert. Compare with Figure [3.2] in Chapter [I} which presents a
standard feed-forward and standard token-choice MoE.

4.2 Related Work

In this section, we provide an overview of the work related to MoT specifically. For a
full discussion on MoE, refer to Chapter [I We will introduce the Mixture of Tokens
architecture in Section and provide a detailed comparison between MoT and related
methods in Section

4.2.1 Continuous Mixture of Experts

Continuous architectures serve an important role within the field due to their flexible
and efficient nature. Hazimeh et al| (2021) were pioneers in introducing them in MoE,
presenting continuous techniques for calculating the encodings of the choice of an expert.
In another approach, Mugqeeth et al|(2023)) proposed a method where they merge experts
based on the weights of the router network. In a recent advancement, [Puigcerver et al||
proposed a continuous variant of Mok for the Vision Transformer, where patches
are mixed only within each image.

4.2.2 From Hard to Soft Methods

From the very beginning of the Deep Learning field, there has been a movement from
discrete functions toward continuous ones. The first perceptron (McCulloch & Pitts) [1943)
used "all-or-none" activation, supposedly to align with propositional logic. This was later
improved with soft activation functions, enabling gradient descent and multi-layer neural
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networks. Similarly, soft attention introduced in Bahdanau et al.| (2016) enabled RNNs
to look at arbitrary input from the past while retaining the ability to learn selection
using standard gradient descent. This contrasts with hard attention, which requires, for
example, reinforcement learning techniques. While hard attention could perform on par
with soft attention (Xu et al., 2015 Zohourianshahzadi & Kalital, 2021)), soft attention,
with its simplicity of training, presented better trade-offs and was later used as the basic
building block of the Transformer (Vaswani et al., |2017)).

Mixture of Experts, introduced into Deep Learning by [Shazeer et al.| (2017)), seems
like a naturally discrete function—after all, the expert either processes a given token or
it doesn’t. However, just like moving from hard to soft attention, an expert in MoE can
"attend" to a mix of tokens taken as a weighted average, resulting in a smooth, continuous
model and enabling more stable training.

4.3 Mixture of Tokens

The goal of this chapter is to devise an efficient, continuous architecture that retains the
scalability of Mixture of Experts while omitting the top-k operation that limits a token’s
exposure to different experts. An intuitive way to achieve this is to route all tokens to all
experts; however, this approach is computationally infeasible for large-scale pretraining.
To combat this constraint, the method explored in this chapter considers what happens
not to an individual token but to a whole group of tokens instead. The main contribution
of this chapter is the observation that allowing an expert to dynamically produce a
continuous representation of the entire group of tokens, which is more lightweight to
process than each token individually, yields positive results.

More specifically, in our design, an input batch is divided into groups of tokens, and
each group is processed independently. Given a group and a single expert, a scalar weight
is produced for each token. The weights are then normalized and used to compute a linear
combination of the tokens, which serves as the expert’s input. The experts’ outputs are
used for token updates as follows: for each input token, its update is a linear combination
of expert outputs, with the token’s mixing weights for each expert as coefficients. This has
an efficient vectorized implementation, where all meaningful computations are performed
with batched matrix multiplications. A diagram of our method is presented in Figure

Algorithm 1 Mixture of Tokens Layer

1: for each F in experts do:
2:  weightsy = Softmax(Linear(tokens))
3:  mix = ), token; * weights; g
4:  outputy = E(mix)
5: end for
6: for each i do
7. for each E do
8: update; = > outputp * weights;
9: end for
10: end for

To understand why this method is scalable, it is useful to examine the relationship
between the number of tokens in a group and the number of experts. Essentially, if the
two are equal, the total computation done by experts is the same as in the case of top-1
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routing. Consequently, MoT enjoys the same parameter scaling benefits as observed in
MokE, which we confirm empirically in Section

4.3.1 Granularity in MoT

Building on the design described above, we experiment with feeding more than one
mixture into each expert. If done without any further modifications, this would mean a
linear increase in computation costs for each extra mixture processed. In order to avoid
this extra cost, MoT uses more experts, but each expert has a proportionally reduced
hidden dimension. This is the granularity of experts introduced in Chapter [3] In this way,
each mixture is processed by a small expert, and the layer’s total number of parameters,
as well as the number of FLOPs used by all experts, remains the same. We find this
design brings consistent improvements as the number of processed mixtures increases,
consistent with results on sparse Mixture of Experts.

4.3.2 Token Groups in MoT

The question of how token groups are decided within a batch is crucial for compatibility
with autoregressive training and inference. The main insight here is that tokens from the
same sequence cannot be placed in one group, as the mixing operation would result in an
information leak. Due to this restriction, MoT groups tokens from different examples
based on position in the sequence. In effect, all tokens within a group have the same
position in their respective sequences. As mentioned before, in order to keep the number
of FLOPs per token constant, an increase in the number of experts means an equal
increase in group size. An illustration of how grouping is done within a batch of tokens is

shown in Figure
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Figure 4.2: Each group consists of tokens with the same position in a sequence. In
this example, the group size is 2. Note that the maximum possible group size is
equal to the batch size.
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4.3.3 Comparison with Other Mixture of Experts Architectures

Scaling. The technique featured in Hazimeh et al|(2021) is based on a continuously
differentiable sparse top-k router, which is a major advantage compared to the common
top-k gating. However, this approach requires that all experts are utilized during a
portion of the training, rendering it computationally prohibitive for models with large
numbers of experts. The architecture based on merging experts proposed in |Mugeeth
et al| (2023)) also presents an attractive continuous alternative to top-k gating, yet the
cost of merging all experts again scales linearly with the number of experts. To combat
this, the technique is applied once per sequence, which limits the expressive power of the
final model.

Training Stability. |Lepikhin et al. (2020) report instabilities during the training
of large MoE models, stemming from inaccuracies when calculating router weights in
low precision. To stabilize the training, they resorted to using full precision. [Fedus et al.
(2022) made progress by using mixed precision when training MoE, implementing selective
high precision for gating. When comparing [Lepikhin et al.| (2020 and Fedus et al.| (2022])
to MoT, an advantage of our technique emerges: it is more robust to training in lower
precision than other methods. We conjecture that this robustness is due to the merging
mechanism being less susceptible to rounding errors than gating in sparse MoEs.

Token Dropping. Token dropping is a phenomenon where tokens do not receive
an update from any expert. This can occur because an expert was chosen by too many
tokens in a batch (Fedus et al., 2022; [Lepikhin et al., 2020; |Zoph et al.; [2022)), or, in the
case of routing experts to tokens, when a token was not chosen by any expert (Zhou et al.,
2022)). Existing techniques that combat this phenomenon provide a partial solution, but
the problem remains. In contrast, tokens in MoT are part of every mixture produced
within their group; hence, they always receive an update.

Auto-Regressive Decoding. Mixture of Tokens is based on the notion of merging
tokens prior to being processed by an expert. An encoder-only design of a similar flavor is
featured in concurrent work (Puigcerver et al.l |2023)). This technique is based on merging
patches within an image for vision models. The crucial difference between this technique
and MoT is that MoT is compatible with autoregressive training and inference.

4.4 Experiments

The focus of this chapter is to investigate the efficiency of Tokens on autoregressive
language modeling. To measure model quality, we pretrain models for a fixed number
of tokens and compare final perplexity in accordance with existing MoE literature (Dul
et al.l 2022; |[Fedus et al,, [2022). In all experiments, the models are trained on the C4
dataset (Raffel et al., |2019) and use the GPT-2 tokenizer—as in Chapter . Unless
specified otherwise, we use mixed precision, where all heavy computation is done in
bfloat16, whereas the optimizer state and the master weights are kept in full precision. To
study the stability of our model, we experiment with training fully in reduced precision.

Our main result is a substantial speed-up of MoT models compared to dense Trans-
formers (Figure and results comparable to sparse MoEs (Figure [£.5). What follows
is an analysis of scaling properties of the MoT architecture with respect to the number of
parameters (Figure and the number of mixtures sent to each expert (Figure [4.4).
We investigate the model’s performance in low precision in order to simulate training
instability and find that MoT is less susceptible to instabilities stemming from low-
precision training. Lastly, we show the connection between MoT and MoE by spending
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an additional fraction of pretraining compute to effectively turn a MoT model into a
Token Choice model (Section |4.4.5)).

4.4.1 Model Architecture

The basis of our experiments is a decoder-only Transformer modeled after GPT-2 (Radford
et al. 2019). We conduct experiments on two model scales: a 77M Medium model and
a 162M Base model (refer to Appendix for hyperparameters and training details).
To create a Mixture of Tokens (MoT) model, we replace the second half of feed-forward
layers in the Transformer with MoT layers. Similar to MoE models, the FLOPs and
parameter counts in MoT are decoupled. We denote the model architecture by its dense
counterpart in terms of the number of FLOPs and, separately, the number of experts (or,
equivalently, group size).

Thus, a MoT-Medium/32E model utilizes the same number of FLOPs as a Medium
(77M) Transformer model but employs 32 experts in MoT layers.

As described in Section [4.3.1) Medium/32E/4 represents a model that uses MoT
layers with 32 - 4 small experts, totaling the same number of parameters as 32 normal
experts—an expansion rate R of 32 and granularity G of 4.

In addition to using the Transformer as a baseline, we compare MoT against Token
Choice (Fedus et al., 2022) and Expert Choice (Zhou et al.; 2022) as sparse MoE baselines.
As Expert Choice is sensitive to the batch size, to avoid discrepancies between training
and inference, we group tokens prior to routing in training Expert Choice models.

4.4.2 Training Hyperparameters

All models were trained using mixed precision unless explicitly stated otherwise. We
conducted all experiments using a batch size of 256 and a context length of 256 for
150K training steps, resulting in a total of 10B training tokens. The AdamW optimizer
was used with default hyperparameters. When necessary, a Fully Sharded Data Parallel
approach from PyTorch was utilized to parallelize training across multiple machines.
Learning rates were independently tuned based on model size and architecture. The
optimal learning rate for Transformers was le-3 for Medium and 4e-4 for Base models,
while for both MoT and MoE, they were 7e-4 for Medium and 2e-4 for Base.

Model Experts Expert Group Total Blocks dyeqe  dpy — #att.

size size  params heads
Transformer-Medium - - - 7TT™M 8 512 2048 8
MoT-Medium/32E 32 2048 32 336M 8 512 - 8
MoT-Medium/32E/8 256 256 32 337TM 8 512 - 8
Transformer-Base - - - 162M 12 768 3072 12
MoT-Base/32E 32 3072 32 520M 12 768 - 12
MoT-Base/64E/16 1024 192 64 977TM 12 768 - 12

Table 4.1: Training hyperparameters. The table provides example models featured
in experiments. All remaining models can be derived from this table.
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4.4.3 Scaling Results

Mixture of Tokens models demonstrate strong scaling properties with respect to the
number of parameters. As seen in Figure [£.3] increasing the number of experts in MoT
layers while using the same compute budget yields consistent improvements. All MoT
models are a strict improvement over the Transformer. The figure also features an
ablation experiment, where the mixing weights are fixed to 1/n, where n is the group
size. This corresponds to a uniform mixing strategy. The performance of that model
clearly suffers, confirming that MoT layers learn non-trivial mixing strategies.
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Figure 4.3: Scaling with respect to the number of parameters. Also featured are
the Transformer baseline and an MoT model with a non-learnable, uniform rout-
ing strategy.

The increased number of token mixtures (granularity) described in Section is
another axis of scaling for MoT models, again exhibiting consistent improvements. We
hypothesize that this phenomenon is due to two mechanisms. First, the model is simply
more expressive with a larger number of smaller experts. Second, the model can allocate
its focus (the mixing weights) more flexibly to more important tokens while reducing
updates for trivial ones.
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Figure 4.4: Results of increasing granularity in MoT show that findings from
Chapter [3] generalize to different MoE designs.
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4.4.4 Comparison with the Transformer and Sparse MoEs

Crucially, the performance of Mixture of Tokens is comparable to that of the strong
Mixture of Experts baselines (Figure . An increased number of mixtures allows it to
compete with both Expert Choice and Token Choice architectures. As sparse routing
is hypothesized to contribute to training instabilities in large sparse models, Mixture
of Tokens, being continuous, presents a promising alternative. To investigate training
instabilities at the scale we experiment on, we trained models fully in bfloat16, as opposed
to the mixed precision used in all other experiments. The results confirm that MoT is
more resistant to lower precision training: as the precision of training decreases, the
performance of Expert Choice drops below that of Mixture of Tokens, despite the former
attaining better perplexity using mixed precision. We find this to be evidence of the
architecture’s potential for stable training at higher model scales. See Table for
details.

3.8
— Expert Choice-Base/32E
3.7 —MoT-Base/32E
. — Token Choice-Base/32E
3.6 NS MoT-Base/32E/8
- o \
3.5
o N
= 34 S :
g S —~——
Wss e
3.2
3.1
3
0 20k 40k 60k 80k 100k

Training Steps

Figure 4.5: Comparison of MoT and sMoE architectures. An increased number
of smaller experts allows MoT to match the performance of the best sMoE model.
Due to computational constraints, the models were trained for 100K steps.

MoT-Medium/32E  Expert Choice-Medium/32E
Mixed Precision  3.442 (£ 0.002) 3.420 (+ 0.002)
bf16 only 3.661 (+ 0.007) 3.728 (£ 0.044)

Table 4.2: Lower precision training result loss comparison. MoT is better in the
bfloat16-only setting. Learning rates were separately tuned in lower precision for
both EC and MoT. Results are averaged over 3 random seeds.

Lastly, we combine our findings on MoT scaling properties to train our most efficient
MoT model and compare it to the Transformer baseline (Figure . The result is a
model that attains the final loss of the baseline in a third of the training steps. This
represents a 3X improvement in terms of the compute budget.
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Figure 4.6: Our best MoT model reaches the final loss of the baseline in just 33%
of the compute budget.

4.4.5 Transition Tuning

Mixture of Tokens suffers from a drawback common to many MoE designs, namely, it
does not support unbatched inference. This is a direct consequence of its design—in
the forward pass, it groups several tokens from different examples in the batch. With
the growing adoption of Large Language Models on consumer hardware (Touvron et al.,
2023; |Cerisaral, [2023)), this lack of support could hinder the architecture’s wider adoption.
While Mixture of Tokens with a group size of one is technically possible, to keep FLOPs
constant, the layer would have to reduce trivially to a standard Transformer MLP.

To address this, we demonstrate that the weights learned by Mixture of Tokens can
be used to directly initialize a Token Choice model of the same specifications (number
of experts and expert size). The layer responsible for producing mixing weights is used
to initialize the sparse router. To mitigate the difference in performance caused by this
architectural change, we train the entire new model (without freezing any weights) for
10% of the total pretraining steps of the original model to recover the original model’s
performance (measured in eval loss). We call this technique transition tuning. This way,
it is possible to train with Mixture of Tokens and enjoy unbatched generation at inference
time. We hypothesize that this pipeline would be especially attractive in setups where
having parts of the model train in higher precision is impossible, e.g., on specialized,
low-precision hardware. The results are presented in Figure [.7]

4.5 Limitations and Future Work

With the strong performance of MoT on medium-sized models, an obvious next step is to
train larger models. This would present an opportunity to validate the stability results
on larger models, where training instabilities are more common.

As with most Mixture of Experts models, the memory footprint of MoT layers is
substantial. Scaled models require large amounts of RAM on specialized hardware for
training, which makes their adoption expensive. To this end, an attractive future direction
would be to investigate model distillation with Mixture of Tokens models.

Lastly, both training and inference with MoT mix different examples within a single
batch. This mixing of tokens from different sequences and the requirement of performing
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Figure 4.7: Transition tuning: The first 150K steps of the model are done using
a Mixture of Tokens architecture. Then, a new Token Choice model is initialized
with weights taken from the MoT model, and the model trains for a further 15K
steps to recover performance. The spike in loss is due to the sudden change of
architecture.

batched inference may be undesirable in some use cases. While performing unbatched
inference is always inefficient with LLMs, as the memory throughput to access model
weights becomes the bottleneck, unbatched inference still finds its uses. Even though
transition tuning solves this problem, exploring different inference strategies might bring
new insights.

4.6 Conclusions

In this chapter, we presented the Mixture of Tokens, a novel continuous Mixture of
Experts architecture compatible with autoregressive decoding. This architecture scales
to model sizes similar to sparse Mixture of Experts and matches its performance, and
is more resistant to training instabilities due to lower precision training. Moreover, we
introduced transition tuning, a technique of initializing an MoE model with another
pretrained MoE model of different architecture, and showed that the new model attains
the performance of the original one using a fraction of the compute budget.

In previous chapters, we explored efficient training and inference of LLMs when scaling
up their parameter count and dataset sizes. Additionally, we increased the stability of
training LLMs. However, there is one more important trend in LLMs nowadays: scaling
up the context size, that is, the length of a single sequence. Given the growing capabilities
of these models, it is reasonable to assume that they can utilize more information/context
in each example. An example is LSH attention used in the Terraformer in Chapter [2]
While many works have addressed the efficient processing of long context, models often
poorly utilize this abundance of information. In the next chapter, we explore ways to
increase the efficiency of such context utilization.



Chapter 5

Structured Packing in LLM Training
Improves Long Context Utilization

Je n’ai fait celle-ci plus longue que parce que je n’ai pas eu le loisir
de la faire plus courte.

“I have made this letter longer than usual because I lacked the time
to make it shorter.”

— Blaise Pascal, Lettres Provinciales

5.1 Introduction

Together with expanding sizes and training durations of Large Language Models, the
context lengths they can technically process also grow. This is important, especially for
processing extremely long documents, such as scientific publications, books, or entire
code repositories. While nearly every modern LLM is also a Long-Context Language
Model (LCLM), their ability to process long context is not always as effective as one
hopes. Indeed, several studies have highlighted an important limitation: when processing
prompts composed of multiple documents, Long-Context Language Models (LCLMs)
frequently encounter difficulties in accurately extracting relevant information (Tworkowski
et all 2023; [Liu et all 2023a} Shi et al., 2023a). Additionally, they typically find it
challenging to utilize information from the middle of their inputs (Liu et al., 2023al), even
on simple synthetic retrieval tasks (Li et al.,2023a). Understanding these issues is vital
for advancements in LCLM technologies and calls for systematic research.

In this work, we take a step towards better context utilization in LCLMs. We
focus on training data, keeping other components, such as the architecture and training
objectives, unchanged. The broad question is how to organize training data to enhance
long context capabilities? Such perspective has received some attention recently (Levine
et al., 2022; |Chan et al} |2022; |Shi et al| |2023b), but the problem is far from being solved.
The central finding of this work is that structuring training data to increase semantic
interdependence is an effective strategqy towards better long context utilization. We achieve
this by introducing and evaluating Structured Packing for Long Context (SPLiCe),
a method for creating training examples by using retrieval (e.g., BM25, Contriver or
repository structure) to collate mutually relevant documents into a single training context.
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standard packing concatenates dataset containing SPLICE concatenates
documents at random a variety of documents similar documents together

Figure 5.1: Training examples generated by the standard sampling procedure vs pro-
posed by SPLiCe. Similar colors indicate related documents, which could be found using
a retrieval method (e.g., BM25 or contriver) or metadata (e.g., repository structure for
code).

We empirically validate SPLiCe across models of varying sizes, showing that fine-tuning
of OpenLLaMA 3Bv2, 7TBv2 (Geng & Liu| [2023) and CodeLlama 13B (Roziére et all,
2023) with mere 2B—6B tokens already brings substantial improvements in handling long
context information in downstream tasks that require retrieval and in-context learning.
These tasks include Qasper (Dasigi et al., |2021) from SCROLLS (Shaham et al., 2022),
lost-in-the-middle benchmark (Liu et al., [2023a), HotPotQA (Yang et all [2018), TREC
(Li & Rothl 2002; [Hovy et al., 2001), and DBpedia (Lehmann et al., 2015). We perform
a comprehensive study of the design choices and properties of SPLiCe, showing, in
particular, that the acquired long context capabilities transfer between modalities. For
instance, training on programming code enhances performance on natural language tasks.
SPLiCe also helps to retain and in some cases even improve performance on short context
benchmarks like GSM8K (Cobbe et all [2021), MMLU (Hendrycks et all [2021) and
TREC (Li & Roth| 2002} Hovy et al., [2001]).

5.2 Related Work

There is an increasing number of works aiming to study the role of data in LLM training in
detail. For instance, (Levine et al., 2022) developed a theory and demonstrated empirically
that incorporating non-adjacent but semantically related sentences in training examples
leads to better sentence embeddings and improves open-domain question-answering
performance. Another work (Gu et al., 2023)) introduced a pretraining framework
grounded on the idea that text documents often include intrinsic tasks. They showed
that this approach substantially boosts in-context learning. Additionally, there is existing
work on training long-context language models using repository-level code data, such as
(Wu et al] 2022)). Work (Chan et al., [2022) identifies the training data’s distributional
properties that affect transformer models’ in-context capabilities. Similarly,
(2023)) constructs small-scale data using an iterative gradient approach and shows that
such data improve in-context performance.

Our methodology diverges from these works in several key ways. Firstly, we focus
on the document-level context during the training phase and long context performance,
as opposed to sentence-level (Levine et al., [2022) or paragraph-level (Gu et al., [2023)
granularity. We demonstrate the efficacy of our approach in large-scale language modeling,
specifically with OpenLLaMA 3B, 7B, and CodelLlama 13B. Secondly, we construct a
tree structure of related documents through BM25/Contriever-MSMARCO retrieval and
linearize this structure to form long-context examples. This allows for greater control over
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example coherence compared to relying solely on natural data structures like repository-
level code. The gradient-based method presented in Han et al|(2023) can be broadly
associated with retrieval used in this chapter; however, it differs in scale and granularity.

Concurrently to our research, (Shi et al.; |2023b)) showed a method for preparing the
training data that closely resembles SPLiCe with default settings (k = 1 and the identity
as Order). The key differences are that (Shi et al., 2023b) focuses on training from scratch
while we aim to achieve long context capabilities with short and cheap fine-tuning. Next,
we use longer context lengths, up to 32K tokens, whereas (Shi et al., [2023b) utilizes 8K.
Finally, we provide detailed analysis regarding the design choices, such as the benefits of
data reordering in Section and different values of k in Section

5.3 Method

SPLiCe is a method for constructing training examples that enhance the LLMs’ long
context utilization. This translates to improved performance on a range of tasks like
in-context learning, question answering, in-context information retrieval, and long-context
language modeling.

Algorithm 2 SPLiCe training example construction
Input:
D: document corpus
k: breadth hyper-parameter
L: maximum length of returned training example
RETRIEVE: retrieval method to use, e.g., BM25
ORDER: ordering method, e.g., identity, or random shuffle

Output: training example consisting of concatenated documents
d, ~ D {Sample the root document}
D=D\{d}
C= [dr]
() = empty queue
Q.PUSH(d,.)
while @ # 0 and 1len(C) < L do
d = Q.POP()
dy,...,dy = RETRIEVE(d, k)
{Retrieve top-k most similar documents to d using a selected method, e.g., BM25}
for each d; in dq,...,d; do
if d; € D then
{RETRIEVE uses a precomputed index and may return documents that are
already in C'}
C' = C.APPEND(d;) {Append d; to C'}
(Q).PUSH(d;)
D = D\ {di}
end if
end for
end while
return TRIM(ORDER(C), L)
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Rationale and Intuitions. Capturing long-range dependencies is believed to enhance
language modeling and retrieval-augmentation (Borgeaud et al., 2022). However, it is an
open question how to achieve such benefits in pre-training or fine-tuning. The primary
difficulty comes from long-range dependencies being rare in training data (de Vries, [2023)
and diminishing with distance. Thus, it is unlikely that a model will learn to utilize long
context without more explicit guidance.

Recent studies indicate that structuring data, i.e., going beyond the i.i.d. paradigm,
might be beneficial or even necessary to achieve good long-context performance. (Levine
et al., 2022) develops a theory showing that the trained model establishes stronger
dependencies between text segments in the same training example. |Chan et al.| (2022)
indicates that specific distributional properties of the training data have a significant
impact on the model’s in-context performance. Finally, concurrently to our work (Shi
et al., |2023b) shows that pre-training on structured data improves the performance of
LLMs.

SPLiCe follows these intuitions. Namely, it constructs training examples by collating
mutually relevant documents to increase the dependency density, thus allowing the model
to learn to utilize long context. We provide additional insights into the distributional
properties of SPLiCe created data at the end of this section.

Structured Packing for Long Context (SPLICE) SPLiCe starts by picking a
random document from the dataset to create a root of a tree and continues in a breadth-
first manner, each time appending top-k similar documents from the corpus. The final
sequence consists of the tree flattened according to a certain tree traversal strategy; see
Algorithm [2]

The hyperparameter k introduces flexibility, enabling interpolation between different
modes of retrieval. Specifically, when k = 1, SPLiCe simulates a long document by
creating a path of related examples. For larger k values, SPLiCe generates examples
akin to those used in retrieval-augmented models, e.g., (Borgeaud et al., [2022)). It is
essential for the dataset to be well-curated to ensure the efficient functioning of SPLiCe.
For instance, maintaining a low duplication rate encourages the model to leverage long
context beyond merely copying. In this work, we employ the StarCoder (Li et al. 2023b)
dataset, which has been deduplicated using the pipeline described in (Allal et al.l 2023]).

Many possible retrieval methods can be used with SPLiCe (RETRIEVE function in
Algorithm . In our experiments, we test the following:

e SPLICErero: based on additional meta-information about the data, that is the
repository structure of the code (REPO): we concatenate files using a depth-first
search algorithm on the directory structure, that is files from the same directory
are grouped together. A similar method has been pioneered by (Wu et al., 2022)
and proposed in (Shi et al| 2023b) as an interesting future direction.

e SPLICEsM2: based on BM25 (Robertson & Zaragoza, 2009; Bassanil, 2023), a
standard retrieval method that uses a bag-of-words approach to rank documents
based on their similarity to a query.

e SPLICE cox: based on Contriever-MSMARCO (ConT) (Izacard et all [2022)), a
recently proposed retrieval method that uses a transformer to rank documents
based on their similarity to a query.

Baselines One standard approach, commonly used in LLM training pipelines, is to
randomly sample documents from the dataset and concatenate them to make training
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examples of a desired context. This is known as example packing (Brown et al., 2020).
Another popular approach restricts sampled documents to the same meta-class (for
example, Wikipedia article, source code) (Groeneveld et al., 2024; Zhao et al., 2024). We
compare SPLiCe against both.

SPLiCe computational efficiency Given the dataset sizes used in training LLMs,
computational efficiency plays a non-trivial role. SPLICE rero is the fastest and easiest to
implement but requires additional directory structure, i.e., it does not apply to general
web data. SPLICEBu2s uses a bag of words BM25 method that lacks deeper semantic
encoding. SPLICE conr requires calculating embeddings for each document and retrieval
based on the vector inner-product. The latter step can be done efficiently using fast
approximate inner-product search, e.g., Faiss (Johnson et al., 2017)).

5.4 Experiments

In this section, we show that SPLiCe improves the long context performance of large-scale
language models. To this end, we use 3B, 7B, and 13B parameter models and evaluate
on tasks that test in-context learning (Section , question answering (Section ,
and in-context information retrieval capabilities (Section . Additionally, we provide
perplexity results in Section [5.4.3] Next, we show that SPLiCe can improve the core
model capabilities by testing the short context performance, see Section [5.4.3] Finally,
in Section we tune over 30 medium (270M parameters) models using different data
mixtures and SPLiCe parameters, to analyze its design choices.

An important finding of our work is that presented improvements occur during a
relatively short, compared to pre-training, fine-tuning. To be more precise, 3B models
were tuned on 5.4B tokens, whereas 7B and 13B models were tuned on 2B tokens. The
3B and 7B start from OpenLLaMAv2 (Geng & Liu, 2023) that was pre-trained on 1T
tokens, the 13B parameter models start from CodeLlama (Roziére et al., [2023)) that was
pre-trained on 2.5T tokens.

5.4.1 Experimental Setup

For 3B experiments, we continue training on a 50/50 mixture of RedPajama, prepared in
the standard way, and C prepared using SPLICEsw2s. For 7B and 13B ones, we continue
the training on a 50/25/25 mixture of RedPajama (50) prepared in the standard way,
StackExchange (25) and C (25) prepared using SPLICEsv2s. StackExchange is part of
RedPajama (TogetherComputer, 2023)), and C data come from StarCoder (Li et al.,
2023b). Including the standard RedPajama aims to prevent the model from overfitting
to artificially created long documents. We refer to Section [5.4.2) for a detailed description
of the model architectures.

We train with 32K context length. We use a batch size of 256K tokens per step and
the learning rate of 1.5e—5 with linear warmup and cosine decay, following (Geng & Liul
2023). For 13B model we use batch of 512K tokens per step.

Regarding the context extensions method, we use FoT (Tworkowski et al., [2023]), and
the CodeLlama (CL) (Roziére et al., 2023 approach. More explicitly, we test eight
models:

{3B FoT, 7B FoT, 7B CL, 13B FoT } x {SPLiCe, BASELINE},

where BASELINE denotes the standard (example packing) data preparation method where
context is created by sampling random documents from the corpus and separating them
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with BOS/EOS tokens. If not stated otherwise, in SPLiCe we use k = 1 and the identity
permutation as Order in the Algorithm

5.4.2 Architecture and Hyperparameters

The architecture of our models is based on LLaMA (Touvron et al., 2023)), and the
architectural details can be found in Table Briefly speaking, our architecture is a
standard decoder-only Transformer, with a few standard changes. Firstly, we perform
RMSNorm before the input of both the attention and feed-forward modules. Secondly, we
use the LLaMA Feed-Forward module. Additionally, we use Rotary Position Embedding
(Su et al., 2021). For context extension, we use Focused Transformer (FoT)(Tworkowski
et al. [2023)), CodeLlama (Roziere et al., 2023) (CL) and YaRN (Peng et al., [2023b)).
Table presents the details about both standard and long-context pretraining. We use
AdamW as an optimizer, with 81 = 0.9 and 5y = 0.95.

Parameter /Model Size | 270M 3B 7B 13B
Vocab Size 32000 32000 32000 32016
Embedding Size 1024 3200 4096 5120
Num Attention Layers 12 26 32 40
Num Attention Heads 8 32 32 40
Head Size 128 100 128 128
MLP Hidden Size 4096 8640 11008 13824
FoT Context Extension Layers | [6,9] [6, 12, 18] [8, 16, 24] [12, 24, 36]

Table 5.1: Architecture details. Focused Transformer context extension is applied in
continued pretraining for 32K context and evaluation.

Each tuning experiment of 270M model was done using either a TPUv3-8 or TPUv4-8
machine and took around 10 hours. Tuning a 3B parameter model for 5.4B tokens with
FoT took 40 hours on TPUv3-128. The 7B and 13B models were tuned on TPUv3-128.

Stage Parameter/Model Size ‘ 270M 3B 7B 13B
Pretrain Context 2K 2K 2K 16K
FOLTAIIg  Tokens 6.3B 1T 1T 25T
Context 32Kpor, 16K, o ror 32K 32K 32K

L Batch Size 128g01, 1640-kor 128 128k01, 3240-Fo1 128
Cor(i:egxt Start Learning Rate 5e-5 1.5e-5 1.5e-5 1.5e-5
Tunin End Learning Rate 5e-6 1.5e-6 1.5e-6 1.5e-6
& Warmup Steps 250 1000  1000g,r, 200, ror 1000
Tokens 1B 5.4B 2B 2B

Table 5.2: Training details. We pretrain a custom 270M parameter model and take a
pretrained 3B/7B/ parameter OpenLLaMAv2 model (Geng} [2023) and 13B CodeLlama
(Roziére et all 2023) model. Subscript denotes that parameter was specific for a context
extension method with FoT referring to (Tworkowski et al., 2023) and no-FoT to other
methods (Naive, YaRN (Peng et all 2023b)), CodeLlama (Roziére et al., 2023)).
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5.4.3 Experimental Results

Perplexity improvements

In Figure [5.2] we present perplexity improvements of 3B FoT SPLICE su2s over BASELINE.
Figure shows the evolution of SPLICE model perplexity during the training. We
follow (Anthropic, [2023) and bucket perplexity by token positions in buckets of length 2°
up to 32768, and then average within the buckets. We average perplexity across arXiv,
CUDA, Haskell, and CommonCrawl datasets.
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Figure 5.2: Perplexity improvement with SPLICE against the BASELINE of the final
models (after 21k training steps). We bucket tokens by their positions in the document
and calculate the average. Each dot is the difference of the averages of the SPLICE and
BASELINE models. We observe that SPLICE has smaller perplexity, and the improve-
ments tend to be larger for tokens further in the document.

In-Context learning

To evaluate the improvements of in-context learning abilities, we use TREC ([Li & Roth,
2002; Hovy et al., 2001) and DBpedia (Lehmann et al., 2015), which are text classification
tasks. For TREC, to test the long context utilization, we vary the number of in-context
examples in {780, 1560} (which correspond roughly to {16,32}K context length). We
sample these examples multiple times and measure classification accuracy on the test
set. In Table [5.3] we observe that SPLiCe improves the average performance across
different context lengths and model sizes. We follow a very similar protocol for DBpedia
({16, 32} K context length corresponding to {190,380} in-context examples), confirming
that SPLiCe improves the context utilization. In Appendix[B:2] we study the distribution
of improvements with respect to the choice of the in-context examples, showing the
stochastic domination of SPLiCe over the baseline.
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Figure 5.3: Evolution of the perplexity with SPLICE, as the model is trained

on more tokens. See Figure [5.2] for the difference with the baseline. As expected,
SPLICE significantly improves perplexity for tokens whose positions are very
distant in the sequence. Perplexity for more distant tokens improves more signifi-
cantly compared to tokens in the beginning, early in the training.

Task ‘ TREC ‘ DBpedia
Model ~ Context | BASELINE SPLiCe A [conf interv] | BASELINE ~SPLiCe A [conf interv]
3B 32K 73.9 79.3 5.4 [4.7,6.2] 82.9 85.9 3.0 [2.6,3.6]
FoT 16K 68.9 76.9 8.0 [6.9,9.3] 79.1 82.0 2.9 [2.5,34)
"B 32K 75.6 79.4 3.8 [2.1,5.1] 82.9 84.9 2.0 [1.5,2.4]
FolT 16K 74.0 79.0 5.0 [3.4,6.0] 83.6 85.6 2.0 [1.5,2.5]
"B 32K 75.3 76.6 1.3 [0.8,1.8] 95.1 95.6 0.5 [0.3,0.6]
cL 16K 81.4 82.5 1.1 (0.2, 1.6 96.2 96.4 0.2 [0.0,0.3]
13B 32K 89.2 924 3.2 [2.6,3.8] 95.6 96.0 0.4 [0.0,0.8]
Fol 16K 88.2 91.2 3.0 [1.9,3.5] 95.8 96.8 1.0 [0.6,1.5]

Table 5.3: We test the average classification performance on TREC (Li & Roth, 2002}
Hovy et al., [2001). We average across 50 sets of in-context examples for 3B models, 10
sets for 7B models, and 5 sets for 13B models. We use A [confidence interval] to denote the
mean improvement and its 95% bootstrap confidence intervals (see Appendix. For
DBpedia, we average results across 40 sets of in-context examples for 3B and 7B models
and 5 for 13B ones. Due to the size of the DBpedia evaluation dataset, for each set of
in-context examples, we subsample a subset of 500 elements of the evaluation set.
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Task | QASPER | HotPotQA

Model ‘ Context BASELINE SPLiCe ‘ Context BASELINE SPLiCe A [conf interv]
3BgoT 22.1 22.8 29.7 29.6 -0.1 [-0.3,0.1]
TBroT 22.8 23.1 26.0 27.3 1.3 [1.2,1.5]
7Bcr, 32K 29.0 29.7 20K 31.0 31.2 0.2 [0.1,0.6]
13BroT 32.0 32.0 36.5 36.7 0.2 [0.1,0.4]

Table 5.4: We measure question answering over long input using Qasper (Dasigi et al.|
2021)) (2-shot setting) and HotPotQA (Yang et al., [2018) (10-shot setting). For Qasper,
we use the implementation from Language Model Evaluation Harness (Gao et al., [2021).
For HotPotQA, we average results across 7 sets of in-context examples for 3B and 7B
models and 2 for 13B ones, with A[confidence interval] denoting mean improvement and
its 95% bootstrap confidence intervals. Note that in the 3B model case, despite using
SPLiCe for code data only, we still have improvements in non-code tasks.

Question answering

We also show that SPLiCe models have improved question answering capabilities. To
this end, we use Qasper (Dasigi et al., 2021) from SCROLLS (Shaham et al., [2022) and
HotPotQA (Yang et al., [2018). Qasper contains questions regarding research papers
provided as a part of the input context. In Table we observe that SPLiCe improves
the two-shot performance. Similarly, we observe improvements on HotPotQA, which
tests the ability to aggregate knowledge across multiple documents. We stress that those
results measure few-shot performance, as neither of the datasets was used during training.

Lost in the middle

The key retrieval task introduced in (Liu et al. |2023a)) has become a routine diagnostic
tool to study context capabilities. Specifically, the model is presented with a JSON-
formatted list of key-value pairs, each being 128-bit UUIDs, and is tasked to retrieve the
value for a given key. Even though very simple, the task proved to be challenging for
many open-source language models. Specifically, LMs tend to achieve better performance
when the relevant information is either in the beginning or the end of the input context,
while struggling in the middle. The structure of the input is showcased below.

Extract the value corresponding to the specified key in the JSON object below.

JSON data:

{"4ef217b7-6bc0-48c6-af35-2765f1e730£3": "068192b7-16b1-40e0-8495-61c63£979d450",
"cd6b8bdc-bc6c-4490-acb4-bcl87a2dccba": "7364a26e-289f-4968-93d3-b273e882bdee",
"7d057372-4ab8-4811-8110-658c3f19fff4": "3ad075c5-b567-4201-85a7-cb31a0c91540",
"c62e192d-45e6-4646-bb88-1529c73256¢c9": "f0411644-1f6d-42a6-8af8-f06da66efc77",
"06134e93-e158-490e-a66c-8e3b98e12735": "50a26a36-d832-450c-8d6e-a4cc3dOecOab",
"3286£978-4270-4b54-8bfa-540d47e0772e6": "075cc716-1836-4£f90-9be3-53e3d4ec6585",
"4701aa05-c523-4b89-9700-64ab9c37c537": "49d86354-74c4-4256-9b3a-35e6e2b80d400",
"c8895805-e574-4f13-9fe5-89da1d8c4748": "cc91af7f-8509-4bdc-bad7-2646af68e6d2"}
"4701aa05-c523-4b89-9700-64ab9c37c537":

In Figure [5.4] we present the key retrieval performance of 7B models trained with
CodeLlama (Roziére et al., 2023) context extension method. We note that despite
relatively short tuning, SPLiCe significantly helps on hard-to-retrieve positions (the
position of the key in the range [25, 100])
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Figure 5.4: Key-value retrieval performance on a dictionary of 300 key-value pairs (=
24K tokens). The 7B CL model trained with SPLiCe achieves much higher accuracy on
hard-to-retrieve positions in the middle. Each position was evaluated using 500 examples.
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Figure 5.5: Performance on a smaller version of key-value retrieval task from
2023a)). We note that FoT models (a), (b) generally struggle to retrieve
tokens that are only visible to a subset of layers with extended context. For com-
parison, we show the results with a model that has extended context in all layers
(c) using CodeLlama (Roziére et al., 2023) method of context extension. Each
position was evaluated using 500 examples.
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We note that FoT-trained models struggle with this task. This is probably due to
the fact that they extend context only in a couple of layers, and the key-value retrieval
requires looking up and extracting a long sequence of letters and digits. Because of that,
we evaluate FoT models with shorter dictionaries consisting of 75 key-value pairs (around
6K tokens) and show the results in Figures , and . For comparison, we also
evaluate the 7B CL model with this context length and show the results in Figure [5.5¢

Ordering of examples

We typically use the identity ordering as Order in Algorithm [2| to merge documents
into a single context, as we found that in most cases, it performs best. We found that
random shuffling is slightly better in some cases. Specifically, this is the case of large
7B CodeLlama models; see Table [5.5] We hypothesize that random ordering forces the
model to make use of the full space of the RoPe positional encoding. Whereas the identity
ordering, also used in (Shi et al., [2023b), skews the model toward paying more attention
to fragments of text that are not too far away. This suggests an interesting research
direction on the intersection of data preparation and positional embeddings.

TREC

Context length

Model SPLICE—no—shuf SPLICE—shuf
(# of examples)
32K 1560) 76.0 +£2.5 76.6 +1.9
B CL (380) 77.1 £2.4 76.5 £1.8

Table 5.5: Average classification performance on TREC (Li & Rothl [2002; [Hovy et al.,
2001)). We compare 7B CL model trained on SPLICE prepared data with different ap-
proaches to ordering the examples (different function Order in . SPLICE-shut denotes
the model trained on data that shuffled the documents randomly in context, for SPLICE-
no-shuf Order was the identity function. We use + to denote the standard deviation. We
decided to stick with the model trained with random shuffling as it has slightly better
long-context performance and lower standard deviation.

SPL1ICE parameters

There are two important design choices related to SPLICE. First, how many related
documents are retrieved in each step (the parameter k in Algorithm . Second, how the
documents are ordered. Table indicates that £ = 1 is the best choice, though the
differences are rather small. We found that changing the order of documents in training
examples hardly matters for 270M models. We use ’standard’, as ordered by Algorithm
the reversed order, and random shuffling.

Short context evaluation

An undesirable side effect of fine-tuning for extended context (e.g., with SPLiCe) could be
performance degradation on shorter contexts. To test this, we evaluate the short context
performance of our models using GSM8K (Cobbe et al., [2021), MMLU (Hendrycks
et al., 2021) and TREC (Li & Roth, [2002; [Hovy et al., 2001). We present the results
in Table [5.7] We note that for smaller models, both SPLiCe and BASELINE show some
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Code
Method  Top-k Order | C++ Haskell Python CUDA  All

standard | 2.38 3.20 2.82 2.23 2.93
reverse 2.38 3.21 2.82 2.23 2.93

standard | 2.39 3.23 2.84 2.24 2.95
reverse 2.39 3.24 2.84 2.24 2.95

standard | 2.39 3.24 2.84 2.25 2.97
top 3 reverse 2.39 3.25 2.84 2.25 2.96
shuffle 2.40 3.24 2.84 2.25 2.96

top 1

SPLICEnm2s  top 2

Table 5.6: Ablation of SPLICE hyper-parameters. For each ablation, we have trained
the same 270M parameter model using different data organization methods. Top-k corre-
sponds to the number of descendants chosen in the RETRIEVE(d, k) step of the Algorithm
2l Reverse and shuffle correspond to the final order of examples C' returned by the Al-
gorithm [2| (reverse — the order of documents in C' is reversed, shuffle — examples are
shuffled.

short context degradation, whereas the larger 13B CodeLlama Model SPLiCe brings
significant improvements in short context performance on GSM8K (+1.7), TREC (+3.3)
and maintains the MMLU performance.

Model MMLU GSMS8K | TREC
STEM Humanities Social Other Mean
3B STARTING CHKPT 24.4 25.6 26.3 27.8 25.9 4.3 58.4
3Bg,T SPLiCe 25.8 26.7 26.3 27.3 26.5 2.5 66.4
3Br,T BASELINE 25.2 26.2 24.7 26.9 25.7 3.4 61.3
7B STARTING CHKPT 33.6 42.1 46.0 44.5 40.8 8.0 59.6
7B 2K TUNED 33.7 40.8 44.6 41.1 39.4 8.4 62.3
TBror SPLiCe 31.0 35.6 40.3 40.3 36.3 7.6 63.7
7Bror BASELINE 30.1 36.8 40.3 39.8 36.2 6.7 62.9
7Bcr SPLiCe 32.7 38.8 37.8 38.0 36.5 5.9 59.1
7Bc1, BASELINE 32.7 37.5 38.1 37.5 36.1 6.3 59.1
13B STARTING CHKPT 36.6 48.2 50.6 45.4 44.3 21.4 78.7
13Bg,T SPLiCe 38.3 48.6 48.7 445  44.4 23.1 82.0
13Bg,T BASELINE 39.0 47.5 48.8 45.7  44.7 21.9 77.6

Table 5.7: We evaluate our models on MMLU (5-shot), GSM8K (8-shot) and TREC
(90-shot). We provide an additional comparison with their starting checkpoint. For 7B
case, we additionally compare with a model tuned with 2k context length on the same
data. For each task, we highlight best results up to 1 point.

5.5 Detailed Study with Medium Models

In Table [5.8 and Table [5.9] we present a comprehensive examination of the impact of
document packing on long-context performance using 270M parameter models. Using
the smaller size allows us to train over 30 models and, thus, more accurately estimate
the impact of various design choices.
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5.5.1 Training Protocol

Initially, we train with the 2K context length on 6.3B tokens from RedPajama (Togeth+
erComputer} 2023). Subsequently, we continue training using 1B tokens with the context
extended to 32K on a mixture of the original RedPajama data (TogetherComputer, 2023)
and long-context data created using SPLiCe/BASELINE. The amount of pre-training
tokens is based on scaling laws from (Hoffmann et al., 2022) and constants calculated
for GPT-like models in (Karpathyl, 2022)).

We employ the Focused Transformer (FoT) objective (Tworkowski et al., [2023]) for
context extension (unless stated otherwise). This approach is motivated by practical
factors, such as training with a short context length, which expedites the process, while
context scaling can be achieved by fine-tuning on a relatively small amount of tokens,
as demonstrated by (Chen et al. 2023; Tworkowski et al., 2023). Loosely inspired
by (Ouyang et al. 2022; |[Roziére et al., 2023)), in the latter phase, long context data (i.e.,
prepared with SPLiCe) constitutes half of the mixture. We also examine how SPLiCe
works with other context extension methods in Section [£.5.3

5.5.2 Evaluation

We measure perplexity on held-out portions of the arXiv (Azerbayev et al., 2022) and
StarCoder (Li et al.l |2023b) datasets, employing a context length of 32K. The selection of
these datasets is motivated by the fact that they can benefit from long-context informa-
tion, as demonstrated in (Chen et al., 2023; |Li et al., |2023b)). For example, functions are
often re-utilized, and similar terms are employed across papers. We exclude documents
with fewer than 32K tokens and truncate those exceeding this length. In Appendix
we evaluate our models using short context data, confirming no performance degradation
with respect to the base model.

5.5.3 Data

Evaluation Data

We have taken a random subset of arXiv from Proof-pile. For StarCoder data, we have
downloaded up to 64GB of each of the mentioned language subsets and performed a
random 85/15 split for the languages we train on.

When evaluating the perplexity of the model, we skip documents shorter than the
model context and truncate documents longer than it.

Training Data

The StackExchange data was taken from the Proof-pile. To prepare the code train
data, we take the StarCoder train splits mentioned in Section [5.5.3] shuffle them, group
the documents by the repository (documents from the same repository occur one after
another), and split them into smaller packs. We also split repos larger than 25MB and
filter out files that are longer than 30k characters. The reason behind repo splitting is
to avoid the situation where one repository occupies a significant portion of the data
pack. We have noticed repos containing as many as 40K files and files as long as 11M
characters. The character filtering is consistent with our method as we aim to improve
the performance in a scenario that lacks high-quality long-context data. For C# and
Python, only one pack is used to organize the data. For C, we have performed a run on
three packs and provided results and standard deviations in Table For large models,
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we run the methods on several packs and concatenate the results into a single dataset.
For natural language datasets, we extract a random subset of documents.

Altered Method arXiv Code Code &
Data | Haskell Python CUDA Al | arXiv
SPLICEBMm2s | 5.46 .09 | 3.20 .17 2.81 .12 2.22 .11 2.94 .13 | 3.10 .13
C SPLICEcoxr | 5.48 .07 | 3.22 .15 282 .11 2.23 .10 296 .11 3.11 .12
SPLICE rero 5.47 .08 3.22 .15 2.83 .10 2.24 .09 2.96 .11 3.12 .11
BASELINE 5.55 3.37 2.93 2.33 3.07 3.23
SPLICEBMm2s | 5.52 .13 | 3.33 .25 2.90 .17 2.46 .19 3.11 .20 | 3.26 .20
C# SPLICE conr 5.53.12 3.35.23 2.91.16 2.48.17 3.12.19 3.27.19
SPLICERrero | 5.53 .12 3.35 .23 291 .16 249 .16 3.12 .19 | 3.27 .19
BASELINE 5.65 3.58 3.07 2.65 3.31 3.46
SPLICEBm2s | 5.47 .10 | 3.25 .21 2.53 .09 2.41 .15 3.02 .15 | 3.17 .15
Python SPLICEcoxr | 5.49 .08 3.28 .18 2.53 .09 243 .13 3.03 .14 | 3.19 .13
SPLICERrero | 5.48 .09 3.27 19 254 .08 244 .12 3.03 .14 | 3.18 .14
BASELINE 5.57 3.46 2.62 2.56 3.17 3.32
SPLICEBm2s | 5.64 .09 | 3.82 .15 3.26 .11 2.87 .13 3.55 .13 | 3.68 .13
Wikipedia SPLICEcox | 5.65 .08 3.87 .10 3.30 .07 292 .08 3.59 .09 | 3.72 .09
BASELINE 5.73 3.97 3.37 3.00 3.68 3.81
SPLICEBMm2s | 5.07 .07 | 3.88 .06 3.32 .04 2.89 .05 3.60 .05 | 3.69 .05
StackEX  SPLICEcox | 5.09 .05 3.91 .03 3.35 .01 2.93 .01 3.63 .02 3.73 .01
BASELINE 5.14 3.94 3.36 2.94 3.65 3.74

Table 5.8: Perplexity with an improvement over BASELINE highlighted in the subscript:
(improvement over BaseLivg)- We fine-tune a 270M parameter model with a 32K context

on a 50/50 mixture of RedPajama (organized in a standard way) and long-context

data: C, C#, Python, Wikipedia, StackExchange, prepared using a method of choice
(SPLICE Bm25, SPLICE cont, SPLICE rero, BASELINE). BASELINE denotes organizing long-
context data in the same way as RedPajama. SPLiCe beats the BASELINE often by a
large margin. The variants of SPLiCe perform similarly, with SPLICE sm25 being slightly
better. For detailed results, see Appendix@

Long Context  Method arXiv Code Code &
Data Python All arXiv
SPLICEBMm2s | 5.463 £+ .002 | 2.810 + .002 2.942 + .005 3.100 + .004
C SPLICEcoxt | 5.477 +.005 | 2.824 +.001  2.957 &+ .006  3.115 + .006
SPLICERero | 5.474 £+ .007 | 2.827 4+ .006 2.958 + .009 3.115 + .009
BASELINE | 5.550 + .002 | 2.931 +.008 3.073 £.006 3.228 + .005

Table 5.9: Perplexity fine-tune on a 50/50 data mixture of RedPajama and C code. We
report the mean and standard deviation. Interestingly, training on the code data with

SPLiCe improves general long-context performance on arXiv.

Different Context Extension Methods

We test SPLICE with different context extension methods. In Table [5.10, we show
that SPLICE brings improvements also when context is extended in all layers using the
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naive approach, the CodeLlama (Roziére et al., 2023)), and YaRN (Peng et al., 2023b)
adjustment methods.

RoPe Method arXiv Code Code &
scale Haskell ~ Python ~ CUDA All | arXiv

SPL1CEBM2s | 6.25 .08 | 4.84 .19 3.55 .11 2.84 .12 3.72 .13 | 3.88 .12
Naive SPLICErwo | 6.25 .08 | 4.87 .16 3.56 .10 2.85 .11 3.74 .11 | 3.89 .11
BASELINE 6.33 5.03 3.66 2.96 3.85 4.00

SPL1CEBM2s | 5.74 .02 | 4.28 .09 3.22 .05 2.53 .05 3.34 .06 | 3.49 .06
CL SPLICEreo | 5.74 .02 | 4.28 .09 3.22 .05 254 .04 3.35 .05 | 3.50 .05
BASELINE 5.76 4.37 3.27 2.58 3.40 3.55

SPL1CEBM2s | .77 .02 | 4.32 .10 3.24 .05 2.55 .06 3.37 .07 | 3.52 .06
YaRN SPLICEreo | 5.77 .02 | 4.32 .10 3.24 .05 2.56 .05 3.38 .06 | 3.53 .05
BASELINE 5.79 4.42 3.29 2.61 3.44 3.58

Table 5.10: Perplexity (improvement over Bassue) for training on a 50/50 data mixture of
RedPajama and C#. We check that SPLICE brings improvements when fine-tuning
for the longer context (16K) using the method of CodeLlama (Roziére et al.l 2023]),
YaRN (Peng et al., |2023b)), or left without changes (Naive), as opposed to FoT used

in the other experiments. For details, see Table @

5.5.4 Summary of the Results

Structuring data improves performance. We observe that all tested variants of
SPLiCe outperform BASELINE, often significantly, regardless of the training and evaluation
dataset. This indicates that the structure of the data is important for long-context training.

The positive effects transfer between domains. We observe (see Tables
and that the positive effects of SPLiCe transfer between domains when training
on code and evaluating on Qasper/arXiv, and when training on web data and evaluat-
ing on code. This is a very interesting effect, indicating that training induces generic
long-context capabilities. Following that, we conjecture that better data mixtures and
synthetic long-context data could bring further benefits.

SPLiCe improves the performance of various context extension methods.
SPLiCe only changes the input structure, and conjecturally, it should work with any
context extension method. Our main experiments use the Focused Transformer (FoT)
approach (Tworkowski et al.,|2023)). FoT extends the context in only a couple of attention
layers and does not change the positional embeddings of the remaining layers. In Ta-
ble in Section [5.5.3] we confirm that SPLiCe integrates seamlessly with methods that
extend the context in all layers. Specifically, we test adjusting Rotary Positional Encod-
ings according to either the recipe as in CodeLlama (Roziére et al., [2023), YaRN (Peng
et al., 2023b)), or leaving them unchanged.

Training is stable. We prepared three subsets of the C code dataset and tested the
methods on each of them. In Table [5.9] we report the mean perplexity and its standard
deviation. We observe that the differences between subsets are minimal, indicating
training stability and confirming the statistical significance of our results.
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5.6 Limitations and Future Work

We demonstrate that structuring the training data is a viable way to improve the model’s
performance. The presented method, SPLiCe, can be viewed as a general framework for or-
ganizing documents into training examples. This opens multiple further research avenues.

Degree of relevance. SPLiCe constructed training examples by concatenating the
most relevant documents (according to BM25/CoNT/REPO). However, recent results
by [Tworkowski et al.| (2023) show that introducing unrelated data into the context can
help the model learn better representations. We leave the study of how the choice of
retriever (in particular, the ratio of related and unrelated documents) affects performance
for future work.

In order to prepare the training data, SPLiCe uses each document exactly once (we
mask out each used document for further retrieval). However, it is possible that allowing
some high-quality documents to occur more than once may be beneficial.

Retrieval granularity. Another avenue for future work is to study the granularity of
the pieces from which the training examples are constructed. In this chapter, we focused
on the document-level granularity. However, it is possible to construct training examples
from smaller pieces.

Other context extension methods. In most cases, our models were trained for a
long context using the methodology presented in (Tworkowski et al., 2023)). Additionally,
we tested three popular context extension methods on a medium scale (Naive, YaRN, and
CodeLlama) and tuned a large 7B model using the CodeLlama approach, preliminarily
confirming the applicability of SPLiCe. However, we leave more detailed studies with
other context extension methods to future work.

Other data sources. One approach to training Long-Context Language Models
(LCLMs) is to use conversational data (Li et al., 2023al). This is complementary to our
method. SPLiCe can utilize data that already exists in vast quantities and can be easily
applied to different types of text (such as code, Wikipedia articles, or StackExchange
questions and answers) to further increase the number of long-context examples. We
leave researching how SPLiCe integrates with other methods for preparing long-context
data as future work.

Data curation. Using highly correlated samples has the potential to result in training
instability. However, we observed no performance degradation during our experiments.
We leave the study of how SPLiCe integrates with different data types for the future.

5.7 Conclusions

In this chapter, we presented SPLiCe, a method for constructing training examples for
Long-Context Language Models (LCLMs). It utilizes BM25/Contriever-MSMARCO to
find relevant documents and feed them to the model in a structured manner. We show
that SPLiCe improves performance on downstream tasks and the language modeling
abilities of LLMs. We further show that SPLiCe can be used to improve long-context
utilization of large-scale models using only short fine-tuning. We believe the presented
results indicate multiple interesting research directions for improving the performance
of LCLMs with structured data.



Chapter 6

MoE-Mamba:
Efficient Selective State Space
Models with Mixture of Experts

“Now the serpent was more crafty than any of the wild animals
the LORD God had made.”
— Genesis 3:1, New International Version

6.1 Introduction

Recently, a new architecture for language modeling has attracted significant attention
in the research community. Specifically designed for efficient long context, Mamba was
introduced by |Gu & Dao| (2023)). This architecture, based on structured state space
models (SSMs), promises to improve with scale similarly to the Transformer architecture
while avoiding the quadratic complexity of the attention layer with respect to the number
of tokens in the context. While techniques like LSH attention, used in Chapter [2| and
memory attention, used in Chapter [p| aim to mitigate this problem, further improvements
in SSMs or similar techniques could potentially replace the Transformer as the primary
architecture for LLMs.

The preceding chapters described techniques embedded in or using the Transformer
architecture. Thus, questions arise: Do techniques improved in this work, such as the
Mixture of Experts, depend on the Transformer architecture? Or could the research com-
munity still benefit from MokE if an architecture better than the Transformer was found?

In this chapter, we advocate that to unlock the potential of any architecture, including
SSMs, they should be combined with Mixture of Experts. To this end, we introduce MoE-
Mamba—a model that combines Mamba (Gu & Dao, [2023)) with a Switch layer (Fedus
et al., [2022). MoE-Mamba enables the efficiency gains of both SSMs and MoE, outper-
forming both Mamba and Transformer-MoE. Through comprehensive studies, we confirm
that the effect is robust to design choices and the number of experts. Our results indicate
a very promising research direction that may allow scaling SSMs beyond tens of billions
of parameters and competing with the largest state-of-the-art language models.

79



80 CHAPTER 6. MoE-MAMBA

6.2 Related Work

State Space Models and Related Attention-Free Architectures. State Space
Models (SSMs) (Gu et al., [2022b, [2021, 2022a; Gupta et al., 2022; Li et al., |2022; Ma!
et al., 2022 Orvieto et al., [2023; |[Smith et al., 2023)) constitute a family of architectures
used for sequence modeling. Originating from signal processing, these models can be
seen as a combination of RNNs and CNNs (Gu & Daol 2023). Although they potentially
offer considerable benefits, a number of issues have been identified with SSMs (Gu et al.,
2022b), preventing them from becoming the leading architecture for language modeling.
However, recent breakthroughs (Gu et al., 2022bf [Fu et al., [2023; [Smith et al., [2023; |Gu
& Daol [2023)) have enabled deep SSMs to be increasingly competitive against Transform-
ers (Vaswani et al) 2017). In addition to SSMs, numerous other architectures that do
not rely on the quadratic attention mechanism have been proposed (Zhai et al., [2021};
Poli et al.l 2023} Sun et al., [2023; [Peng et al., [2023a)).

Mamba. Mamba (Gu & Dao|, 2023) is a recently introduced SSM-based model
that achieves remarkable, Transformer-like performance. By employing a work-efficient
parallel scan, Mamba mitigates the impact of the sequential nature of recurrence, while
fusing GPU operations removes the requirement to materialize the expanded state. In-
termediate states required for backpropagation are not saved but recomputed during the
backward pass, thereby reducing memory requirements. The advantages of Mamba over
the attention mechanism are especially prominent during inference, as not only is the
computational complexity reduced, but memory usage is also independent of context
length. Figure [6.5) shows the inner structure of a Mamba layer in Section [6.5, which
explores integrating MoE directly into the Mamba layer.

Mamba Combined with MoE. Subsequent to the publication of MoE-Mamba,
Anthony et al.| (2024)) presented an architecture similar to MoE-Mamba, demonstrating
the potential of connecting Mamba with MoE on downstream tasks, which validates our
findings. In contrast to their work, we run extensive ablations on the model architecture,
number of experts, and other design choices. We also explore the potential of integrating
Conditional Computation into the Mamba block. Later, |Lieber et al.| (2024) introduced
a heterogeneous architecture scaled to 52B parameters, interleaving Mixture of Experts,
feed-forward, Mamba, and attention layers.

6.3 MoE-Mamba

In this section, we present the architectural details of our model, MoE-Mamba, while
Sections and explore its variants and related approaches.

While the design of a single Mamba block is complex, the overall architecture is quite
simple: it consists of multiple Mamba blocks stacked one after another, with each layer’s
output being added to the residual stream (see Figure . This design is extremely
similar to the Transformer architecture, with both feed-forward and attention blocks
replaced by Mamba (see comparison in Figure . Mamba also uses the same design for
both embedding and unembedding layers. By design, Mamba lacks positional embedding
added to token embedding, which is present in traditional Transformers. However, in
modern Transformers, relative positional embeddings such as RoPE (Su et al., 2021) are
integrated into the attention block itself.

In MoE-Mamba, we interleave Mamba layers with MoE layers (see Figure , uti-
lizing the design of MoE introduced in Switch Transformer [Fedus et al.| (2022]).
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This way, MoE-Mamba separates unconditional processing of every token by the
Mamba layer—which can efficiently integrate the whole sequence context into an internal
representation—and conditional processing by an MoE layer that can apply the most
relevant expert (and thus the subset of parameters) for each token. The idea of interleaving
conditional and unconditional processing is used in some MoE-based models, typically by
alternating vanilla and MoE feed-forward layers (Lepikhin et al., 2020; Fedus et al., 2022).
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Figure 6.1: Diagrams of the architectures. From the left: Transformer,
Transformer-MoE, Mamba, MoE-Mamba.

6.4 Experiments

In this section, we provide empirical validation of our hypothesis that interleaving Mamba
with MoE can improve the performance of a model. We compare MoE-Mamba to three
baselines: Mamba, Transformer, and Transformer-MoE. All models in our experiments

are decoder-only.

2
model

parameters, whereas a feed-forward layer contains 8d?}nodel parameters. A single Mamba
layer contains slightly over 6d2 ;. parameters (Gu & Daol 2023).

In the standard Transformer architecture, a single attention layer contains 4d

To compare MoE-Mamba to Transformer and Mamba baselines, we scale down the
size of each expert in our model (setting dexpert = 3dmodel). This way, we keep both
the number of blocks and the number of active parameters per token roughly the same
across all models of similar size. Active parameters denote those used to calculate the
output for a given token (e.g., typically, only one expert in each MoE layer is active).
In this chapter, we report the number of active parameters (excluding embedding and
unembedding layers) and not the number of floating-point operations (FLOPs), following
Zhou et al.| (2022). Both numbers will be roughly proportional (Kaplan et al.l 2020),
but the number of FLOPs is harder to calculate and less relevant for hardware-aware
architectures like Mamba with its optimizations, especially during inference.

For all models and their variants, we report the number of trainable, non-embedding
parameters, i.e., we exclude the parameters in the input (embedding) and output (unem-
bedding) layers. This convention is proposed by Kaplan et al.| (2020), who note that using
just non-embedding parameters gives their scaling laws a clearer form. The relatively
low importance of the number of embedding parameters for the final performance has
been noted by Lan et al.| (2020]).
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6.4.1 Training Setup

Due to computational constraints, we perform most of our experiments on smaller, Closng
models and validate our findings on [Jyggy models.

We train the models on the C4 dataset (Raffel et al., 2020) with the standard language
modeling task of next-token prediction. We optimize and report cross-entropy loss, which
equals log perplexity per token.

All models use the GPT-2 tokenizer (Radford et al. [2019). We train the models
using PyTorch (Paszke et all [2019) and utilize FSDP (Zhao et al.; 2023)) to facilitate
a multi-GPU setup.

6.4.2 Model and Training Hyperparameters

In this chapter, as in Chapter |3 basic model hyperparameters (dpodel, dg, the number of
attention heads, the number of layers) were inspired by BERT Devlin et al.| (2018); Turc
et al.| (2019)), with the [osy models being equivalent to BERT Mepiuw, and yggy models
copying BERT g.sr configuration while increasing the number of blocks from 12 to 16.
The learning rate schedule, as well as weight decay, and gradient clipping values were set
according to community’s standard practices. We used the AdamW optimizer [Loshchilov
& Hutter| (2019). We tune the learning rate separately for all osn models and reuse it
when training their [ygon counterparts. When training Transformer-MoE gonm, we halve
the learning rate due to instabilities.

The main experiments, described in Section [6.4.3] use approximately 10B tokens for
Uosm models and around 30B tokens for [yggy models. The experiments described in
Section [6.5] use 1B tokens.

To further encourage an even distribution of tokens to experts, load-balancing loss,
as described by |Fedus et al.| (2022), with weight a = 0.01 was added to the training
objective. We use a capacity factor of 1.0 to fairly compare the number of training FLOPs
between architectures.

Hyperparameter Transformersysy; Mambagsyy  Transformer-MoEssy MoE-Mambagsyg
Total Blocks 8 16 8 8
. dinodel 512 512 512 512
Model 4 Parameters 25M 27M 545M 542M
# Active Parameters 25M 27TM 25M 26M
per Token
feed-forward dg ‘ 2048 - -
Aoerren - - 2048 1536
Mixture of Experts expert .
P Nexperts - - 32 42
Position Embedding ‘ RoPE - RoPE
Attention Nheads ‘ 8 - 8
Training Steps 150K 150K 150K 150K
Context Length 1024 1024 1024 1024
Batch Size 64 64 64 64
Max Learning Rate Se-4 le-3 Se-4 Se-4
Training LR Warmup 1% 1% 1% 1%
LR Schedule Cosine Cosine Cosine Cosine
Final LR Ratio 0.1 0.1 0.1 0.1
Weight Decay 0.1 0.1 0.1 0.1
Gradient Clipping 0.5 0.5 0.5 0.5

Table 6.1: Hyperparameters for Uosyy models.
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Hyperparameter Mambaj;gopv  Transformer-MoE oo  MoE-Mamba oo
Total Blocks 32 16 16
dmodel 768 768 768
Model 4 Parameters 121M 2454M 2439M
# Active Parameters 121M 114M 117M
per Token
. ) dexpert - 3072 2304
Mixture of Experts Nexperts ) 39 49
Position Embedding - RoPE -
Attention Nheads - 12 -
Training Steps 30K 30K 30K
Context Length 1024 1024 1024
Batch Size 1024 1024 1024
Max Learning Rate le-3 2.5e-4 Se-4
Training LR Warmup 1% 1% 1%
LR Schedule Cosine Cosine Cosine
Final LR Ratio 0.1 0.1 0.1
Weight Decay 0.1 0.1 0.1
Gradient Clipping 0.5 0.5 0.5

Table 6.2: Hyperparameters for [yggn models.

6.4.3 Comparing Architectures

Table [6.3] compares the training results of MoE-Mamba and baselines; see also Figure [6.2]
for log perplexity curves. MoE-Mamba shows a remarkable improvement over the vanilla
Mamba model across both model sizes. Notably, MoE-Mambajggy performed on par
with the vanilla Mambajgom with a 2.35x speedup in terms of processed tokens. For
the a5y model size, these performance gains are lower, likely due to a smaller number
of training tokens. More generally, we observe that the gains increase over the training,
oscillating around 1.6 x —1.9x for [osy models after the initial training period. Further
discussion of the speedup can be found in Section [6.6.1 We observe that MoE-Mamba
performs better than the corresponding Transformer-MoE, which supports the findings
by |Gu & Dao| (2023)) that Mamba is a competitive alternative to the Transformer.

Log Perplexity Comparison Between Architectures

—Vanilla Mamba gy
3.4 — Transformer-MoEom
—MoE-Mambaggm

w
[N

Log Perplexity
w

3 v
28 2.35x fewer training steps

0 5B 10B 15B 20B 25B 30B
Processed Tokens

Figure 6.2: Log perplexity throughout the training. From top to bottom:
Mambaqgon; Transformer-MoEjgonm; MoE-Mambaqgon.
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We use EMA-smoothed (o = 0.001) training log perplexity as the comparison metric
for both final loss and speedup measurements since it is a more fine-grained comparison
metric than test log perplexity. The test log perplexity comparison for [lggn models can
be found in Section [6.6.3

#Active Final Log Spe.edup Over
Model #Parameters Parameters Perplexity Vanilla Mamba
per Token (Training Steps)
Mambaosm 27TM 27TM 3.34 1
MoE-Mambagsy (ours) 542M 26M 3.19 1.76
Transformer-MoEasn 545M 25M 3.23 1.56
Transformersgsy 25M 25M 3.43 >1
MambalOOM 121M 121M 2.99 1
MoE-Mambajggn (ours) 2439M 117M 2.81 2.35
Transformer-MoE1gom 2454M 114M 2.88 1.79

Table 6.3: Comparison between different architectures. The [osy models were
trained on approximately 10B tokens, and the [yggn models were trained on
approximately 30B tokens. The numbers of total and active parameters are not
matched exactly between similarly-sized models due to reasons such as the MoE
models including routers and the Mamba layer not containing precisely Gdfnodel
parameters—a design choice we did not want to modify. We consider those differ-

ences to be too small to significantly affect our results.

6.4.4 Number of Experts

#Active Log Perplexity Speedup Over
Number of Experts #Parameters Parameters After Vanilla Mamba
per Token 1B Tokens (Training Steps)
N/A - Vanilla Mamba 27TM 27T™M 3.72 1
1 26M 26M 3.75 <1
4 experts 64M 26M 3.72 1.03
8 experts 114M 26M 3.70 1.10
16 experts 215M 26M 3.67 1.21
32 experts 416M 26M 3.67 1.23

Table 6.4: Log perplexity after 1B tokens for various numbers of experts. Note
that the parameter counts exclude the embedding and unembedding layers.

Table and Figure [6.3] show the training runs for different numbers of experts. The
results indicate that our approach scales favorably with the number of experts. MoE-
Mamba outperforms vanilla Mamba when Nexperts > 4. We obtain the best result with
32 experts and expect further gains with even more experts.

Interestingly, models with a small number of experts perform worse than vanilla
Mamba. This is consistent with |Gu & Dao| (2023)), reporting that Mamba interleaved
with feed-forward layers (which corresponds to an MoE layer with a single expert) is

worse than vanilla Mamba.
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Comparison of Number of Experts
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Figure 6.3: Smoothed training loss (log perplexity) for a differing number of ex-
perts for MoE-Mamba with approximately 26M active non-embedding parame-

ters. The final log perplexity improves monotonically as the number of experts

increases.

6.4.5 Optimal Ratio of Active Parameters in Mamba and MoE

The allocation of FLOPs and parameters to various components is an important design
choice in heterogeneous architectures. For example, in the Transformer, the model’s
structure has been studied extensively by Kaplan et al.| (2020)). Here, we examine the
optimal ratio of active parameters in the Mamba layer to the number of active parameters
in the MoE layer.

In this section, we investigate the optimal ratio of active parameters in the Mamba
layer to active parameters in the MoE layer while keeping the total number of parameters
fixed. Under these constraints, a given ratio determines the so-called expansion factor,
E, of the Mamba layer, the number of experts, and their sizes, as detailed in Table [6.5]
(see also Figure for Mamba design).

The results are presented in Figure We observe that increasing the number of
active Mamba parameters improves performance. However, the gains become marginal
after reaching the 3 : 3 ratio, and higher ratios are impractical due to inefficient hardware
utilization and high routing costs caused by a large number of experts. We default to
this choice in all other experiments.

Figure [6.4 may initially suggest that increasing the ratio enhances performance, and
perhaps assigning all the active parameters to Mamba would yield the best performance
(ratio “6:0”). However, it should be noted that all the investigated models contain the
same number of total parameters and active parameters per token. A hypothetical model
described above could not achieve this property. If we loosen the requirement and place
all the parameters in Mamba, the resulting model is the same as Mambaosy with the
expansion factor F = 4 and 8 instead of 16 Mamba layers. This model achieves marginally
worse final log perplexity than Mambagsy (3.73).
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Ratio Expansion Expert Number

Nact. params Nact. params Factor Size Of
Mamba MoE E (Mamba) Experts

1:5 2 2560 | 19

2:4 12 2048 | 24

3:3 2 1536 32

4:2 22 1024 | 48

5:1 31 512 96

Table 6.5: Comparison of different ratios of parameters between Mamba and MoE.
The E = 2 corresponds to MoE-Mambasggy. The total number of parameters in
all models is 542M, and the number of active parameters per token is 26M.

Loss for Different Ratios of Active Parameters
3.8

3.75
Vanilla Mamba

3.6 5:1 4:2 3:3 2:4 15

Ratio (Mamba:MoE)

Final Log Perplexity
w
g

w
(o]
(&)

Figure 6.4: Final log perplexity at different ratios of active Mamba-to-MoE active
parameters. Note that the MoE layer contains the majority of the total parame-
ters in each model.

6.5 Alternative Designs

6.5.1 Parallel MoE-Mamba

Inspired by [Wang (2021)) and |Chowdhery et al.| (2022), we experiment with an alternative
block design where the MoE feed-forward layer and the Mamba layer are placed in parallel,
rather than sequentially (see Figure . We compare this design to MoE-Mamba across
various numbers of experts (see Figure . MoE-Mamba consistently outperforms this
variant in all tested settings. The parallel MoE-Mamba matches vanilla Mamba when
Nexperts > 8, but it requires between 2 and 4 times as many experts and total parameters
to match the performance of the sequential variant.

While it may be an attractive alternative in some cases—for example, due to potentially
enabling more efficient use of hardware through different communication strategies
or fused input matrix multiplications (Chowdhery et al., |2022)—in general, the
sequential MoE-Mamba would be the recommended choice.
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Figure 6.5: Diagram of Parallel MoE-Mamba architecture (left) and Mamba block
(right). The outputs of the Gate and Conv Projections are E (expansion factor)
times larger than the input, i.e., Conv and SSM operate on vectors € RE @moder,
Vanilla Mamba assumes E = 2 (Gu & Dao, [2023). The expansion factor E de-
termines how much the input vector is scaled up by Gate and Conv Projection
and then scaled down by Output Projection, and because of that, it is also pro-
portional to the number of FLOPs and parameters in the Mamba layer.
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Figure 6.6: Final log perplexity comparison for varying numbers of experts in
sequential and parallel MoE-Mamba.

MoE-Mamba
7 of Experts Sequential Parallel
1 3.76 3.79
2 3.74 3.77
4 3.71 3.74
8 3.69 3.72
16 3.67 3.70
32 3.66 3.69

Table 6.6: Comparison of sequential and parallel MoE-Mamba—final log perplex-
ity (1B tokens).
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6.5.2 Modifying Mamba Block

Pursuing a uniform layer design, we experimented with replacing each of the three linear
projections within the Mamba block with an MokE layer; see Figure [6.5] Enumerating all
the possible placements results in 23 — 1 = 7 possible designs (we discard one combination
that would feature no MoE inside the block). We maintain a similar number of total param-
eters and FLOPs in all models by ensuring the total number of expert feed-forward layers
in a block sums up to 24 regardless of the placement, i.e., the 24 experts are split evenly be-
tween one, two or three MoE’s inside the block. Inspired by Fedus et al.| (2022)), we also per-
formed experiments in which only half of the Mamba blocks were modified to include MoE;,
but the number of experts was increased to 48 to maintain the total number of parameters.

Three of the designs (Table achieved marginally better results than vanilla Mamba,
with none outperforming MoE-Mamba. These results suggest the most promising research
directions in future work.

Model Name / MoE in Mamba
Modified Projection All Every Other
Layers Layer
Vanilla Mamba 3.72
MoE-Mamba (16 experts) 3.67
Conv Projection 3.79 3.71
Gate Projection 3.89 3.70
Output Projection 4.05 3.70
Conv + Gate Projection 3.95 3.72
Conv + Output Projection 4.17 3.76
Gate + Output Projection 4.16 3.88
Conv + Gate + Output Projection | 4.39 3.88

Table 6.7: Comparison of different variants of MoE in Mamba - final log perplex-
ity (1B tokens).

6.6 Other Results

6.6.1 Relation between Speedup and Training Time

In our experiments, we notice that generally, as training continues, the speedup of MokE-
Mamba compared to vanilla Mamba increases (see Figure [6.7). Specifically, the ratio

# processed tokens vanilla Mamba took to reach loss [
# processed tokens MoE-Mamba took to reach loss [

speedup(l) =

increases as [ decreases. The speedup in [lysy models oscillates between 1.6 and 1.9,
while the speedup in Cyggp models rises steadily.
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Figure 6.7: Speedup of different sizes of MoE-Mamba compared to their vanilla
Mamba counterparts as training progresses.

6.6.2 Discrepancy between Accuracy and Perplexity.

We observed that throughout the training of a variant of one of our smaller models,
MoE-Mambagsy with 32 instead of 42 experts as presented in Section [6.4.3] it maintains
a lower perplexity than our strongest baseline (Transformer-MoE). However, at the same
time, Transformer-MoE consistently achieves higher accuracy than MoE-Mamba. See
Figure [6.8] for comparison.
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Figure 6.8: Discrepancy between accuracy and log perplexity: MoE-Mambasosy
with 32 experts and Transformerssy. Note that MoE-Mamba with 32 experts has
fewer total parameters than the Transformer.

We hypothesize that this discrepancy hints at a potential failure mode of Mamba and
other SSMs. Due to the compression of the history into a finite hidden state, their ability
for verbatim token-copying is limited. On the other hand, the ability of the Transformer
to copy verbatim, or more formally, predict the token [B] given a prefix ...[A][B]...[4]
(where [A], [B] can be any tokens) has been mechanistically studied by Elhage et al. (2021))
and has been conjectured to be responsible for the Transformer’s remarkable in-context
learning capabilities (Olsson et al., [2022)). This hypothesis is further supported by the
gap in accuracy between models happening very early in training and diminishing later.
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Intuitively, copying tokens can be learned more quickly using the attention mechanism,
but this relative advantage diminishes with a better understanding of the language.
Similarly, Peng et al|(2023a) mentions that their attention-free model, RWKV, may
have limited performance on tasks requiring the recall of precise information over long
contexts due to a fixed-sized hidden state, a property that Mamba and other SSMs share.
However, since the perplexity of Mamba can match the perplexity of a similarly sized
Transformer, we suspect that Mamba compensates for that failure mode in other ways and
might show a relative advantage on other tasks when compared to the Transformer. In
particular, it might outperform Transformers in zero-shot tasks, in contrast to tasks allow-
ing few-shot demonstrations or requiring in-context learning. We believe that performance
in such tasks, dissimilar to copying, is more important for the future of language models.

6.6.3 Train and Test Set Performance

In the previous sections, we report the loss values obtained on the train set. Our training
procedure samples from the dataset, so even without processing more tokens than in the
C4 dataset, the same documents may be encountered multiple times. However, as we
process a fraction of the tokens in the dataset, below 20% for our longest experiments, the
difference in performance on the train set and the test set is negligible. For transparency,
we provide the results on the test set as well in Figure Their variance may be high
due to a limited number of sequences in each evaluation step. Still, in all our experiments,
their relative performance was the same in both the training and evaluation sets, but
with more stable metrics on training. Therefore, we have decided to report a much more
stable train set performance for more accurate comparisons.
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Figure 6.9: Test set loss.

6.7 Future Work and Limitations

Scaling. In this chapter, we conduct experiments on models with fewer than 1B ac-
tive parameters per token, with total parameters up to 2.4B. Since MoE has enabled
Transformers to scale to unprecedented sizes (Fedus et all 2022), we are eager to observe
the impact of scaling on MoE-Mamba approaches as well. Developing scaling laws will
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be instrumental in this endeavor. After our work, Jamba (Lieber et all 2024)—with a
heterogeneous architecture interleaving Mixture of Experts, feed-forward, Mamba, and
attention layers—showed continuous improvement when scaling to 52B total parameters.
We believe that such hybrid architectures may provide the most efficient scaling capability,
as they combine the strengths of each technique they incorporate. However, it remains
to be seen if the additional complexity of such designs pays off.

Integrating MoE into the Mamba Layer. Our experiments show that inter-
leaving the Mamba layer with a performant sparse MoE feed-forward layer results in a
promising model. However, in the dense setting, Mamba performs slightly better without
the feed-forward layer. This suggests that integrating sparse computation within the
Mamba layer itself could yield even better results while conserving a simple, homogeneous
architecture. Our experiments, detailed in Section warrant some optimism, and
we expect this line of research to remain relevant.

Exploration of Different Types of MoE in MoE-Mamba. While we base
our design on the commonly used Switch (Fedus et al. 2022)), numerous other MoE
architectures have been proposed. Not only may those designs perform better overall,
but it is possible that a different type of MoE will be optimal when combined with SSMs.
Among possible changes in this regard are Expert-Choice routers (Zhou et al., 2022)),
fully differentiable architectures (Puigcerver et all) |2023) and Chapter 4] varying the
granularity of experts (Chapter [3)), and other modifications.

Distillation. Some works, like Fedus et al.| (2022), have shown that MoE layers
can be distilled back to feed-forward layers. We expect similar results for MoE-Mamba.
Interestingly, the findings by |Gu & Dao| (2023) indicate that a Mamba module can
emulate feed-forward layers effectively. This raises the question of whether MoE can be
distilled into a vanilla Mamba module and how that can be achieved.

Synergies. We leave for future work more in-depth studies of synergies of Mamba
and MoE. We suspect that there might be efficiency gains growing with the context
length due to better hardware utilization; as for inference, Mamba alleviates computation
and memory throughput issues stemming from larger context sizes, while MoE alleviates
those same issues stemming from increasing number of parameters and knowledge stored
in the model. This synergy may allow for unprecedented scaling of language models both
in the number of parameters and length of the input/output.

Mamba and Attention Mechanism. Mamba and Transformers make different
trade-offs during data processing, resulting in different sets of strengths and weaknesses.
For example, Mamba can process very long inputs but might struggle with tasks requiring
detailed knowledge of past input (e.g., some instances of copying). It would be interesting
to explore combining these two architectures to achieve the best of both worlds.

Long Context Utilization. Mamba and other SSMs are praised for their ability
to process long context. However, the extent to which they can utilize it effectively, and
techniques for improving the utilization, have not yet been studied in depth. To that end,
some methods developed for Transformers (Shi et al., [2023b} Tworkowski et al., 2023)),
including SPLiCe in Chapter [5] might be applicable.

Other Modalities. This work explores one direction in which Mamba can be
extended. Mamba is a general architecture and is not limited to language modeling.
We expect that it will be possible to apply MoE-Mamba to other tasks like non-textual
sequence modeling presented by |Gu & Dao) (2023) and different modalities, such as vision,
with initial work presented by |Zhu et al.| (2024)).
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6.8 Conclusions

This chapter introduced the first integration of Mixture of Experts with the Mamba
architecture, termed MoE-Mamba. This novel method shares the inference benefits of
Mamba while requiring 2.35x fewer training steps to reach the same performance. We
demonstrated possible ways of combining these techniques and positively verified the
performance improvements achieved through their combination. We confirmed with
experiments on models up to 2.4B parameters and training lengths up to 30B tokens that
these improvements over Mamba are robust to changes in model size, training duration,
and number of experts.

In addition, we explored and evaluated numerous alternative designs integrating Mix-
ture of Experts within the Mamba block. Although none of these variants outperformed
MoE-Mamba, we believe these investigations can help prune ineffective research directions
and highlight promising ones. Our work opens a new research direction of combining
Mixture of Experts with State Space Models.

We believe that any future Large Language Model, regardless of the exact architecture,
must employ Conditional Computation techniques to be truly efficient.



Chapter 7

Conclusions

In this work, we have shown multiple techniques for enhancing the efficiency of Large
Language Models using Conditional Computation. In Chapter [2, we have demonstrated
the potential of Conditional Computation during inference by introducing a Sparse Feed-
Forward layer, with performance further supported by a novel Sparse QKV layer and
augmented with other techniques to form a Terraformer. In Chapter 3] we introduced an
improvement to Mixture of Experts—granularity. We also developed scaling laws, which
both took granularity into account and corrected assumptions present in previous scaling
laws for MoE. In Chapter [4] we have developed a continuous variant of the MoE layer,
improving model stability while retaining the benefits of the sparse MoE. In Chapter [5]
we have shown improvements in the long-context abilities of language models with rel-
atively short fine-tuning, using structured packing of training examples. In Chapter [6 by
integrating MoE into the recently developed Mamba architecture and achieving strong
performance, we have demonstrated that the improvements of Conditional Computation
seem independent of the Transformer architecture.

7.1 The Bitter Lesson

“The biggest lesson that can be read from 70 years of Al research is that
general methods that leverage computation are ultimately the most effective,
and by a large margin.”

— Rich Sutton, The Bitter Lesson (Sutton, 2019)

We would like, in this chapter, to discuss The Bitter Lesson, as presented by [Sutton
(2019). It is clear that the success of Deep Learning, particularly the success of Large
Language Models, can be attributed to the vast amount of computation they can leverage.
In a world with underutilized compute, simpler architectures will win. Transformer’s
greatest strength, arguably, was its efficiency on hardware accelerators, as it eliminated
the sequential processing of recurrent networks, which are inefficient on GPUs. GPT-3,
when scaled to 175B parameters (3000x larger than the original Transformer’s 65M),
had a simpler architecture, using only the decoder and completely removing the encoder.
This was also a strength, as the next-token prediction has high information density, with
each word serving as both a datapoint and a label. Language modeling could also utilize
an extremely large amount of data.
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Scaling laws, as introduced by [Kaplan et al.| (2020), can be interpreted as a quan-
tification of The Bitter Lesson. With them, we not only know which methods scale with
available compute — we know which method scales better and by exactly how much. This
was the reasoning behind our research work shown in Chapter [3]— through extrapolation,
we aimed to show what is optimal to use at a scale unavailable with our academic budget.

However, scaling laws by themselves do not capture the full picture. In many cases,
the saved FLOPs do not translate to the saved resources. And for this many different
factors play a role - the efficiency of a given operation on a given hardware accelerator,
the throughput or latency of memory access, the throughput between devices, possible
optimizations to be made. In general, more complex architectures can offer better scaling
in terms of FLOPs, but worse in terms of GPU-hours.

Future research endeavors on Large Language Models, if they want to have an impact,
have to take into account both scaling capability and efficiency of their methods on
real-world hardware. In particular, we would advocate for more research to be presented
in the form of the scaling laws, with methods being compared in terms of their scalability.
We also would advocate for better research on scaling laws themselves, especially on
deriving them more reliably, more easily, using as little resources as possible. Just as
well, work is needed on connecting scaling laws to metrics better than FLOPs in terms
of performance on real hardware.

7.2 The Future

“Prediction is very difficult, especially if it is about the future.”
— Niels Bohr

7.2.1 The Future of Conditional Computation in Language Modeling

We believe Conditional Computation is here to stay due to the efficiency it brings to
language models. While there are cases where the additional memory footprint of MoE
and similar techniques makes them infeasible, the overarching theme in recent years of
Large Language Model development has been increased scale, bottlenecked by computa-
tional requirements rather than memory ones. We expect the best LLMs of the future to
always involve some kind of Conditional Computation. Even in cases where the memory
footprint prohibits Conditional Computation, we expect small dense models to generally
be distilled from large MoE models instead of being trained from scratch.

Much research remains to be done in the field of Conditional Computation. For one, im-
proving the hardware utilization of MoE models while retaining the expressiveness of tech-
niques like fine-grained experts would be extremely useful for large-scale models. Such tech-
niques need to consider not only performance on a single device or a single node of hardware
accelerators but also communication latencies and throughput between machines. There
is also a need to prevent load imbalance between experts on out-of-distribution data, or at
least to alleviate its negative impacts during inference. Furthermore, better integration of
Conditional Computation not only into replacements of feed-forward layers but also into to-
ken mixing layers (like attention or Mamba) would be extremely useful for scaling to longer
contexts, as existing techniques have not found much use in industrial large-scale models.
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7.2.2 The Future of Large Language Models

It is clear that Large Language Models will continue to grow in size and cost. There are
too many research avenues for improving LLMs to enumerate here. Apart from important
work on Conditional Computation and scaling laws mentioned in previous sections, we
would like to highlight one in particular — data generation.

With constant scaling, the models will likely run out of data, as the amount of text
on the Internet is finite. While there are vastly more bytes of data in different modalities,
particularly video, we think that a tiny fraction (compared to text) of that data is
information useful to learn. Even if it is not, the amount of video available for training is
also limited. Therefore, we expect data generation to be important in the future, be it in
a loop of generation and self-critique by the same model or data generated by interacting
with the environment (probably virtual environment, e.g., programming). While in the
past research showed the potential for model collapse with training on the same model’s
output (Shumailov et al., [2024), later works demonstrated the model collapse can be
avoided (Gerstgrasser et al., [2024)).

7.2.3 The Future of Artificial Intelligence

As the cost of model training and inference rises, we believe that LLMs will fortunately
also grow in the value provided to the world. Based on our experience, the use of LLMs
significantly accelerates the research process by enabling much faster implementation
of experimental code, rapid data analysis and visualizations, as well as grammar and
stylistic corrections while writing research papers.

On the other hand, there is growing concern among the research community and the
public about the rising capabilities of Al models. These concerns most often cover current
or near-term dangers with the use of Al such as the spread of misinformation, increased
surveillance, military use of Al, unemployment caused by automation, the reinforcement
of biases present in training data, the potential for a single point of failure in autonomous
systems, and the complex matters of privacy and copyright, among many other issues.

Some concerns involve long-term dangers. The primary issue is the development of
Artificial General Intelligence (AGI) and the potential misalignment of AGI goals with
human values, particularly in autonomous systems. These risks could lead to monetary
losses, human casualties, and even the extinction of humanity. While the vision of an
apocalypse may seem like science fiction, many Al researchers, including leaders of the
largest Al labs, have signed the statement: “Mitigating the risk of extinction from Al
should be a global priority alongside other societal-scale risks such as pandemics and
nuclear war” (Center for Al Safety, 2023).

There are reasons for both caution and optimism. The potential catastrophic risks
of AI development are being acknowledged and addressed by major Al labs (OpenAl,
2024; |Anthropic, [2024; DeepMind, [2024). The potential upside of AGI is immense, as the
automation of all possible types of work may bring unprecedented prosperity to humanity.
We particularly look forward to autonomous scientific research, as it could accelerate the
further improvement of Al itself and bring new inventions to all areas of life, including
environmental and healthcare advancements.

Overall, we recognize the immense value of work on the safety and alignment of
Artificial Intelligence to ensure it can benefit all, as well as the work on further development
of Al efficiency and capabilities. We recommend cautious optimism about the future of Al.
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Editorial Note

This thesis was edited and corrected for grammatical and stylistic errors using LLM-based
systems. These systems also helped ensure the consistency and clarity of the text. We
verified the suggested changes before incorporating them to ensure the meaning remained
unchanged.
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Appendix A: Sparse is Enough

A.1 Finetuning Terraformer on Summarization Task

We present a few examples of the abstracts generated by the Terraformer model for scien-

tific papers in the arXiv dataset (Cohan et al., 2018). Table compares these abstracts

to the corresponding examples from Tables 1.25-27 in Section I of Zhang et al.| (2020)).
The abstracts are decoded using a greedy algorithm with temperature T = 0.5.

ArXiv

Document
(ID
#34)

consider a set of objects which should be ranked on the basis of informa-
tion about their bilateral relationships . similar problems arise , among
others , in social choice theory xcite , sports xcite , psychology xcite ,
internet search xcite , and bibliometrics xcite . we discuss a universal ver-
sion of the problem involving arbitrary preference intensities as well as
incomplete and multiple comparisons . the main contribution of this pa-
per is the presentation of an impossibility theorem : consistency requiring
that if an object is ranked at least as high as another in two independent
problems , then it is ranked as high as the other in the unified problem

, too and self - consistency a less known but intuitive property , intro-
duced in xcite , which prohibits to assign a lower rank for an object with
a better or equivalent performance than another can not be met simul-
taneously by any ranking method on the set of all problems . domain
restrictions and weakening of the properties are also investigated in order
to get some positive results . since self - consistency is an axiom diffi-
cult to debate , we can not demand consistency from a ranking method

. at the first glance , it is a somewhat surprising and controversial result
making the aggregation of ( incomplete ) preferences impossible . one
may argue that the whole concept of paired comparisons - based ranking
is flawed . however , loss of consistency may be regarded as a necessary
sacrifice for dimension reduction since the outcome should be an inher-
ently transitive ranking even from intransitive data . this interpretation
is reinforced by the connection between consistency and independence of
irrelevant matches ( which requires the relative ranking of two objects to
be independent of the outcome of ... ... ...
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Golden

assume a set of objects is given with information about their bilateral
relationships , allowing for incomplete and multiple comparisons as well
as different preference intensities . an axiomatic approach is applied for
the problem of ranking the objects . consistency requires the preservation
of relative ranking if two sets of such preferences are aggregated . self -
consistency assigns the same rank for objects with the same performance
, furthermore , an object should be ranked strictly higher if it shows an
obviously better performance than another . it is revealed that these
two properties can not be satisfied simultaneously . the impossibility
holds under various restrictions on the domain . however , a positive
result emerges if only the aggregation of ranking problems with the same
comparison structure is allowed , for example , we have two round - robin
tournaments .

Terraform

erwe discuss a universal version of the problem involving arbitrary pref-
erence intensities as well as incomplete and multiple comparisons . the
main contribution of this paper is the presentation of an impossibility
theorem : consistency requiring that if an object is ranked at least as
high as another in two independent problems , then it is ranked as high
as the other in two independent problems , too and self - consistency a
less known but intuitive property , introduced in @xcite . first , indepen-
dence of irrelevant matches ( posing a kind of independence concerning
the relative ranking of two objects ) is implied by three independent ax-
ioms , neutrality ( independence of relabelling the objects ) , symmetry (
implying a flat ranking if all comparisons are drawn ) , and consistency (
perhaps the most natural property of additivity ) . it turns out that con-
sistency and self - consistency are still enough to get this result . the size
of the problem does not solve the issue as it emerges with at least four ob-
jects . the size of the problem does not solve the issue as it emerges with
at least four objects . the size of the problem is not a trivial extension of
the aggregation of ( incomplete ) preferences .

ROUGE-

41.87
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Document
(ID
#289)

machine learning methods are used widely within high energy physics

( hep ) . one promising approach , used extensively outside of hep for
applications such as handwriting recognition , is that of support vector
machines ( svms ) , a supervised learning model used with associated
learning algorithms for multivariate analysis ( mva ) . developed origi-
nally in the 1960s , with the current standard version proposed in 1995
xcite , svis aim to classify data points using a maximal margin hyper-
plane mapped from a linear classification problem to a possibly infinite
dimensional hyperspace . however this means svms , like other mva clas-
sifiers , have a number of free parameters which need to be tuned on a
case by case basis . this motivates a number methods for ensuring the
classifier is sufficiently generalised such that when used on an unseen
dataset the performance can be accurately predicted . in this paper a
brief overview of svms is given in section [ sec : svm | , with an example
using svms shown in section [ sec : checker | . generalisation is discussed
in section | sec : gen | with an illustrative example of how this can im-
prove performance given in section | sec : check2 | . consider the problem
of linear classification with the svm where the training set , xmathO , is
linearly separable . we define a separating hyperplane given by xmathl |
where xmath2 , the weight vector , is perpendicular to the hyperplane ,
and xmath3 , the bias , determines the distance of the hyperplane from
the origin ( fig . ) . a decision function defined by xmath4 is used to pos-
itively and negatively classify xmath5 , the points in the training set .
without further constraint the ... ... ...

Golden

we review the concept of support vector machines ( svms ) and discuss
examples of their use . one of the benefits of svm algorithms , compared
with neural networks and decision trees is that they can be less suscepti-
ble to over fitting than those other algorithms are to over training . this
issue is related to the generalisation of a multivariate algorithm ( mva ) ;
a problem that has often been overlooked in particle physics . we discuss
cross validation and how this can be used to improve the generalisation
of a mva in the context of high energy physics analyses . the examples
presented use the toolkit for multivariate analysis ( tmva ) based on root
and describe our improvements to the svm functionality and new tools
introduced for cross validation within this framework .

Terraform

ersupport vector machines ( svms ) are used widely within high energy
physics ( hep ) for applications such as handwriting recognition . the svm
algorithm is a supervised learning model used with associated learning
algorithms for multivariate analysis ( mva ) . the hard margin svm is an
important svm algorithm , and the hard margin svm is an important svm
algorithm . in this paper a brief overview of svms is presented , with an
example showing similar performance to that of a bdt . however it is not
clear without further checks as to whether the mvas are sufficiently gener-
alised . hence a multistage cross - validation procedure has been outlined
, which for the same example shows better performance as well as better
agreement between the training and testing samples in the output distri-
butions .
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Document
(ID
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the pure quantum states are traditionally associated with the wave func-
tion xcite or a vector in the hilbert space xcite . the mixed quantum
states are described by the density matrix xcite or the density operator
xcite . there exist several representations of quantum states in terms of
the quasidistribution functions like the wigner function xcite and the
husimi kano function xcite . the diagonal representation of quantum
states was suggested in xcite ( see also xcite ) . it was studied and ap-
plied in xcite . in this representation , a quantum state is represented in
terms of weighted sum of coherent - state xmathO projectors . the prop-
erties of all the quantum - state representations considered are associated
with the properties of the density operator which is hermitian , trace -
class nonnegative operator . this means , in particular , that all the eigen-
values of the density operators must be nonnegative . in the quantum
domain , the multipartite systems have a specific property connected with
strong correlations of the quantum subsystems . this property provides
the entanglement phenomenon xcite . in the diagonal representation of
the density states , the weight function xmathl is an analog of the proba-
bility - distribution function in the phase space . for some class of states
, this function is identical to the probability - distribution function like
in classical statistical mechanics . in xcite , the tomographic - probability
representation of quantum states , where the quantum state is associated
with the so - called symplectic tomogram , was introduced . the tomo-
gram is a fair probability distribution containing the same information on
quantum state that the density operator does ( or such its characteristics
as the wigner or husimi kano functions ) . the aim of this work ... ... ...

Golden

the quasidistributions corresponding to the diagonal representation of
quantum states are discussed within the framework of operator - symbol
construction . the tomographic - probability distribution describing the
quantum state in the probability representation of quantum mechanics is
reviewed . the connection of the diagonal and probability representations
is discussed . the superposition rule is considered in terms of the density -
operator symbols . the separability and entanglement properties of multi-
partite quantum systems are formulated as the properties of the density -
operator symbols of the system states .

Terraform

eithe diagonal and probability representations of quantum states are re-
viewed . the superposition rule is formulated in both the diagonal and
probability representations . the problem of separability and entangle-
ment is formulated in both the diagonal and probability representations
. the problem of separability and entanglement is formulated in both the
diagonal and probability representations . the problem of separability and
entanglement is formulated in both the diagonal and probability repre-
sentations . the separability and entanglement properties of composed
system in the tomographic and diagonal representations are analyzed .

ROUGE-
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Document
(ID
#32)

deep neural networks ( dnns ) have been receiving ubiquitous success in
wide applications , ranging from computer vision xcite , to speech recog-
nition xcite , natural language processing xcite , and domain adaptation
xcite . as the sizes of data mount up , people usually have to increase the
number of parameters in dnns so as to absorb the vast volume of supervi-
sion . high performance computing techniques are investigated to speed
up dnn training , concerning optimization algorithms , parallel synchro-
nisations on clusters w / o gpus , and stochastic binarization / ternariza-
tion , etc xcite . on the other hand the memory and energy consumption
is usually , if not always , constrained in industrial applications xcite . for
instance , for commercial search engines ( e.g. , google and baidu ) and
recommendation systems ( e.g. , netflix and youtube ) , the ratio between
the increased model size and the improved performance should be consid-
ered given limited online resources . compressing the model size becomes
more important for applications on mobile and embedded devices xcite

. having dnns running on mobile apps owns many great features such as
better privacy , less network bandwidth and real time processing . how-
ever , the energy consumption of battery - constrained mobile devices is
usually dominated by memory access , which would be greatly saved if

a dnn model can fit in on - chip storage rather than dram storage ( c.f .
xcite for details ) . a recent trend of studies are thus motivated to focus
on compressing the size of dnns while mostly keeping their predictive per-
formance xcite . with different intuitions , there are mainly two types of
dnn compression methods , which could be used in conjunction for better
parameter savings . the ... ... ...

Golden

as the complexity of deep neural networks ( dnns ) trend to grow to ab-
sorb the increasing sizes of data , memory and energy consumption has
been receiving more and more attentions for industrial applications , es-
pecially on mobile devices . this paper presents a novel structure based
on functional hashing to compress dnns , namely funhashnn . for each
entry in a deep net , funhashnn uses multiple low - cost hash functions to
fetch values in the compression space , and then employs a small recon-
struction network to recover that entry . the reconstruction network is
plugged into the whole network and trained jointly . funhashnn includes
the recently proposed hashednets xcite as a degenerated case , and ben-
efits from larger value capacity and less reconstruction loss . we further
discuss extensions with dual space hashing and multi - hops . on several
benchmark datasets , funhashnn demonstrates high compression ratios
with little loss on prediction accuracy .
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Terraformerthis paper presents a novel approach to relieve the hash collision effect
through a sparse feature space . specifically , we use multiple hash func-
tions to map per virtual entry into multiple values in compression space
. then an additional network plays in a _ mapping function _ role from
these hashednets to the virtual entry before hashing , which can be also
regarded as 2047 reconstructing ” the virtual entry from its multiple
hashed values . plugged into and jointly trained within the original net-
work , the reconstruction network is of a comparably ignorable size , i.e.
, at low memory cost . this functional hashing structure includes hashed-
nets as a degenerated special case , and facilitates less value collisions and
better value reconstruction . experiments on several datasets demonstrate
promisingly larger reduction of model sizes and/or less loss on prediction
accuracy , compared with hashednets .

ROUGE- | 16.11
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Document| stripped supernovae ( sne ) and long - duration gamma - ray bursts ( long
(ID grbs ) are nature s most powerful explosions from massive stars . they
#248) energize and enrich the interstellar medium , and , like beacons , they are

visible over large cosmological distances . however , the mass and metal-
licity range of their progenitors is not known , nor the detailed physics
of the explosion ( see reviews by xcite and xcite ) . stripped - envelope
sne (i.e, sne of types iib , ib , and ic , e.g. , xcite ) are core - collapse
events whose massive progenitors have been stripped of progressively
larger amounts of their outermost h and he envelopes ( fig . [ figl | ) . in
particular , broad - lined sne ic ( sne ic - bl ) are sne ic whose line widths
approach 20,000xmath030,000 xmathl around maximum light ( see below
) and whose optical spectra show no trace of h and he . for the last 15
years , the exciting connection between long grbs and sne ic - bl , the only
type of sne observed accompanying long grbs ( for reviews , see xcite ) ,
and the existence of many more sne ic - bl without grbs raises the ques-
tion of what distinguishes sn - grb progenitors from those of ordinary sne
ic - bl without grbs . viewing angle effects are probably not the reason
why those sne ic - bl did not show an accompanied grbs xcite and based
the same radio upper - limits , only xmath2 1% of sne ib / ¢ appear to be
accompanied by grbs xcite . one promising line of attack is to investigate
what sets apart sne ib ... ... ...
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while the connection between long gamma - ray bursts ( grbs ) and type
ib / ¢ supernovae ( sne ib / ¢ ) from stripped stars has been well - estab-
lished , one key outstanding question is what conditions and factors lead
to each kind of explosion in massive stripped stars . one promising line
of attack is to investigate what sets apart sne ib / ¢ * with * grbs from
those * without * grbs . here , i briefly present two observational studies
that probe the sn properties and the environmental metallicities of sne ib
/ ¢ ( specifically broad - lined sne ic ) with and without grbs . i present
an analysis of expansion velocities based on published spectra and on the
homogeneous spectroscopic cfa data set of over 70 sne of types iib , ib |
ic and ic - bl , which triples the world supply of well - observed stripped
sne . moreover , i demonstrate that a meta - analysis of the three pub-
lished sn ib / ¢ metallicity data sets , when including only values at the
sn positions to probe natal oxygen abundances , indicates at very high
significance that indeed sne ic erupt

Terraform

erthe discovery of stripped supernovae ( sne ) and long - duration gamma
- ray bursts ( grbs ) , and the discovery of long - duration gamma - ray
bursts ( grbs ) , has raised the question of what distinguishes sne ic - bl
from those of ordinary sne ic - bl without grbs . here i present a meta -
analysis of published metallicities at the explosion site of stripped super-
novae with and without grbs , and a meta - analysis of published metallic-
ities at the explosion site of sne ib / ¢ with and without grbs . the results
of our analysis are compared with those of sne ic - bl without grbs , and
with those of sne ic - bl without grbs . the results of our study are com-
pared with those of sne ic - bl without grbs , and with sne ic - bl with
grbs .

ROUGE-
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Document
(ID
#270)

the alice experiment is dedicated to the study of the properties of qcd
matter created in nucleus - nucleus collisions at lhc energies xcite . the
inner tracking system in the alice apparatus is made of position sensitive
detectors which have to handle several thousands tracks per unit of ra-
pidity . the two innermost layers at 3.9 xmath10 and 7.6 xmath10 radii

, respectively , constitute the silicon pixel detector ( spd ) . the spatial
precision and hit efficiency of the spd are key parameters since they deter-
mine the alice capability of detecting particles with open heavy - flavour
xcite . + the basic detector unit of the alice spd is the ladder , a two -
dimensional silicon matrix of pxmathlln reverse biased diodes of dimen-
sions 50 x 425 xmath12 | flip - chip bonded to five read - out chips . each
diode is connected to a cell of the front - end read - out asic via a pb -
sn solder bump of 25 xmath13 diameter . the detector contains nearly
10xmath14 active cells in total . the read - out is binary . to reduce the
material budget , the sensor thickness is limited to 200 xmath13 and the
read - out chip wafers are thinned down to 150 xmath13 . further details
can be found in xcite . + early prototypes of the alice spd elements , in
the form of single - chip assemblies , were tested in high energy proton

/ pion beams at the cern sps in 2002 and 2003 . these assemblies were
made with sensors of 200 xmath13 and 300 xmath13 thicknesses , while
the read - out chips ( unthinned ) were 725 xmath13 thick . those beam
tests were primarily aimed at evaluating the performance of ... ... ...

Golden

the two innermost layers of the alice inner tracking system are instru-
mented with silicon pixel detectors . single chip assembly prototypes
of the alice pixels have been tested in high energy particle beams at
the cern sps . detection efficiency and spatial precision have been
studied as a function of the threshold and the track incidence angle

. the experimental method , data analysis and main results are pre-
sented . d. elia@xmathO , g. anelli@xmathl , f. antinori@xmath2

, a. badal@xmath3 | g.e . bruno@xmath4 ; m. burns@xmathl ,

i.a . cali@xmath5 , m. campbell@xmathl , m. caselle@xmath4 |, s.
ceresa@xmathl | p. chochula@xmathl , m. cinausero@xmath6 , j. con-
rad@xmathl , r. dima@xmath2 , d. fabris@xmath2 , r.a . fini@xmath4
, e. floretto@xmath6 , s. kapusta@xmathl , a. kluge@xmathl ,

m. krivda@xmath7 ; v. lenti@xmath4 , f. librizzi@xmath3 , m. lu-
nardon@xmath2 , v. manzariQxmath4 , m. morel@xmathl , s.
moretto@xmath2 , p. nilsson@xmathl , f. osmic@xmathl , g.s .
pappalardo@xmath3 | v. paticchio@xmath4 , a. pepato@xmath?2

, g. prete@xmath6 | a. pulvirenti@xmath3 , p. riedler@xmathl1 ,

f. riggi@xmath3 , l. sndor@xmath?7 , r. santoro@xmath4 , f. scar-
lassara@xmath2 ;| g. segato@xmath2 | f. soramel@xmath8 , g. ste-
fanini@xmathl , c. torcato de matos@xmathl , r. turrisi@xmath2 , 1.
vannucci@xmath6 , g. viesti@xmath2 , t. virgili@xmath9 spatial precision
, efficieny | silicon pixel detector , alice , lhe 29.40.gx , 29.40.wk
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Terraformerthe performance of prototype assemblies for the alice silicon pixel detector
have been extensively studied by using beam test data collected in the
past years at the cern sps . the cluster pattern distribution , the intrinsic
spatial precision and the detection efficiency have been investigated as

a function of both the detector threshold and the incident angle of the
tracks . the results show a very high detection efficiency ( above 99% )
in a wide threshold range and a spatial precision of about 10 @xmath(
in the short pixel side coordinate for normal track incidence and 210 dac
threshold . the detector performance with angled tracks has also been
investigated .

ROUGE- | 23.10
LSent

Table A.1: Abstracts generated by the Terraformer model on a set of examples of
scientific papers from ArXiv. Note that the corresponding abstracts and scores for
the Pegasus model are in Tables 1.25-27 in section I of Zhang et al.| (2020)).
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Appendix B: SPLiCe

B.1 Short Context Evaluation of 270M Models

In Table we assess the short context performance of 270M models from Section [5.5
and compare them against their starting checkpoint.

[htbp]
T Dataset Method arXiv Code Code &
e atase | Haskell Python CUDA All | arXiv
STARTING CHKPT | 10.80 | 1340  6.00 500 7.17| 7.40
SPLICE BM25 10.64 13.28 6.00 5.00 7.16 7.38
Wikipedia SPLICE coxr 10.60 13.24 5.99 4.99 7.14 7.36
BASELINE 10.59 13.20 5.99 5.00 7.12 7.34
SPLICE Bm2s 9.28 12.94 5.91 4.89 7.05 7.19
Stackexchange SPLICE coxr 9.26 12.88 5.89 4.88  7.04 7.18
BASELINE 9.24 13.00 5.91 4.90 7.07 7.21
SPLiICE Bum25 10.76 12.10 5.55 3.78 6.24 6.52
C SPLICE conr 10.76 12.06 5.53 3.76 6.21 6.50
BASELINE 10.73 11.96 5.49 3.68 6.16 6.44
SPLICE Rero 10.78 12.10 5.56 3.79 6.24 6.52
SPLICE BMm25 10.86 12.74 5.73 4.67 6.72 6.98
Cu SPLICE conr 10.89 12.72 5.72 4.65 6.70 6.96
BASELINE 10.83 12.73 5.70 4.65 6.69 6.95
SPLICE Rero 10.91 12.77 5.74 4.68 6.72 6.98
SPLICE Bm2s 10.75 12.33 4.12 4.44 6.38 6.65
Pvth SPLICE conr 10.76 12.28 4.09 4.43 6.36 6.64
yrhon BASELINE 10.72 | 12.19 398 440 633 | 6.61
SPLICE Rero 10.78 12.33 4.12 4.45 6.38 6.66

Table B.1: 2K context perplexity evaluation of models from Section

B.2 Detailed Accuracy Improvements

The performance of in-context learning heavily depends on the choice of in-context
examples. To explore this in greater detail, we analyze the following random variable:

A(C) = ACCSPLICE(C) - ACCBASELINE(C),

where ACCgprice(c) and ACCpaseuine(c) represent the accuracies of the model trained
with SPLICE and BASELINE, respectively, on a random selection of in-context examples

111
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c. Below, we present the histograms of d(c). In Table and Table we report the
mean A and 95% confidence intervals as A [confidence intervall.

Figure [B.I] provides additional details about accuracy improvements on TREC when
considering different numbers of in-context examples.
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Figure B.1: Histograms of accuracy improvement of SPLICE sm2s over BASELINE
on the TREC question classification task. The results are obtained by comparing
the accuracy on the test set of TREC of the 3B FoT model trained with SPLICE
to the model trained with the default data preparation method (BASELINE)
across 50 sets of in-context examples. Each set of in-context examples consists
of elements randomly sampled (without replacement) from the training subset of
TREC. Note that the model trained with SPLICE is almost always better than
the BASELINE.

B.3 Detailed Results

In this section, we extend the results presented in Section [5.5

Tables [B.2] and [B.3] show the results of training a 270M parameter model for a 32K
context on a 50/50 mixture of RedPajama data (organized in a standard way) and code
data organized using a specified method. Table contains detailed results from training
on C# and Python. Table[B.3|contains results on C averaged across three different subsets
of C. Both tables show that SPLICE outperforms the BASELINE by a significant margin.

The main advantage of SPLICE um2s/SPLICE coxr over the SPLICE revo approach is its
applicability to non-structured data. Table [B.4] shows the detailed results of applying the
SPLICE on non-code data. Note that training on non-code data allows us to improve
the model’s perplexity on the arXiv dataset compared to the model trained on code.

Tables [B.5] and consider models trained with YaRN (Peng et al., 2023b), CodeL-
lama (Roziére et al., [2023)), and Naive (no adjustment to RoPE) context extension
methods. Table [B-7]shows that a simple artificial extension of example length via random
concatenation of documents (C source files) does not help.
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Figure B.2: Histograms of accuracy improvement of SPLICE su2;s over BASELINE
on DBPedia. We sample 40 sets of in-context examples and evaluate a random
500-element subset of the DBPedia test set for each set of in-context examples.
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Altered Train Data: C#

Eval/Method  SPLICEBv2s  SPLICEcoxe BASELINE  SPLICE Rrero
ArXiv 5.52 5.53 5.65 5.53
C 2.39 2.40 2.50 2.40
C++ 2.60 2.61 2.74 2.62
CUDA 2.46 2.48 2.65 2.49
CH 1.82 1.82 1.90 1.82
Common Lisp 3.41 3.44 3.72 3.42
Dart 2.14 2.16 2.31 2.16
Emacs Lisp 8.41 8.46 8.85 8.41
Erlang 2.80 2.80 2.95 2.81
Fortran 3.68 3.71 4.05 3.72
Go 1.94 1.95 2.06 1.96
Groovy 3.01 3.03 3.25 3.04
Haskell 3.33 3.35 3.58 3.35
Java 2.09 2.10 2.22 2.10
Pascal 3.61 3.62 3.80 3.60
Python 2.90 2.91 3.07 2.91
Mean 3.26 3.27 3.46 3.27
Altered Train Data: Python
Eval/Method  SPLICEsm2s  SPLICEconr BASELINE  SPLICE kero
ArXiv 5.47 5.49 5.57 5.48
C 2.38 2.39 2.45 2.39
C++ 2.61 2.63 2.71 2.63
CUDA 2.41 2.43 2.56 2.44
C# 1.98 1.99 2.06 2.00
Common Lisp 3.23 3.28 3.47 3.27
Dart 2.15 2.17 2.27 2.17
Emacs Lisp 7.94 7.98 8.28 7.93
Erlang 2.70 2.71 2.82 2.71
Fortran 3.42 3.46 3.72 3.46
Go 1.95 1.96 2.03 1.96
Groovy 2.97 2.99 3.13 2.99
Haskell 3.25 3.28 3.46 3.27
Java 2.12 2.12 2.20 2.13
Pascal 3.57 3.58 3.73 3.58
Python 2.53 2.53 2.62 2.54
Mean 3.17 3.19 3.32 3.18

Table B.2: Perplexity results comparing different ways of organizing the same data.
All runs started from the same 270M model with 2048 context and were trained for
32K context on a 50/50 mixture of RedPajama (organized in a standard way) and code
organized in the mentioned ways. For details about training, please refer to Section
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Altered Train Data: C

Eval/Method SPLICE Bum25 SPLICE conr BASELINE SPLICE rero

ArXiv 5.463 4+ 0.002 5.477 4+ 0.005 5.550 4+ 0.002 5.474 4+ 0.007
C 2.126 + 0.020 2.134 + 0.020 2.173 £+ 0.023 2.135 + 0.020
C++ 2.396 + 0.004 2.403 4+ 0.002 2.467 + 0.001 2.403 4+ 0.006
CUDA 2.219 £ 0.002 2.235 4+ 0.005 2.330 & 0.009 2.239 4 0.004
CH 1.939 £ 0.000 1.948 + 0.001 2.016 # 0.004 1.949 £ 0.002
Common Lisp 2.994 £+ 0.072 3.042 + 0.091 3.195 4+ 0.078 3.043 £ 0.102
Dart 2.141 + 0.002 2.155 4+ 0.004 2.268 £ 0.009 2.156 £ 0.002
Emacs Lisp 7.857 £ 0.017 7.851 + 0.020 8.098 + 0.027 7.840 + 0.019
Erlang 2.665 £+ 0.002 2.680 &+ 0.003 2.769 &+ 0.007 2.676 & 0.003
Fortran 3.306 + 0.010 3.335 & 0.010 3.554 + 0.010 3.333 &+ 0.012
Go 1.910 £ 0.001 1.924 £ 0.007 1.999 £ 0.002 1.924 £ 0.006
Groovy 3.009 £+ 0.001 3.026 4+ 0.006 3.147 4+ 0.013 3.025 4 0.007
Haskell 3.198 £ 0.001 3.221 4+ 0.001 3.371 &+ 0.008 3.220 & 0.008
Java 2.075 + 0.002 2.086 4+ 0.001 2.161 4+ 0.006 2.085 4+ 0.005
Pascal 3.492 + 0.026 3.496 + 0.019 3.622 + 0.021 3.513 &+ 0.014
Python 2.810 £ 0.002 2.824 4+ 0.001 2.931 4+ 0.008 2.827 + 0.006
Mean 3.100 £+ 0.004 3.115 & 0.006 3.228 + 0.005 3.115 & 0.009

Table B.3: To assess the statistical significance of our results, we prepare three subsets
of C' and train the models on a 50/50 mixture of RedPajama data (organized in the

standard way) and C data organized using one of the methods. Note that the standard

deviation is much lower than the perplexity improvements from using SPLICE.
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Altered Train Data: StackExchange
Eval/Method  SPLICEBw2s SPLICEconr BASELINE

ArXiv 5.07 5.09 5.14
C 2.68 2.69 2.70
C++ 3.02 3.04 3.06
CUDA 2.89 2.93 2.94
C# 2.27 2.28 2.29
Common Lisp 4.02 4.06 4.08
Dart 2.58 2.60 2.61
Emacs Lisp 9.55 9.67 9.69
Erlang 3.13 3.16 3.18
Fortran 4.28 4.34 4.38
Go 2.24 2.25 2.27
Groovy 3.62 3.66 3.68
Haskell 3.88 3.91 3.94
Java 2.43 2.45 2.45
Pascal 4.08 4.11 4.14
Python 3.32 3.35 3.36
Mean 3.69 3.73 3.74

Altered Train Data: Wikipedia
Eval/Method  SPLICEpm2s  SPLICEcovr BASELINE

ArXiv 5.64 5.65 5.73
C 2.65 2.67 2.71
CH++ 2.98 3.01 3.07
CUDA 2.87 2.92 3.00
C# 2.22 2.24 2.29
Common Lisp 3.87 3.96 4.08
Dart 2.51 2.55 2.61
Emacs Lisp 9.38 9.45 9.63
Erlang 3.13 3.16 3.23
Fortran 4.23 4.32 4.49
Go 2.18 2.21 2.26
Groovy 3.49 3.55 3.67
Haskell 3.82 3.87 3.97
Java 2.39 241 2.46
Pascal 4.32 4.23 4.40
Python 3.26 3.30 3.37
Mean 3.68 3.72 3.81

Table B.4: Perplexity results comparing different methods of organizing the same data.
All runs started from the same 270M model with a 2048 context and were trained for a
32K context on a 50/50 mixture of RedPajama (organized in a standard manner) and
other data organized using one of the methods. For details about training, please refer to
Section Note that the model trained with SPLICE on StackExchange outperforms
the one trained on code on the arXiv evaluation, showing the benefits of SPLICE’s appli-
cability to non-code data.
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Altered Train Data: C#
Context 16K: CodeLlama,
Eval/Method  SPLICEsm2s  BASELINE  SPLICE kero

ArXiv 5.74 5.76 5.74
C 2.66 2.70 2.66
Ct+ 2.79 2.83 2.79
CUDA 2.53 2.58 2.54
C+# 1.91 1.93 1.91
Common Lisp 3.78 3.85 3.79
Dart 2.28 2.33 2.28
Emacs Lisp 8.29 8.41 8.30
Erlang 3.57 3.64 3.58
Fortran 3.93 4.01 3.95
Go 1.99 2.03 2.00
Groovy 2.95 3.01 2.96
Haskell 4.28 4.37 4.28
Java 2.31 2.35 2.31
Pascal 3.67 3.72 3.67
Python 3.22 3.27 3.22
Mean 3.49 3.55 3.50

Context 16K: YaRN
Eval/MethOd SPLICEBM2s BASELINE SPLICE Rero

ArXiv 5.77 5.79 5.77
C 2.68 2.72 2.68
C++ 2.81 2.85 2.81
CUDA 2.55 2.61 2.56
C+# 1.92 1.94 1.92
Common Lisp 3.83 3.92 3.84
Dart 2.30 2.36 2.30
Emacs Lisp 8.37 8.52 8.38
Erlang 3.60 3.67 3.61
Fortran 3.97 4.06 3.99
Go 2.00 2.04 2.01
Groovy 2.98 3.03 2.98
Haskell 4.32 4.42 4.32
Java 2.33 2.37 2.33
Pascal 3.69 3.75 3.69
Python 3.24 3.29 3.24
Mean 3.52 3.58 3.53

Table B.5: Perplexity results comparing different ways of organizing the same data
for non-FoT models. All runs started from the same 270M model with a 2048 context
and were trained for a 16K context on a 50/50 mixture of RedPajama (organized in a
standard way) and C# code organized in one of three ways.
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Altered Train Data: C#

Context 16K: Naive

Eval/Method  SPLICEsm2s  BASELINE  SPLICE kero
ArXiv 6.25 6.33 6.25
C 2.88 2.96 2.89
Ct++ 3.04 3.13 3.05
CUDA 2.84 2.96 2.85
C# 2.04 2.08 2.04
Common Lisp 4.40 4.56 4.39
Dart 2.50 2.60 2.51
Emacs Lisp 9.25 9.46 9.25
Erlang 3.98 4.10 4.00
Fortran 4.56 4.79 4.59
Go 2.14 2.21 2.16
Groovy 3.27 3.39 3.28
Haskell 4.84 5.03 4.87
Java 2.52 2.60 2.53
Pascal 4.05 4.20 4.10
Python 3.55 3.66 3.56
Mean 3.88 4.00 3.89

Table B.6: Perplexity results comparing different ways of organizing the same data for
non-FoT models. All runs started from the same 270M model with 2048 context and
were trained for 16K context on a 50/50 mixture of RedPajama with a Naive context
extension method.
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Altered Train Data: C
Eval/Method  SPLICEswzs BASELINE DOMRND

ArXiv 5.46 5.55 5.55
C 2.13 2.17 2.18
C++ 2.40 2.47 2.47
CUDA 2.22 2.33 2.33
C# 1.94 2.02 2.02
Common Lisp 2.99 3.20 3.18
Dart 2.14 2.27 2.27
Emacs Lisp 7.86 8.10 8.09
Erlang 2.67 2.77 2.77
Fortran 3.31 3.5 3.56
Go 1.91 2.00 2.00
Groovy 3.01 3.15 3.15
Haskell 3.20 3.37 3.37
Java 2.07 2.16 2.16
Pascal 3.49 3.62 3.64
Python 2.81 2.93 2.93
Mean 3.10 3.23 3.23

Table B.7: Perplexity results comparing different methods of organizing the same data.
All runs started from the same 270M model with a 2048 context and were trained for
32K context on a 50/50 mixture of RedPajama (organized in a standard way) and C
code organized in one of three ways.
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