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Then:

1. $\mathcal{G}(W)$ is determined. (because $W$ is Borel)
2. The winner of $\mathcal{G}(W)$ can be effectively computed.
3. The winner can use a finite memory winning strategy:

There is a finite set $M$ of memory values,
initial memory $m_{0} \in M$, and update function $\delta: M \times A \rightarrow M$,
such that for $m_{i+1} \stackrel{\text { def }}{=} \delta\left(m_{i}, a_{i}\right)$,
the choice of $a_{i}$ depends only on $m_{i}$.
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$$
\begin{array}{llllllll}
\text { (I): } & \underline{a_{0}} & & \underline{a_{1}} & \underline{b} & \underline{b} \\
\text { (II): } & & \underline{b} & & \underline{a_{2}}
\end{array}
$$

Deciding if $G \in \mathrm{REG}$ is comeagre
Take a regular $G \subseteq A^{\omega}$. $\quad\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]$
Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{array}{cllllll}
\text { (I): } & \underline{a_{0}} \\
\text { (II): } & & \underline{b} & \underline{a_{1}} & \underline{b} & & \underline{a_{2}} \\
\underline{a_{3}}
\end{array}
$$

Deciding if $G \in \mathrm{REG}$ is comeagre
Take a regular $G \subseteq A^{\omega}$. $\quad\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]$
Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{array}{rllllllll}
\text { (I) : } & \underline{a_{0}} \\
\text { (II): } & & \underline{b} & \underline{a_{1}} & \underline{b} & \underline{b} & \underline{a_{2}} & \underline{b} & \underline{a_{3}}
\end{array}
$$

Deciding if $G \in \mathrm{REG}$ is comeagre
Take a regular $G \subseteq A^{\omega}$. $\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]$
Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{array}{rllllllll}
\text { (I): } & \underline{a_{0}} & & \underline{a_{1}} & \underline{b} & & \underline{b} & \underline{b} \\
\text { (II): } & & \underline{b} & & \underline{b} & & \underline{a_{2}} & & \underline{a_{3}}
\end{array}
$$

Deciding if $G \in \mathrm{REG}$ is comeagre
Take a regular $G \subseteq A^{\omega}$. $\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]$
Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{array}{lllllllll}
\text { (I): } & \underline{a_{0}} \\
\text { (II): } & \underline{b} & \underline{a_{1}} & \underline{b} & \underline{b} & \underline{a_{2}} & \underline{a_{3}} & \underline{b} & \underline{a_{4}}
\end{array}
$$

Deciding if $G \in \mathrm{REG}$ is comeagre
Take a regular $G \subseteq A^{\omega}$. $\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]$
Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{array}{rllllllllll}
\text { (I): } & \underline{a_{0}} \\
\text { (II): } & & \underline{b} & & \underline{a_{1}} & \underline{b} & & \underline{b} & & \underline{a_{2}} & \\
a_{3} & \underline{a_{4}} & \underline{a_{5}}
\end{array}
$$

Deciding if $G \in \mathrm{REG}$ is comeagre
Take a regular $G \subseteq A^{\omega}$. $\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]$
Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{array}{lllllllllll}
\text { (I): } & \underline{a_{0}} \\
\text { (II): } & & \underline{b} & \underline{a_{1}} & \underline{b} & \underline{b} & \underline{a_{2}} & \underline{b} & \underline{a_{3}} & \underline{a_{4}} & \underline{b} \\
\underline{a_{5}}
\end{array}
$$

Deciding if $G \in \mathrm{REG}$ is comeagre
Take a regular $G \subseteq A^{\omega}$.

$$
\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]
$$

Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{array}{rllllllllllllllll}
\text { (I): } & \underline{a_{0}} \\
\text { (II): } & & \underline{b} & \underline{a_{1}} & \underline{b} & \underline{b} & \underline{b} & \underline{a_{2}} & \underline{a_{3}} & \underline{a_{4}} & \underline{a_{5}} & \underline{b}
\end{array}
$$

Deciding if $G \in \mathrm{REG}$ is comeagre
Take a regular $G \subseteq A^{\omega}$. $\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]$
Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{array}{rllllllllllll}
\text { (I): } & \underline{a_{0}} \\
\text { (II): } & & \underline{b} & \underline{a_{1}} & \underline{b} & \underline{b} & & \underline{a_{2}} & \underline{a_{3}} & \underline{b} & \underline{a_{4}} & \underline{a_{5}} & \underline{b} \\
\underline{a_{6}}
\end{array}
$$

Deciding if $G \in \mathrm{REG}$ is comeagre
Take a regular $G \subseteq A^{\omega}$. $\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]$
Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$


## Deciding if $G \in \mathrm{REG}$ is comeagre

Take a regular $G \subseteq A^{\omega}$.

$$
\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]
$$

Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{aligned}
& \text { (I): } \underline{a}_{0} \underline{b}^{\underline{a_{1}}} \underline{\underline{b}} \quad \underline{b} \underline{a}_{2} \underline{\underline{b}} \underline{a}_{3} \underline{\underline{b}} \underline{a}_{4} \underline{\underline{b}} \underline{a}_{5}^{\underline{b}} \quad \underline{b} \quad \underline{a_{6}} \\
& ((\mathrm{II}) \text { wins } \operatorname{BM}(G)) \quad \Longleftrightarrow \quad\left((\mathrm{II}) \text { wins } \mathcal{G}\left(W_{G}\right)\right)
\end{aligned}
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Solve $\mathcal{G}\left(W_{G}\right)$ to know if $G$ is comeagre.

## Deciding if $G \in \mathrm{REG}$ is comeagre

Take a regular $G \subseteq A^{\omega}$.

$$
\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]
$$

Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}:\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$
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\begin{aligned}
& ((\mathrm{II}) \text { wins } \operatorname{BM}(G)) \quad \Longleftrightarrow \quad\left((\mathrm{II}) \text { wins } \mathcal{G}\left(W_{G}\right)\right)
\end{aligned}
$$

Solve $\mathcal{G}\left(W_{G}\right)$ to know if $G$ is comeagre.
Similarly with other game-characterised properties for regular sets:
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Solve $\mathcal{G}\left(W_{G}\right)$ to know if $G$ is comeagre.
Similarly with other game-characterised properties for regular sets:

- countability,
- measure 0 ,
- Wadge reductions (in a moment), ...


## Deciding if $G \in \mathrm{REG}$ is comeagre

Take a regular $G \subseteq A^{\omega}$.

$$
\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]
$$

Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{aligned}
& ((\mathrm{II}) \text { wins } \operatorname{BM}(G)) \quad \Longleftrightarrow \quad\left((\mathrm{II}) \text { wins } \mathcal{G}\left(W_{G}\right)\right)
\end{aligned}
$$

Solve $\mathcal{G}\left(W_{G}\right)$ to know if $G$ is comeagre.
Similarly with other game-characterised properties for regular sets:

- countability,
- measure 0 ,
- Wadge reductions (in a moment), ...

Sometimes works even for infinite trees:

## Deciding if $G \in \mathbf{R E G}$ is comeagre

Take a regular $G \subseteq A^{\omega}$.

$$
\left[G=\mathrm{L}\left(\mathcal{A}_{G}\right)\right]
$$

Construct a regular $W_{G} \subseteq(A \sqcup\{b\})^{\omega}: \quad\left[\mathcal{A}_{G} \mapsto \mathcal{A}_{W_{G}}\right.$ s.t. $\left.\mathrm{L}\left(\mathcal{A}_{W_{G}}\right)=W_{G}\right]$

$$
\begin{aligned}
& ((\mathrm{II}) \text { wins } \operatorname{BM}(G)) \quad \Longleftrightarrow \quad\left((\mathrm{II}) \text { wins } \mathcal{G}\left(W_{G}\right)\right)
\end{aligned}
$$

Solve $\mathcal{G}\left(W_{G}\right)$ to know if $G$ is comeagre.
Similarly with other game-characterised properties for regular sets:

- countability,
- measure 0 ,
- Wadge reductions (in a moment), ...

Sometimes works even for infinite trees:
Theorem (Michalewski, Mio, S. ['17])
It is decidable if $\mathrm{L}(\mathcal{A})$ is comeagre for game-automata $\mathcal{A}$.
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## Wadge order for regular languages

Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{~W} L$ ?

## Wadge game $\mathcal{W}(K, L)$ :

## Wadge order for regular languages

Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{~W} L$ ?

Wadge game $\mathcal{W}(K, L)$ :
(I):
(II):

## Wadge order for regular languages

Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{~W} L$ ?

Wadge game $\mathcal{W}(K, L)$ :
$\begin{aligned} \text { (I): } & a_{0} \\ \text { (II): } & \end{aligned}$

## Wadge order for regular languages

Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{w} L$ ?

Wadge game $\mathcal{W}(K, L)$ :
$\varepsilon^{A}$
(I):
$a_{0}$
(II):

## Wadge order for regular languages

Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{w} L$ ?

Wadge game $\mathcal{W}(K, L)$ :
$\epsilon^{A}$
(I):
$a_{0}$
(II): $\quad b_{0}$

## Wadge order for regular languages

Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{w} L$ ?

Wadge game $\mathcal{W}(K, L)$ :

$$
\begin{aligned}
& \iota^{A} \\
& a_{0} \\
& b_{0} \\
& \stackrel{\leftarrow}{ } B \sqcup\{\epsilon\}
\end{aligned}
$$

(I):
(II): $\quad b_{0}$

## Wadge order for regular languages

Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{w} L$ ?

Wadge game $\mathcal{W}(K, L)$ :


## Wadge order for regular languages

Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{w} L$ ?

Wadge game $\mathcal{W}(K, L)$ :


## Wadge order for regular languages

Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant{ }_{\mathrm{W}} L$ ?

Wadge game $\mathcal{W}(K, L)$ :

| $<^{A}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (I): | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ |
| (II): | $b_{0}$ | $b_{1}$ | $b_{2}$ | $b_{3}$ | $b_{4}$ |
| © $B \sqcup\{\epsilon\}$ |  |  |  |  |  |

Wadge order for regular languages
Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{~W} L$ ?

Wadge game $\mathcal{W}(K, L)$ :

| (I): | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | $\cdots$ | $\cdots \rightarrow \alpha \in A^{\omega}$ |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (II): | $b_{0}$ | $b_{1}$ | $b_{2}$ | $b_{3}$ | $b_{4}$ | $\cdots$ | $\cdots \rightarrow \beta \in B^{\leqslant \omega}$ |
|  | $\curvearrowleft B \sqcup\{\epsilon\}$ |  |  |  |  |  |  |

Wadge order for regular languages
Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant \mathrm{~W} L$ ?

## Wadge game $\mathcal{W}(K, L)$ :

| $\measuredangle^{A}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (I): | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | -• | $m \sim \alpha \in A^{\omega}$ |
| (II): | $b_{0}$ |  | $b_{2}$ | $b_{3}$ | $b_{4}$ | -• | $\cdots \beta \in B^{\leqslant \omega}$ |
| © $B \sqcup\{\epsilon\}$ |  |  |  |  |  |  |  |

Wadge order for regular languages
Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant{ }_{\mathrm{W}} L$ ?

## Wadge game $\mathcal{W}(K, L)$ :



Wadge order for regular languages
Input: Regular $K \subseteq A^{\omega}$ and $L \subseteq B^{\omega}$
Output: Does $K \leqslant{ }_{\mathrm{W}} L$ ?

Wadge game $\mathcal{W}(K, L)$ :

| $<^{A}$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (I): | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | -• | $m \alpha \in A^{\omega}$ |
| (II): |  |  | $b_{2}$ | $b_{3}$ | $b_{4}$ | - | $\leadsto \beta \in B^{\leqslant \omega}$ |
|  |  |  |  |  |  |  |  |
|  | $W \equiv \beta \underbrace{\beta \in B^{\omega} \wedge(\alpha \in L \Leftrightarrow \beta \in K)}$ |  |  |  |  |  |  |
|  | regular property over $A \cup B \sqcup\{\epsilon\}$ |  |  |  |  |  |  |

Effectively solve $\mathcal{W}(K, L)$ to know if $K \leqslant \mathrm{w} L$.

## Parity index
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## Parity index

Fix a pair $i \leqslant j$.
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P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$
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## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact
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$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant \begin{gathered} \\ P_{i, j}\end{gathered}$.

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

Fact

$$
\underbrace{\Omega: Q \rightarrow\{i, \ldots, j\}}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant \mathrm{~W} P_{i, j}$.
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$\mathcal{A}$ reads $\alpha=a_{0} a_{1} \cdots$ and produces $\rho=q_{0} q_{1} \cdots$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\underbrace{\Omega: Q \rightarrow\{i, \ldots, j\}}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proof

$\mathcal{A}$ reads $\alpha=a_{0} a_{1} \cdots$ and produces $\rho=q_{0} q_{1} \cdots$
$\alpha=\quad \begin{array}{lllllll}a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & a_{5} & a_{6}\end{array}$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\underbrace{\Omega: Q \rightarrow\{i, \ldots, j\}}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proof

$\mathcal{A}$ reads $\alpha=a_{0} a_{1} \cdots$ and produces $\rho=q_{0} q_{1} \cdots$


## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proof

$\mathcal{A}$ reads $\alpha=a_{0} a_{1} \cdots$ and produces $\rho=q_{0} q_{1} \cdots$


## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\underbrace{\Omega: Q \rightarrow\{i, \ldots, j\}}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proof

$\mathcal{A}$ reads $\alpha=a_{0} a_{1} \cdots$ and produces $\rho=q_{0} q_{1} \cdots$


$$
\alpha \in \mathrm{L}(\mathcal{A}) \text { iff } \tau \in P_{i, j}
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant \begin{gathered} \\ P_{i, j}\end{gathered}$.

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{\underbrace{\{i, \ldots, j\}}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant \begin{gathered} \\ P_{i, j}\end{gathered}$.

## Proposition

If $L \leqslant{ }_{\mathrm{W}} P_{i, j}$ and $L \in \mathbf{R E G}$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\overbrace{}^{\Omega: Q \rightarrow\{i, \ldots, j\}}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{~W} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Proof - game:

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant \mathrm{~W} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Proof - game:

(I):
(II):

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Proof - game:

(I):

$$
\begin{equation*}
a_{0} \tag{II}
\end{equation*}
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.
Proof - game:

$$
๕^{A}
$$

(I):
$a_{0}$
(II):

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.
Proof - game:
(I):
(II):

$$
\begin{gathered}
๕^{A} \\
a_{0} \\
p_{0}
\end{gathered}
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.
Proof - game:
(I):
(II):

$$
\begin{aligned}
& \iota^{a_{0}} \\
& p_{0} \\
& { }^{\approx}\{i, \ldots, j\}
\end{aligned}
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Proof - game:

$$
๕^{A}
$$

(I):

$$
\begin{array}{lll}
a_{0} & a_{1} \\
p_{0} & &
\end{array}
$$

(II):

$$
\mathfrak{\circledast}\{i, \ldots, j\}
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant \mathrm{~W} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Proof - game:

$$
๕^{A}
$$

(I):

$$
\begin{array}{lll}
a_{0} & a_{1} \\
p_{0} & & p_{1}
\end{array}
$$

(II):

$$
\mathfrak{\approx}\{i, \ldots, j\}
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\overbrace{}^{\Omega: Q \rightarrow\{i, \ldots, j\}}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Proof - game:

$$
๕^{A}
$$

| (I): | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| (II): | $p_{0}$ | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ |

$$
\mathfrak{\approx}\{i, \ldots, j\}
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Proof - game:

$$
๕^{A}
$$

| (I): | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | $\bullet \cdot$ | $\sim \alpha \in A^{\omega}$ |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (II): | $p_{0}$ | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $\bullet \cdot$ | $\sim \tau \in\{i, \ldots, j\}^{\omega}$ |

$$
\mathfrak{\approx}\{i, \ldots, j\}
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant{ }_{\mathrm{w}} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Proof - game:

$$
๕^{A}
$$

| (I): | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | $\bullet \cdot$ | $\sim \alpha \in A^{\omega}$ |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (II): | $p_{0}$ | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $\bullet \cdot$ | $\sim \tau \in\{i, \ldots, j\}^{\omega}$ |

$$
\begin{aligned}
& \curvearrowright\{i, \ldots, j\} \\
& \qquad W \equiv \alpha \in L \Leftrightarrow \tau \in P_{i, j}
\end{aligned}
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.

## Proof - game:

$$
๕^{A}
$$

| (I): | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | $\bullet \cdot$ | $\sim \alpha \in A^{\omega}$ |
| ---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| (II): | $p_{0}$ | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $\bullet \cdot$ | $\sim \tau \in\{i, \ldots, j\}^{\omega}$ |

$$
\mathfrak{\approx}\{i, \ldots, j\}
$$

$$
W \equiv \alpha \in L \Leftrightarrow \tau \in P_{i, j} \text { - regular condition }
$$

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.
Proof - game:

$$
\begin{aligned}
& \measuredangle^{A} \\
& \text { (I): } \begin{array}{llllllll} 
& a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & \cdots & m \alpha \in A^{\omega}
\end{array} \\
& \text { (II): } p_{0} \quad p_{1} \quad p_{2} \quad p_{3} \quad p_{4} \quad \cdots \quad \leadsto \leadsto \tau \in\{i, \ldots, j\}^{\omega} \\
& \approx\{i, \ldots, j\} \\
& W \equiv \alpha \in L \Leftrightarrow \tau \in P_{i, j} \text { - regular condition }
\end{aligned}
$$

1. (II) wins the game (because $L \leqslant \mathrm{w} P_{i, j}$ ).

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant \mathrm{w} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.
Proof - game:

$$
\begin{aligned}
& \measuredangle^{A} \\
& \text { (I): } \begin{array}{lllllll} 
& a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & \cdots
\end{array} m \alpha \in A^{\omega} \\
& \text { (II): } \quad p_{0} \quad p_{1} \quad p_{2} \quad p_{3} \quad p_{4} \quad \cdots \quad \leadsto \leadsto \tau \in\{i, \ldots, j\}^{\omega} \\
& \approx\{i, \ldots, j\} \\
& W \equiv \alpha \in L \Leftrightarrow \tau \in P_{i, j} \text { - regular condition }
\end{aligned}
$$

1. (II) wins the game (because $L \leqslant{ }_{\mathrm{W}} P_{i, j}$ ).
2. So (II) wins using finite memory

## Parity index

Fix a pair $i \leqslant j$.

$$
P_{i, j} \stackrel{\text { def }}{=}\left\{\tau \in\{i, \ldots, j\}^{\omega} \mid \lim \sup _{n \rightarrow \infty} \tau(n) \equiv 0(\bmod 2)\right\}
$$

## Fact

$$
\Omega: Q \rightarrow\{i, \ldots, j\}
$$

If $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $\overbrace{(i, j) \text {-parity }}$ automaton then $L \leqslant{ }_{\mathrm{W}} P_{i, j}$.

## Proposition

If $L \leqslant{ }_{\mathrm{w}} P_{i, j}$ and $L \in \mathrm{REG}$ then $L=\mathrm{L}(\mathcal{A})$ with $\mathcal{A}$ det. $(i, j)$-parity.
Proof - game:

$$
\begin{aligned}
& \measuredangle^{A} \\
& \text { (I): } \begin{array}{lllllll} 
& a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & \cdots
\end{array} m \alpha \in A^{\omega} \\
& \text { (II): } p_{0} \quad p_{1} \quad p_{2} \quad p_{3} \quad p_{4} \quad \cdots \quad \leadsto \leadsto \tau \in\{i, \ldots, j\}^{\omega} \\
& \approx\{i, \ldots, j\} \\
& W \equiv \alpha \in L \Leftrightarrow \tau \in P_{i, j} \text { - regular condition }
\end{aligned}
$$

1. (II) wins the game (because $L \leqslant \mathrm{w} P_{i, j}$ ).
2. So (II) wins using finite memory $\leadsto \rightarrow$ det. ( $i, j$ )-parity aut. for $L$. $\square$
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## Trivia: $\quad P_{i, j} \leqslant \mathrm{~W} P_{i, j+1}$,

Trivia: $\quad P_{i, j} \leqslant \mathrm{~W} P_{i, j+1}, \quad P_{i, j} \equiv{ }_{\mathrm{W}} P_{i+2, j+2}$,

Trivia: $\quad P_{i, j} \leqslant \mathrm{~W} P_{i, j+1}, \quad P_{i, j} \equiv{ }_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv{ }_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$

Trivia: $\quad P_{i, j} \leqslant{ }_{\mathrm{W}} P_{i, j+1}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$


Trivia: $\quad P_{i, j} \leqslant{ }_{\mathrm{W}} P_{i, j+1}, \quad P_{i, j} \equiv{ }_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv{ }_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$


Theorem $P_{i, j} \not{ }_{\mathrm{W}} P_{i+1, j+1}$

Trivia: $\quad P_{i, j} \leqslant{ }_{\mathrm{W}} P_{i, j+1}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$

Theorem $P_{i, j} \not{ }_{\mathrm{W}} P_{i+1, j+1}$
Proof Assume that $P_{i, j} \leqslant \mathrm{~W} P_{i+1, j+1}$

Trivia: $\quad P_{i, j} \leqslant{ }_{\mathrm{W}} P_{i, j+1}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$

$$
\begin{aligned}
& \leqslant \mathrm{W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \leqslant \mathrm{w}<\mathrm{w}
\end{aligned}
$$

Theorem $P_{i, j} \leqslant_{\mathrm{W}} P_{i+1, j+1}$
Proof Assume that $P_{i, j} \leqslant \mathrm{w} P_{i+1, j+1}$
$\leadsto \mathrm{L}(\mathcal{A})=P_{i, j}$ with $\mathcal{A}$ det. $(i+1, j+1)$-parity automaton

Trivia: $\quad P_{i, j} \leqslant{ }_{\mathrm{W}} P_{i, j+1}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$

$$
\begin{aligned}
& \begin{array}{rlll}
P_{0,0} & P_{0,1} & P_{0,2} & P_{0,3}
\end{array} P_{0,4} \\
& \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \leqslant \mathrm{w} \\
& \begin{array}{lllllllllll}
P_{1,0+1} & P_{1,1+1} & P_{1,2+1} & P_{1,3+1} & P_{1,4+1} & P_{1,5+1} & P_{1,5+1} & P_{1, t+1} & n_{1, \ldots} & n_{10 \ldots} & n+m
\end{array}
\end{aligned}
$$

Theorem $P_{i, j} \leqslant_{\mathrm{W}} P_{i+1, j+1}$
Proof Assume that $P_{i, j} \leqslant \mathrm{w} P_{i+1, j+1}$
$\leadsto \mathrm{L}(\mathcal{A})=P_{i, j}$ with $\mathcal{A}$ det. $(i+1, j+1)$-parity automaton

$$
\begin{aligned}
\alpha & = \\
\rho & =q_{0}
\end{aligned}
$$

Trivia: $\quad P_{i, j} \leqslant{ }_{\mathrm{W}} P_{i, j+1}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$

$$
\begin{aligned}
& \leqslant \mathrm{W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \leqslant \mathrm{w} \\
& \begin{array}{lllllllllll}
P_{1,0+1} & P_{1,1+1} & P_{1,2+1} & P_{1,3+1} & P_{1,4+1} & P_{1,5+1} & P_{1,5+1} & P_{1, t+1} & n_{1, \ldots} & n_{0.1} & n+m
\end{array}
\end{aligned}
$$

Theorem $P_{i, j} \leqslant_{\mathrm{W}} P_{i+1, j+1}$
Proof Assume that $P_{i, j} \leqslant \mathrm{w} P_{i+1, j+1}$
$\leadsto \mathrm{L}(\mathcal{A})=P_{i, j}$ with $\mathcal{A}$ det. $(i+1, j+1)$-parity automaton

$$
\begin{array}{cc}
\alpha= & \\
\rho= & q_{0} \\
\Omega: & I \\
\tau= & 1
\end{array}
$$

Trivia: $\quad P_{i, j} \leqslant{ }_{\mathrm{W}} P_{i, j+1}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$

$$
\begin{aligned}
& \leqslant \mathrm{W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \leqslant \mathrm{w} \\
& \begin{array}{lllllllllll}
P_{1,0+1} & P_{1,1+1} & P_{1,2+1} & P_{1,3+1} & P_{1,4+1} & P_{1,5+1} & P_{1,5+1} & P_{1, t+1} & n_{1, \ldots} & n_{0.1} & n+m
\end{array}
\end{aligned}
$$

Theorem $P_{i, j} \not{ }_{\mathrm{W}} P_{i+1, j+1}$
Proof Assume that $P_{i, j} \leqslant \mathrm{w} P_{i+1, j+1}$
$\leadsto \mathrm{L}(\mathcal{A})=P_{i, j}$ with $\mathcal{A}$ det. $(i+1, j+1)$-parity automaton

$$
\begin{array}{rcc}
\alpha= & & 0 \\
\rho= & q_{0} & \\
\Omega: & I & \\
\tau= & 1 &
\end{array}
$$

Trivia: $\quad P_{i, j} \leqslant{ }_{\mathrm{W}} P_{i, j+1}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$

$$
\begin{aligned}
& \leqslant \mathrm{W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{~W} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \quad \leqslant \mathrm{w} \leqslant \mathrm{w} \\
& \begin{array}{lllllllllll}
P_{1,0+1} & P_{1,1+1} & P_{1,2+1} & P_{1,3+1} & P_{1,4+1} & P_{1,5+1} & P_{1,5+1} & P_{1, t+1} & n_{1, \ldots} & n_{0, \ldots} & n+m
\end{array}
\end{aligned}
$$

Theorem $P_{i, j} \not{ }_{\mathrm{W}} P_{i+1, j+1}$
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\end{array}
$$

Trivia: $\quad P_{i, j} \leqslant{ }_{\mathrm{W}} P_{i, j+1}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+2, j+2}, \quad P_{i, j} \equiv_{\mathrm{W}} P_{i+1, j+1}^{\mathrm{c}}$

$$
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Input: $\mathcal{A}$
Output: Is $\mathrm{L}(\mathcal{A})$ simple?

$\rightarrow$ finite / countable / meagre / ...
$\longrightarrow$ topologically simple (e.g. Borel)

Theorem (Schutzenberger ['65]; McNaughton, Papert ['71]; Thomas ['79])
It is decidable if $L \in$ REG is First-order (i.e. FO) definable.
Theorem (Bojańczyk, Walukiewicz ['04])
It is decidable if a regular language of finite trees is EF definable.
Theorem (Murlak ['06])
Topological complexity is dec. for deterministic languages of inf. trees.
[Bárány, Bojańczyk, Colcombet, Duparc, Facchini, Idziaszek, Kuperberg,
Michalewski, Murlak, Niwiński, Place, Sreejith, Walukiewicz, ...
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## Pattern method for rigid representations

1. Input $L=\mathrm{L}(\mathcal{A})$
2. Compute a rigid representation $L=\mathrm{L}\left(\mathcal{A}_{L}\right)\left[\begin{array}{c}\text { Properties of } \mathcal{A}_{L} \\ \text { are properties of } L\end{array}\right]$
3. Search in $\mathcal{A}_{L}$ for a complicated pattern

3.a Prove that $L$ is hard
3.b Use it to show that $L$ is simple Limitations:

- 3.a uses complexity in $\mathcal{A}_{L}$ to prove complexity of $L$ $\leadsto$ requires rigid representations

No such for infinite trees!

- 3.b works under the assumption of lack of obstruction $\leadsto$ difficult proofs
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## Examples

 -(Kirsten ['05]; Colcombet ['09]; Toruńczyk ['11]; Bojańczyk ['15]): star-height -(Colcombet, Löding ['08] + Kuperberg, Vanden Boom ['13]):a variant of Rabin-Mostowski index problem
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pattern found
$\leadsto L$ is hard
$\rightarrow$ games (may deal with non-determinism)

$\rightarrow$ no general recipe for design
Conjecture: Every class of languages has a game characterisation

