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## Summary

$\rightarrow$ characterising properties of sets
$\rightarrow$ games in general + determinacy
$\rightarrow$ effectiveness for regular winning conditions
$\rightarrow$ pattern method (rigid representatons: determinism / algebra)
pattern missing
$\leadsto L$ is simple

pattern found
$\leadsto L$ is hard
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$\rightarrow$ no general recipe for design
Conjecture: Every class of languages has a game characterisation.

