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## Plan

1. Introduction to the problem
2. Reduce emptiness of min-automata to the finite section problem, via a Ramsey-type theorem
3. Solve the finite section problem using Simon's factorization theorem

## Min-automata

deterministic automata with counters transitions invoke counter operations:

$$
\begin{gathered}
c:=c+1 \\
c:=\min (d, e)
\end{gathered}
$$

acceptance condition is a boolean combination of:


Example. $L=\left\{a^{n 1} b a^{n 2} b a^{n 3} b \ldots: n_{1}, n_{2} \ldots\right.$ does not converge to $\left.\infty\right\}$ Min-automaton has one state and three counters: $c, d, z$ -when reading $a$, do $c:=c+1$
-when reading $b$, do $d:=\min (c, c) ; c:=\min (z, z)$

Acceptance condition: $\neg \liminf (c)=\infty \wedge \neg \liminf (d)=\infty$
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## Min-automata
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$$
\begin{gathered}
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\end{gathered}
$$
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& \text { ordered by } 0<1<2<\ldots<\infty<T \\
& \text { where } \mathrm{T}+x=x+\mathrm{T}=\top \\
& \mathrm{M}_{k} T-k \text { by } k \text { matrices over } T \\
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## $\omega$-power continuous

| 0 | 1 | $\top$ |
| :---: | :---: | :---: |
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$$
s^{\omega}=\lim _{n \rightarrow \infty} s^{n!}
$$
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## The reduction

Counter $c$ does not converge to $\infty$
iff exists a counter $d$ such that $\operatorname{pre}\left[c_{0}, d\right]<\infty$,
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d(0, \lim )<1 / 15
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Which limits lim are possible?

$$
(a, b)^{+}
$$

Finite section problem: given tropical matrices a b
decide whether there exists $\lim \in(a, b)^{+}$with $\lim [d, c]=\infty$.
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## Simon's Factorization Theorem

 for semigroups with stabilizationsemigroup with stabilization

- $s^{\#}=\left(s^{n}\right)^{\#} \quad$ for $n=1,2,3, \ldots$
- $(s t)^{\#} s=s(t s)^{\#}$
- $s^{\#} s^{\#}=s^{\#}$
- $\frac{e^{\#} e=e^{\#} \quad \text { if e is idempotent }}{e=e^{\#} \quad}$


## Simon's Factorization Theorem

 for semigroups with stabilization
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Theorem. For any finite stabilization semigroup $S$ and word $w \in S^{+}$there exists a factorization tree over $w$ of height $\leq 9|S|^{2}$.
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## $\left(\mathrm{M}_{k} T, \cdot,{ }^{\omega}\right)$

Example (infinite)
$N+1, N+2, \ldots \rightarrow N$
$\alpha_{N}$

Example (finite)
$\left(\mathrm{M}_{k} T_{N}, \cdot \cdot{ }^{\#}\right)$

## More examples

## of semigroups with stabilization

Example (infinite) $\left(\mathrm{M}_{k} T, \cdot,{ }^{\omega}\right)$
$N+1, N+2, \ldots \rightarrow N$
Example (finite)
$\left(\mathrm{M}_{k} T_{N}, \cdot{ }^{\prime}{ }^{\#}\right)$

$$
\begin{gathered}
y: \begin{array}{ccc}
0 & 1 & \mathrm{~T} \\
\mathrm{~T} & \mathrm{~T} & 1 \\
1 & \mathrm{~T} & 1
\end{array} \\
y^{\omega}: \begin{array}{|lll}
0 & 1 & 2 \\
2 & 3 & 4 \\
1 & 2 & 3
\end{array}
\end{gathered}
$$

$$
\alpha_{3}(y): \left.\begin{array}{ccc}
0 & 1 & T \\
\mathrm{~T} & \mathrm{~T} & 1 \\
1 & \mathrm{~T} & 1
\end{array} \right\rvert\,
$$

$$
\alpha_{3}(y)^{\#}=\alpha_{3}\left(y^{\omega}\right): \begin{array}{lll}
0 & 1 & 2 \\
2 & 3 & 3 \\
1 & 2 & 3
\end{array}
$$
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with stabilization
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\text { consider } \alpha_{N}: \mathrm{M}_{k} T \rightarrow \mathrm{M}_{k} T_{N} \quad \begin{gathered}
\text { ever wort has } \\
\text { fact. forest of high }
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$$

## Theorem. Let a , b be matrices over the (min,+)-semiring.

Then

$$
\begin{gathered}
\alpha_{N}\left(\overline{\left.(a, b)^{+}\right)}=\alpha_{N}\left((a, b)^{+, \omega}\right)\right. \\
x,|x|<N \quad \subseteq ? \\
\text { Let } r_{1}, r_{2}, r_{3}, \ldots \in(a, b)^{+} \\
\text {such that } x=\lim r_{n}
\end{gathered}
$$

Wog, we can assume that

$$
\text { - } r_{n}[i, j]=x[i, j]<N \quad \text { if } \quad x[i, j] \neq \infty
$$

$$
\text { - } r_{n}[i, j]>n>2^{h} \quad \text { if } \quad x[i, j]=\infty \quad \text { finite semigroup }
$$

with stabilization

$$
\text { consider } \alpha_{N}: \mathrm{M}_{k} T \rightarrow \mathrm{M}_{k} T_{N} \quad \begin{gathered}
\text { every word } h a s \\
\text { fact forest of height }
\end{gathered}
$$ fact. forest of height $b$

r $=a b b b b a b \ldots a a a b$

- agree on values $\{0,1, \ldots, N-1, T\}$
s. $\in \mathrm{M}_{k} T_{N}$ has no $N s!!!$
- if $s[i, j]=N$ then $N \leq r[i, j] \leq 2^{h}$
result of fact. forest of height $h$

$$
\alpha_{N}(x)=s \in \alpha_{N}\left((a, b)^{+, \omega}\right)
$$
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## Thank you for your attention!

