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Abstract. In this paper we present a method of data decomposition
to avoid the necessity of reasoning on data with missing attribute val-
ues. The original incomplete data is decomposed into data subsets with-
out missing values. Next, methods for classifier induction are applied to
such sets. Finally, a conflict resolving method is used to combine par-
tial answers from classifiers to obtain final classification. We provide an
empirical evaluation of the decomposition method with use of various
decomposition criteria.

1 Introduction

In recent years a great research effort has been made to develop methods inducing
classifiers for data with missing attribute values. Some approaches making possi-
ble to handle missing attribute values have been developed within the roughsets
framework [7,14]. In those approaches a modification of indiscernibility relation
is considered to handle missing attribute values. The other approach presented
in LEM1 and LEM2 methods [4,5] is to modify an algorithm that search for
covering set of decision rules. In this paper we present a method of data decom-
position to avoid the necessity of reasoning on data with missing attribute values
and without modification of the inductive learning algorithm itself.

The decomposition method was developed to meet certain assumptions. The
primary aim was to find a possibility to adapt many existing, well known classi-
fication methods that are initially not able to handle missing attribute values to
the case of incomplete data. The secondary aim was to cope with the problem
of incomplete information systems without making an additional assumption
on independent random distribution of missing values and without using data
imputation methods [3,4]. Many real world applications have showed that ap-
pearance of missing values is governed by very complicated dependencies and
the application of arbitrary method for data imputation can increase error rate
of the classifier.

The decomposition method tries to avoid the necessity of reasoning on data
with missing attribute values. The original incomplete data is decomposed into
data subsets without missing values. Next, methods for classifier induction are
applied to such sets. Finally, a conflict resolving method is used to combine



partial answers from classifiers to obtain final classification. In this paper we are
focused on the selecting the efficient decomposition criteria for classification. We
provide an empirical evaluation of the decomposition method in comparison to
the Quinlan’s C4.5 method [11,12].

2 Preliminaries

In searching for concept approximation we are considering a special type of
information systems — decision tables A = (U, AU {d}), where d : U — Vj is a
decision attribute. In a presence of missing data we may consider the attributes
a; € A as a functions a; : U — V;*, where V;* = V; U {x} and * ¢ V;. The special
symbol “x” denotes absence of regular attribute value and if a;(z) = * we say
that a; is not defined on . We can interpret a; : U — V;* as a partial function
in contrast to a; : U — Vj; interpreted as a total function.

In such tables we can search for patterns of regularities in order to discover
knowledge hidden in data. We would like to focus here on searching for regu-
larities that are based on the presence of missing attribute values. A standard
tool for describing a data regularities are templates [9,10]. The concept of tem-
plate require some modification to be applicable to the problem of incomplete
information table decomposition.

Definition 1. Let A = (U, AU{d}) be a decision table and let a; € V; be a total
descriptor. An object u € U satisfies a total descriptor a; € V;, if the value of
the attribute a; € A for this object u is not missing in A, otherwise the object u
does not satisfy total descriptor.

Definition 2. Let A = (U, AU{d}) be a decision table. Any conjunction of total
descriptors (ag, € Vi,) A ... A (ak, € Vi, ) is called o total template. An object
u € U satisfies total template (ar, € Vi, )A...A(ak, € Vi, ) if values of attributes
Qky,---,ak, € A for the object u are not missing in A.

Total templates are used to discover regular areas in data that contain no
missing values. Once we have a total template, we can identify it with a subtable
of original data table. Such a subtable consists of attributes that are elements
of total template and contains all objects that satisfy this template. With such
a unique assignment of total templates and complete subtables of original data
we can think of the data decomposition as a set of total templates.

3 Method description

The decomposition method consist of two phases. In the first step the data
decomposition is done. In the second step classifiers are induced and combined
with a help of a conflict resolving method.

In the data decomposition phase original decision table with missing at-
tribute values is partitioned to a number of decision subtables with complete
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Fig. 1. The incomplete data is decomposed into complete subtables. Then, a conflict
resolving method is applied.
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object descriptions. Such a data decomposition should be done in accordance
to regularities in real-world interest domain. We expect that the decomposition
could reveal patterns of missing attribute values with a similar meaning for inves-
tigated real-world problem. Ideally the complete subtables that are result of the
decomposition should correspond to natural subproblems of the whole problem
domain.

The considered decomposition itself becomes the problem of covering data
table with templates, as investigated in [9,10]. A standard approach to cover
data table with templates is to iteratively generate the best template for objects
that remains uncovered. The algorithm starts from the full set of objects. Than
the (sub)optimal template is generated according to chosen criterion. In our
experiments we used a dedicated, effective genetic algorithm to generate a sub-
optimal template. All objects that satisfy the generated template are removed
and the process is continued until the set of uncovered objects becomes empty.
The set of templates generated by this algorithm covers all objects from original
decision table. We can treat covering set of total templates as the result of
decomposition.

Subsets of original decision table must meet some requirements in order to
achieve good quality of inductive reasoning as well as to be applicable in case of
methods that cannot deal with missing attribute values. We expect the decision
subtables corresponding to templates are exhaustively covering the input table.
They should contain no missing attribute values. It is obvious that the quality
of inductive reasoning depends on a particular partition and some partitions
are better than others. We should construct the template evaluation criteria for
templates defining decision subtables relevant to the approximated concept.

Once we have data decomposed into complete decision subtables we should
merge partial classifiers to one global classifier. This is the second step of the
decomposition method. Answer of classifiers induced from decision subtables
are combined by a conflict resolving method. In presented experiments a Quin-



lan’s C4.5 method was used to induce classifiers from the decision subtables.
This method was chosen to be able to compare missing attribute values han-
dling built in C4.5 with the decomposition method that does not relay on any
other missing attribute values handling. The empirical evaluation provided by
Grzymata-Busse in [4] and by Quinlan in [11] suggest that C4.5 has very effective
mechanism for missing attribute values handling. The initial experiments showed
that application of voting conflict resolving for the decomposition method is not
enough to achieve good results. Partially this is a consequence of possible positive
region [6,13] reduction in subtables of original data. Objects that are covered
by small number of total templates and contain many missing values were of-
ten incorrectly classified. In experiments we use an inductive learning method
to resolve conflicts. The expressiveness of regular classifier makes it possible to
combine partial answers induced from inconsistent decision subtables in much
more sophisticated way. To be consequent also here the C4.5 method was used
for conflict resolving.
Briefly we can summarize the decomposition method as follows:

1. Create a temporary set T of objects being a copy of the original decision
table and repeat 2-3 until the temporary set T is empty;

2. Generate the best total template according to chosen criterion;

3. Remove objects from the temporary set T that are covered by generated
template;

4. Create complete decision subtables that correspond to generated set of tem-
plates;

5. Induce classifiers over complete decision subtables;

6. Induce, from answers of the classifiers based on subtables, the top classifier
used as a conflict resolving method.

4 Decomposition criteria

Common approach to measure adequateness of a template for decomposition of
a particular data set is to define a function g which describes overall quality of
the investigated template. Then, the best template is understood as a template
with the best value of such a quality function [10]. To achieve good results we
should select quality function ¢ very carefully and in accordance to nature of the
optimized problem.

A standard approach to measure template quality is to define a quality func-
tion using width and height of a template [9,10]. The template height is the
number of objects that satisfy a template and the template width is the number
of attributes that are elements of a template. To obtain a quality function ¢ of a
template we have to combine width and height to get one value. A usual formula
that combines these two factors is

g=w-h. (1)
We can also add a simple mechanism to control the importance of each factor

g=w"-h, (2)



where a > 0. If we apply o > 1 the importance of the width, thus importance
of the size of available object description, increases and the number of necessary
templates to cover original decision table is higher. The empirical results showed,
however, that a does not have significant impact on overall classification quality.

The quality function based only on width and height is not always enough
to classify objects better than the C4.5 method with native missing attribute
values handling. The empirical evaluation demonstrated that in data exist many
templates with similar width and height, but with different potential for the
data decomposition.

We can estimate the template quality by measuring homogeneous degree of
indiscernibility classes [10]. Such a measure corresponds to the quality of the clas-
sification by prime implicants [6]. We measure the homogeneous degree within
the indiscernibility classes

Efil maz.cv,card({y € [z!inp : d(y) = c})

G = v : 3)

where K is the number of indiscernibility classes [z'];nD,- -, [#%]inp. We can
easily incorporate the G factor into the quality function

g=w-h-G% (4)

where a controls influence of the G factor to the whole quality value.

The second measure is similar to the wrapper approach in the feature selection
[1]. Instead estimating the template quality we can use the predictive accuracy of
the data subset. The classifier itself is executed on decision subtable determined
by the total template and the number of correct answers is counted.

number of correct answers

P= 5
number of objects (5)

Also this factor can be easily incorporated into the quality function
g=w-h-P*. (6)

The predictive accuracy turned out to be applicable to the template evalua-
tion even without width and height i.e.

qg=P. (7)

5 Empirical Evaluation

There were carried out some experiments in order to evaluate the decomposition
method with various template evaluation functions. A genetic algorithm was
used for generation of the best template with respect to the selected decompo-
sition criterion. Results were obtained from the average of classification quality
from 100 times repeated five-fold Cross-Validation (CV5) evaluation. This test-
ing method was introduced to assure preciseness in measuring the classification



Table 1. Comparison of the decomposition method that use various template evalua-
tion criteria with the C4.5 method.

| || C4.5 w-h w-h-G|w-h-G¥| w-h-P|w: h P® P

att (|52.55 +0.12(54.94 +0.14|59.48 +0.13|59.28 +0.12|55.77 +0.13|61.94 +0.09|63.33 +0.09
ban ||62.14 +0.25(65.82 +0.15(65.57 +0.16|65.34 4+0.17|68.51 +0.15|74.91 +0.14|76.30 +0.15
cmc2|[45.72 £0.10{44.92 40.11|42.23 40.10(42.37 40.10{47.28 +0.09|51.33 +0.09|51.41 +0.10
dna2 (|86.84 +0.06|80.73 +0.09|80.48 +0.07(80.43 +0.08(86.20 +0.08|88.39 +0.08|89.07 +0.06
hab2||71.54 4+0.14|68.07 +0.15|74.40 +0.16|74.45 +0.1569.14 40.13|74.67 +0.10|75.98 +0.10
hep ||80.12 +0.22|75.88 +0.27|77.14 +0.25|77.94 +0.25|79.53 +0.16(|85.29 +0.16|86.59 +0.15
hin |[70.47 £0.09(69.96 +0.09(66.54 +0.10(68.63 +0.12|70.16 +0.10|71.10 +0.08|70.53 +0.10
hyp ([95.82 £0.01{96.72 £0.02({95.23 £0.01(95.23 +£0.02|96.76 +£0.01/96.81 +0.01|97.09 +o0.01
pid2 ||60.81 +0.12|61.98 +0.13|61.73 +0.12(62.14 +0.10{62.19 +0.13|67.11 +0.09|68.29 +0.08
smo2|((60.75 +0.07|56.14 +0.07|69.52 +0.11{69.53 40.1557.92 40.10({68.95 40.03{69.66 +0.02
> -11.6% +5.56% +8.58% +6.7% +53.74% | +61.49%

quality as well as the number of generated templates. The C4.5 method was used
as a classifier and tests were performed with different decomposition approaches
as well as without using decomposition method at all. The WEKA software sys-
tem [2], which contains re-implementation of Quinlan’s C4.5 Release 8 algorithm
in Java, was utilized in experiments. Data sets from StatLib [8] were used for
evaluation of the decomposition method. Data sets contain missing values in the
range from 14.1% to 89.4% of all values in data.

Table 1 presents the results of the decomposition method. In the first column
there are the results of the C4.5 method. In the following columns the results
of the decomposition method are presented with various template quality func-
tion described in the header of each column. The big numbers represents the
average accuracy of a classification method while the small numbers represents
the standard deviation of results. The sum at the bottom row corresponds to a
difference of the classification accuracy in comparison to the C4.5 method.

The decomposition method performs better than the C4.5 method, especially
when the predictive quality is included in the template quality function. We
should consider that evaluation of the predictive quality is very time-consuming,
even in spite of partial result caching and other optimizations. The homogeneous
degree is much more easier to compute, however, the results not always overcome
the C4.5 method.

Table 2 presents the average number of generated templates with its standard
deviation. The number of templates corresponds to the number of subclassifiers
being result of the data decomposition. As we can see there are no strong general
correlation between the number of templates and classifier accuracy. For some
data sets the better classification is related to the increase of the number of
templates while for the other data sets better accuracy is achieved without any
increase of the number of templates.



Table 2. Comparison of the number of subtables (templates) used in the decomposition
method.

| [ wh [whG[whGJwhPlwhP]|] P
att (|3.96 40.02| 4.18 40.02 | 9.23 +0.05 |3.97 +0.03| 3.88 +0.03 | 4.97 +0.07
ban ||8.92 +0.24| 7.20 +0.05 | 5.67 +0.05 (8.18 40.05|10.62 +0.08(23.10 +0.18
cmc2(|2.00 £0.00| 4.97 +0.01 | 5.93 +0.02 |2.15 +0.02| 4.11 +0.04 | 5.25 40.05
dna2|{1.06 +0.01| 1.01 +0.01 | 1.01 +0.00 |2.54 +0.02| 3.55 +0.04 | 7.08 +0.04
hab2(|3.65 +0.02| 5.00 +0.00 | 4.73 +0.02 |3.67 +0.02| 3.08 +0.03 | 2.33 +0.04
hep ||4.02 +0.03| 3.89 +0.02 | 3.61 +0.03 |4.15 +0.02| 5.50 40.05 | 8.77 £0.10
hin (|3.83 +0.03({13.72 £0.06|21.66 40.08|4.91 +0.04| 8.77 40.07 |13.22 +0.11
hyp ||2.00 +0.00{ 5.95 +0.01 | 5.82 +0.02 |2.02 +0.01| 2.14 +0.02 | 7.53 +0.08
pid2 ||2.98 40.01| 2.99 +0.01 | 2.00 +0.00 {2.98 +0.01| 3.26 £0.03 | 4.81 +0.05

smo2|(2.00 +0.00| 2.20 +0.02 | 1.59 40.03 |1.26 40.02| 1.26 40.02 | 2.06 +0.04

6 Conclusions

The decomposition method turned out to be an efficient tool for adapting existing
methods to deal with missing attribute values in decision tables. It can be applied
to various algorithms for classifier induction to enrich them with capabilities
of incomplete information systems processing. The time-consuming predictive
quality evaluation can be replaced now with easier to compute measures of the
template quality. The further research will focus on application of rule-based
inductive learning with uniform conflict resolving method at the subtables and
the whole system level. We believe that decomposition done in accordance to the
natural structure of analyzed data can result in classifier close to the common
sense reasoning.
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