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Problem
Let a = 0 be a vector in R".

o Find the maximal and minimal value of [B] N a

|

o Find the maximal and minimal value of | Proj,. (B})|
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Projections of Bj': if |a| = 1 then the contribution from the face
with normal vector ¢ € {—1,1}" is proportional to | (¢, a) |.

Piotr Nayar Sections and projections of £ balls



Projections of Bj': if |a| = 1 then the contribution from the face
with normal vector ¢ € {—1,1}" is proportional to | (¢, a) |.

Proj, (Bl =G S llea)| = G E|S a

ee{-1,1}" i=1
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In general the following formula due to Barthe and Naor is true

P
~|t7=1

n
2
|Proj, (BY)| = Gon E|>_aiXi|,  Xi~cplt|rre
i=1

under |a| = 1.
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In general the following formula due to Barthe and Naor is true

n
D aiXi
i=1

P
e_|t|pTI

2
| Proj,.(BD)| = Con E . X~ gt

under |a| = 1.

Therefore we want to find best constants in the following Ly — Lj
Khinchine type inequality:

o\ 1/ o\ 1/2

2
Anp | E <E < B, |E

n
> X
i=1

n
E a;i X;
i—1

n
E aiX;
i—1
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In general the following formula due to Barthe and Naor is true

n
D aiXi
i=1

2—p £
—1 e_|t|ﬁ

\ProjaL(Bg)]: Cp,nE , X,'NCp’t‘Pi

under |a| = 1.

Therefore we want to find best constants in the following Ly — Lj
Khinchine type inequality:

o\ 1/ o\ 1/2

2
Anp | E <E < B, |E

n
> X
i=1

n n
Z a;i X; E aiX;
i—1 i—1

We clearly have B, 1 = 1 and thus maximal projections of Bj are
given by Hj.
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History of the problem for projections:
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History of the problem for projections:

@ 1930: Littlewood asks about the case p =1
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History of the problem for projections:

@ 1930: Littlewood asks about the case p =1

@ 1976: Szarek proves that H, gives the minimizer for p =1
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History of the problem for projections:

@ 1930: Littlewood asks about the case p =1

@ 1976: Szarek proves that H, gives the minimizer for p =1
@ 2002: Barthe and Naor show that

o Hj is the maximizer for p € (1,2)

e Hj is the minimizer for p > 2

e H, is the maximizer for p > 2

o |Projy,(By)| > | Projy, (By)| for nlarge and p € (%,2)
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History of the problem for projections:

@ 1930: Littlewood asks about the case p =1

@ 1976: Szarek proves that H, gives the minimizer for p =1
@ 2002: Barthe and Naor show that

o Hj is the maximizer for p € (1,2)

e Hj is the minimizer for p > 2

e H, is the maximizer for p > 2

o |Projy,(By)| > | Projy, (By)| for nlarge and p € (3.2)

@ 2022: Eskenazis, N., Tkocz show that H, gives the minimizer
for p € (1,14 1071?)
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History of the problem for sections:
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History of the problem for sections:

e 1972/1979: Hadwiger and Hensley show that H; gives
minimizer for p = oo
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History of the problem for sections:

e 1972/1979: Hadwiger and Hensley show that H; gives
minimizer for p = oo

e 1986: Ball proves that Hy gives the maximizer for p = co
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History of the problem for sections:

e 1972/1979: Hadwiger and Hensley show that H; gives
minimizer for p = oo
e 1986: Ball proves that Hy gives the maximizer for p = co

e 1988: Meyer and Pajor show that
e Hy is the maximizer for p € (1,2)

e Hj is the minimizer for p > 2
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History of the problem for sections:

e 1972/1979: Hadwiger and Hensley show that H; gives
minimizer for p = oo

e 1986: Ball proves that Hy gives the maximizer for p = co
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e 1998: Koldobsky shows that H, is the minimizer for p € (1,2)
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History of the problem for sections:

e 1972/1979: Hadwiger and Hensley show that H; gives
minimizer for p = oo

1986: Ball proves that Hy gives the maximizer for p = co

1988: Meyer and Pajor show that
e Hy is the maximizer for p € (1,2)

e Hj is the minimizer for p > 2

e 1998: Koldobsky shows that H, is the minimizer for p € (1,2)

2003: Oleszkiewicz shows that for large n and p € (2,26) one
has |BJ N Hy-| > |BR N Hy|

Piotr Nayar Sections and projections of £ balls



History of the problem for sections:

e 1972/1979: Hadwiger and Hensley show that H; gives
minimizer for p = oo

e 1986: Ball proves that Hy gives the maximizer for p = co

e 1988: Meyer and Pajor show that
e Hy is the maximizer for p € (1,2)

e Hj is the minimizer for p > 2
e 1998: Koldobsky shows that H, is the minimizer for p € (1,2)

@ 2003: Oleszkiewicz shows that for large n and p € (2,26) one
has |BJ N Hy-| > |BR N Hy|

@ 2022: Eskenazis, N., Tkocz show that H, gives the maximizer
for p > 1015
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Idea of Kalton and Koldobsky

Piotr Nayar Sections and projections of £ balls



Idea of Kalton and Koldobsky
Dirac delta approximation: if V' ~ f then

. 1—g _ . 1—g _
f(0) = lim ~—— If(s)ds = lim ———E[V|79.
(0) Jim = /\S! (s)ds Jim = VI
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Idea of Kalton and Koldobsky

Dirac delta approximation: if V' ~ f then
. 1—gq —q . 1—gq _
(0 = tim *57 [1s/7of(s)ds = lim = 7BV
If |K| =1 and X ~ Unif(K) then

(X,a) ~ fa(s) = |K N (a* + sa)].
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Idea of Kalton and Koldobsky

Dirac delta approximation: if V' ~ f then

. 1—gq _ . 1—gq _
F(0) = lim ~— 7 If(s)ds = lim ~TE|V|9.
©) = fim =57 [Is-r(s)as = tim *TE|V]

If |K| =1 and X ~ Unif(K) then
(X, a) ~ fo(s) = |K N (at + sa)|.
Thus we get

1—
KNat|=£(0) = lim =B (X,a)[ .
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Idea of Kalton and Koldobsky

Dirac delta approximation: if V' ~ f then

. 1—gq _ . 1—gq _
£0) = | af = lim —E|V| 9.
(0) Jim =5 / |s|~9f(s)ds Jim = V|

If |K| =1 and X ~ Unif(K) then
(X, a) ~ fo(s) = |K N (at + sa)|.
Thus we get

1—
KNat|=£(0) = lim =B (X,a)[ .

Goal: get rid of the limit!
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Schechtman & Zinn, Rachev & Riichendorf: if Yi,...,Y, are
i.i.d. with densities c,e™It” and S = (320, \Y,-|p)1/p then

Y
5 and S are independent Y=(M,...,Yn)

Moreover, if U ~ Unif([0,1]), then

Y
§U1/” ~ Unif(B]) = X

Piotr Nayar Sections and projections of £ balls



Schechtman & Zinn, Rachev & Riichendorf: if Yi,...,Y, are
i.i.d. with densities c,e™It” and S = (320, \Y,-|p)1/p then

Y
5 and S are independent Y=(M,...,Yn)

Moreover, if U ~ Unif([0,1]), then

Y
—<UY" ~ Unif(Bf) = X

S
Therefore
_ _q _ _g ES—9
Bl (X,a) " =EU %E| (Y/S,2) | =BU} - 2 E|(¥/5,3) |7
EU» - -
= ES,quW,aH 7= cpqnEl(Y,a) 9
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We have

Bynat|= lim cqn(l—q)E[(Y,a)|
g—1
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We have

Bynat|= lim cqn(l—q)E[(Y,a)|
g—1

If p € (1,2) then Y; are Gaussian mixtures, Y; ~ R;G;. Thus

n n 1/2
Za;Y,-N <Za,2R,-2> Gr.
i=1 i=1
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We have

Bynat|= lim cqn(l—q)E[(Y,a)|
g—1

If p € (1,2) then Y; are Gaussian mixtures, Y; ~ R;G;. Thus

n n 1/2
Za;Y,-N <Za,2R,-2> Gr.
i=1 i=1

We get

_9
2

n
2 p2
E a; R

1By N at| = lim cpqn(l— q)E|G|9E
q—1- P

N=

H; — maximum

— ..
H, — minimum

= 2Cp,l,ngb(o) E

n
> aR?
i=1
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What about p > 2?7 We can always write Y; ~ R;U;, where
U; ~ Unif([-1,1]) and R; ~ c,xPe™". Thus

Zn: a,-R,-U,-
i=1

-q
1By N at|= lim cpqn(l—q)E
q—1-
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What about p > 2?7 We can always write Y; ~ R;U;, where
U; ~ Unif([-1,1]) and R; ~ c,xPe™". Thus

Zn: a,-R,-U,-
i=1

-q
1By N at|= lim cpqn(l—q)E
q—1-

Archimedes-Konig-Kwapien formula

(1- q)E’ ix;U,-‘q = E’ ixigi
i=1 i=1

—q

, & ~ Unif(5?)

Piotr Nayar Sections and projections of £ balls



What about p > 2?7 We can always write Y; ~ R;U;, where
U; ~ Unif([-1,1]) and R; ~ c,xPe™". Thus

Zn: a,-R,-U,-
i=1

-q
1By N at|= lim cpqn(l—q)E
q—1-

Archimedes-Konig-Kwapien formula

(1- q)E’ ix;U,-‘q = E’ ixigi
i=1 i=1

Since (§,0) ~ U; and Eg| (v,0) |79 = 1qu|v]*‘7 for v € R3, we
get

1 n
HE‘ iz_;xifi

—q

, & ~ Unif(5?)

= meas](3ox0)]| =5
i=1 i=1
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We can now evaluate the limit and get the formula

|BTN at 1 n
An,p(a) = ‘F)Bgifﬂ =T (1 + p) E ZaiRigi
i=1

-1

where
& ~ Unif(S?) and Ri ~ cpxPe™".

Case p = o is due to Konig and Koldobsky.
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We can now evaluate the limit and get the formula

nA oL n -1
Anp(a) = “T;;f” =T (1 + i) E iz;a,-R,-g;
where
& ~ Unif(S?) and Ri ~ cpxPe™".
Case p = o is due to Konig and Koldobsky.
Proof of Hadwiger-Hensley:
Broatl N~ (s %
W =E ;aifi =K ,-Jz_:l ajaj <§ia§j>
n E n -3
> Z ajajE (&, &) = (Z a?) =1.
ij=1 i=1
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Maximizers for p > 10%°

Theorem (Chasapis, N., Tkocz, 2022)

For a unit vector a one has
-1
<V2-—k5 ‘a —

n

> aigi

i=1

€1+ e

- %

‘ k=610
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Maximizers for p > 1

Theorem (Chasapis, N., Tkocz, 2022)

For a unit vector a one has

n -1
er + e _5
E g a;&; <V2—kKla— k=610
P o= ‘ V2 ‘
B"nat 11
Goal: App = I“gg_al‘l <22 7. Know: Aj o < ﬂ—n)a—%’.
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Maximizers for p > 1

Theorem (Chasapis, N., Tkocz, 2022)

For a unit vector a one has

n -1
er + e _5
EE:a-- <V2-—kla— k=6-10
P o= ‘ V2 ‘
B"nat 11
Goal: App = I“gg_al‘l <2277, Know: A, < ﬂ—n)a—%’.

Busemann theorem:

-1
n -1

> aigi

i=1

el |
= 1S a norm

N@):=Al =|E
@)=4, CLirna
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Maximizers for p > 1

Theorem (Chasapis, N., Tkocz, 2022)

For a unit vector a one has

n -1
er + e _5
EE:a-- <V2-—kla— k=6-10
P s = ‘ V2 ‘
B"nat 11
Goal: A, p = lll;g_al‘l <22 p. Know: Aj o < ﬁ—n)a—%’.

Busemann theorem:

n -1\ 1
N(a) = Ars = |E i&i B L
(a) , ;3 H—%,%]”ﬂal‘ is a norm
]N(a)1—N(b)1|:'N(a)_N(b)’ < N(a_b) <2‘a_b|

N(a)N(b) N(a)N(b) — lal - |b]
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. _ ea+te >@
Case 1: ‘a | 2 o

Lemma: For p > 5 we have |A,, — Ap | < %.
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. _ ate 10%
Casel.‘a 1\@ Zp'
Lemma: For p > 5 we have |A,, — Ap | < %.
Proof: We have A, o = N(a)™! and A,, = (1 + %)IEN(;),‘:\’)_1

Anp
r1+)

|aR — a|

_Anoo - '
’ |aR] - |al

< EIN(aR) ™ — N(a) | < 2E <

c
p
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. _ ate| s 10°
Case 1: ‘a | 2 o
Lemma: For p > 5 we have |A,, — Ap | < %.

Proof: We have A, o = N(a)™! and A,, = (1 + %)IEN(;),‘:\’)_1

n R —
Ai”’l — Anoo| <EIN(aR) ™ — N(a) 7} < QEu <<

r+3) [aR[a] = p
Proof:

s —= =

10° log 2 11
Anp<An,oo+i§f ZH+2<\@(1°?)>§25 ’,

where in the last line we use 1 — x < e™*.
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Case 2: ‘a— ate| L 10°
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Case 2: ‘a — %‘ < %. We will use induction based on the

formula

E|X 4+ Y7t =Emin(|X|7%|Y|™!) X, Y rotation inv. in R3
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Case 2: ‘a — %‘ < %. We will use induction based on the

formula

E|X 4+ Y7t =Emin(|X|7%|Y|™!) X, Y rotation inv. in R3

X = a1Ri&1 + ax Ro&o, Y = Z a;iRi&;
i—3
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5 . . .
Case 2: ‘a — %‘ < %. We will use induction based on the

formula

E|X 4+ Y7t =Emin(|X|7%|Y|™!) X, Y rotation inv. in R3

X = a1Ri&1 + ax Ro&o, Y = Z a;iRi&;
i—3

n -1
E|> aRi&| =EX+ Y[ =Emin(|X|"} Y[
i=1
: -1 -1 : -1 Cp
<Emin(|X|"HElY|Y) <Emin | [X|77, < G,
1—a?—a2

where the last line is a delicate 3 page argument.
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Thank youl!



