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Markov chains

Markov chains

We consider a sequence (ξn)n�1 de�ned on a probability space (Ω,F ,P)
with values in (S ,A), (S a nice space, R, or Banach separable) and
specify its �nite dimensional distributions.
We give a probability measure m : A ! [0, 1] and a kernel
P(x ,A) : S �A ! [0, 1].
For each x �xed P(x ,A) is a measure on A.
For each A �xed P(x ,A) is a measurable function.
De�ne

P(ξ0 2 A0, ξ1 2 A1, ..., ξn 2 An) =Z
A0
m(dx0)

Z
A1
P(x0, dx1)...

Z
An
P(xn�1, dxn).
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Stationary Markov chains

Stationary Markov chains

(ξn)n2Z , such that for each i 2 Z and some probability measure π on A

P(ξi 2 A1, ξi+1 2 A2, ..., ξi+n 2 An) =Z
A1

π(dx1)
Z
A2
P(x1, dx2)...

Z
An
P(xn�1, dxn).

Then π is invariant in the sense thatZ
S
P(x ,A)π(dx) = π(A).
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Additive functionals of Markov chains

Additive functionals

Consider now
f : (S ,A,π)! (R,B).

Denote by L2
0(π) the set of measurable functions on S such thatR

f 2dπ < ∞ and
R
fdπ = 0.

For a function f 2L2
0(π) let

Xi = f (ξi ), Sn =
n

∑
i=1
Xi .
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Annealed and quenched central limit theorem

Annealed CLT: (Markov chain started from π i.e. stationary)

P(Sn/
p
n � t)! 1

σ
p
2π

Z t

�∞
e�

u2

2σ2 du, for σ > 0 and to 0 if σ = 0.

We denote this convergence

Snp
n
) σN(0, 1).

Quenched CLT: Denote by Px the measure associated with the Markov
chain started from x and the same kernel. (i.e. m(A) = 1 if x 2 A, and
m(A) = 0 if x /2 A). For π�almost all x in S ,

Px (Sn/
p
n � t)! 1

σ
p
2π

Z t

�∞
e�

u2

2σ2 du for σ > 0 and to 0 if σ = 0.

We denote this convergence,

Snp
n
) σN(0, 1) under Px , π � a.s.
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Variance of partial sums

The variance of partial sums: Var Sn = E (jSn j2),
gives some information on the strength of dependence.
In some situations we have either

sup
n

Var Sn
n

� C

or

lim
n!∞

Var Sn
n

= σ2.

This convergence resembles the i.i.d. case, when we have the CLT.
Is this a su¢ cient condition for CLT in the stationary Markov case? In
general, the answer is NO.
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Motivation: CLT for reversible Markov chains

Reversible Markov chains.

De�nition: (ξi , ξi+1) is distributed as (ξi+1, ξi ) for all i .

Gordin and Lifshitz, Kipnis and Varadhan (1986):

Theorem
Assume that the Markov chain is reversible stationary and ergodic and
satis�es

sup
n

E (S2n )
n

< ∞.

Then the functional CLT holds (W (t), standard Brownian motion)

Snp
n
) σN(0, 1). Furthermore

S[nt ]p
n
) σW (t)

Identi�cation of σ2 : limn!∞
E (S 2n )
n = σ2. (W (t), standard Brownian

motion).
The validity of the quenched CLT is still an open problem.
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Double tail sigma �eld.

Denote by Fn = σ(ξk , k � n) and by F n = σ(ξk , k � n) completed with
the sets of measure 0 with respect to P.

We de�ne the two-sided tail sigma �eld by

Td = \n�1(F�n _ F n).

We say that Td is trivial if for any A 2 Td we have P(A) = 0 or 1.
This property is called regularity.
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An annealed CLT for Markov chains with trivial tail sigma
�eld

P-(2023)

Theorem
Assume

sup
n

E (S2n )
n

< ∞.

and (ξn) has trivial double tail sigma �eld Td . Then, for some c � 0, the
following limit exists

lim
n!∞

E (jSn j)p
n

=
cp
2π

� 0 ,

and
Snp
n
) N(0, c2) as n! ∞.
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A quenched CLT for Markov chains with trivial double tail
sigma �eld

Theorem
P-(2023). Assume (Xn) and (Sn) are as before, Td is trivial and S2n/n is
uniformly integrable. Then there is σ � 0 such that

Snp
n
) σN(0, 1) and

E (S2n )
n

! σ2.

Furthermore, the following are equivalent:

(a) lim sup
n!∞

E x
�
S2n
�

n
� σ2 π � a.s.

(b)
E x (S2n )
n

converges π � a.s.

(c) The quenched CLT holds under Px for π� almost all x .
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Necesarry and su¢ cient conditions for regularity.

Theorem
The following are equivalent:
(a) The double tail sigma �eld Td is trivial.
(b) For any D 2 F

sup
A2(F�n_Fn)

jP(A\D)� P(A)P(D)j ! 0 as n! ∞.

(c) For any J � L and D 2 σ(ξj : J � j � L) the above convergence
holds.

Remark. If (ξj ), (ηj ) are two independent sequences, each with double
tail sigma �eld trivial then ζj = f (ξj , ηj ) also has its double tail sigma
�eld trivial.
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Example with double tail sigma �eld trivial: Absolutely
regular Markov chains

For a stationary Markov chain (ξk )k2Z , with values in a separable Banach
space, the coe¢ cient of absolute regularity is

βn = β(ξ0, ξn) = sup
C2B2

jP((ξ0, ξn)2C )� P((ξ0, ξ�n)2C )j,

where (ξ0, ξ�n) are independent and identically distributed. This coe¢ cient
was introduced by Volkonskii and Rozanov (1959) and was attributed
there to Kolmogorov.

A stationary Markov chain is absolutely regular i¤ βn ! 0.
A stationary Markov chain is Harris recurrent and aperiodic i¤
βn ! 0.
A stationary, countable state Markov chain is irreducible and
aperiodic i¤ βn ! 0.
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CLT for absolutely regular Markov chain

Chen (1999) and P. (2020)

Corollary

If (ξn)n2Z is a stationary Markov chain which is absolutely regular and

sup
n�1

E (S2n )
n

< ∞,

then there is a constant c � 0 such that

Snp
n
) cN(0, 1),

and

c = lim
n!∞

p
π (E jSn j)p

2n
.
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Interlaced mixing

ForA,B two sub σ-algebras of F de�ne the maximal coe¢ cient of
correlation

ρ(A,B) = sup
f 2L20(A), g2L20(B)

jE (fg)j
jjf jj � jjg jj ,

For a sequence of random variables, (ξk )k2Z, we de�ne

ρ�n = sup ρ(σ(ξi , i 2 S), σ(ξj , j 2 T )) ,

T ,S such that minfjt � s j : t 2 T , s 2 Sg � n.

We call the sequence ρ��mixing if ρ�n ! 0 as n! ∞.

This class also has the double tail sigma �eld trivial.
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Tool use in the proof: notion of total ergodicity

Total ergodicity

Let Q denotes the Markov transition operator. For f measurable and
bounded

(Qf )(x) =
Z
S
f (s)P(x ,ds).

The Markov chain is called totally ergodic if for every m 2 N

Qm f = f implies f is a constant.

Trivial double tail sigma �eld implies the Markov chain is totally
ergodic.
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Basic tool: A CLT with random centering.

The proof is based on two results. One is a CLT with random centering.
P. (2020)

Theorem
If (ξn)n2Z is a stationary and ergodic Markov chain totally ergodic such
that

sup
n�1

E (S2n )
n

< ∞,

then, the following limit exists

lim
n!∞

1
n
jjSn � E (Sn jξ0, ξn)jj2 = c2

and
Sn � E (Sn jξ0, ξn)p

n
) cN(0, 1).
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Tools: Lemma for dealing with the random centering

The CLT above will be combined with a lemma which takes care of the
random centering.

Lemma
Let (ξn)n2Z be a stationary sequence not necessarily Markov with trivial
tail sigma �eld Td . Let (Xn)n, (Sn)n, F0 and F n as de�ned above and

sup
n�1

E (S2n )
n

< ∞.

Then

E

����E ( Snpn jF0 _ F n)
����! 0 as n! ∞.
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The proof of the CLT with random centering

Steps in the proof of the CLT with random centering

1. A blocking argument

2. Martingale construction with "a special compensator"

3. Martingale approximation

4. CLT

5. The characterization of the limiting variance.
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Blocking argument

Blocking
Fix m (m < n) a positive integer and make consecutive blocks of size m.
Let u = un(m) = [n/m].

Denote by Yk the sum of variables in the k�th block.

So, for k = 0, 1, ..., u � 1, we have

Yk = Yk (m) = (Xkm+1 + ...+ X(k+1)m).

We also have a last block

Yu = Yu(m) = (Xum+1 + ...+ Xn).
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Martingale construction

For k = 0, 1, ..., u � 1 let us consider the random variables

Dk = Dk (m) =
1p
m
(Yk � E (Yk jξkm , ξ(k+1)m)).

Let Fn = σ(ξj ; j � n) (past) and F n = σ(ξj ; j � n) (future).

Note that Dk is adapted to F(k+1)m = Gk and E (Dk jGk�1) = 0 a.s.

So (Dk ,Gk )k�0 is a stationary and ergodic sequence of square
integrable martingale di¤erences.
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CLT for the martingale di¤erence array

By the classical central limit theorem for ergodic martingales, for every m,
a �xed positive integer, we have

1p
u
Mu(m) :=

1p
u ∑u�1

k=0 Dk (m)) Nm as n! ∞,

where Nm is a normally distributed random variable with mean 0 and
variance

m�1jjSm � E (Sm jξ0, ξm)jj2.
Denote the compensator by Zk = m�1/2E (Yk jξkm , ξ(k+1)m) and let
Ru(m) = ∑u�1

k=0 Zk . So

1p
n
Sn �

1p
u
Mu(m) +

1p
u
Ru(m).

We can show that Mn(m) and Rn(m) are orthogonal but Ru(m)/
p
u

might not be negligible.
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Martingale approximation

With the notation Tn = Sn � E (Sn jξ0, ξn), for m �xed

jj 1p
n
Tn �

1p
u
Mu(m)jj2 �

�
1
n
jjTn jj2 �

1
m
jjTm jj2

�
as n! ∞.

We do not know (yet) whether the limit of jjTn jj2/n exists. But
clearly

lim inf
m
lim sup

n!∞
jj 1p

n
Tn �

1p
u
Mu(m)jj2 = 0.

Since the martingale satis�es the CLT, we obtain

1p
n
Tn ) cN(0, 1).

where c2 = lim sup jjTn jj2/n. Finally, by Skorokhod�s theorem and Fatou�s
lemma, we identify

c2 = lim jjTn jj2/n.
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The advantage of conditioning with respect to past and
future

This new idea of conditioning with respect to both the past and the
future of the chain has the advantage that Rn,m = Sn �Mn,m is
orthogonal to Mn,m , which allows us to study the behavior of Rn,m .

If we had conditioned only with respect to the past in the construction of
Dk this property would not hold, and the conditions to make Rn,m/

p
n

negligible would involve rates of convergence to 0 of some coe¢ cients of
ergodicity. By using this new method the rates can be avoided, a very
useful feature in applications.
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Idea of proof of Lemma for removing random centering

How to show that supE (S2n )/n < ∞ plus trivial tail sigma �eld
implies

E
��E (Sn/

p
njF0 _ F n)

��! 0.

By reasoning on subsequences, without restricting the generality we
assume that

Snp
n
) L.

Because E (X1) = 0, by the convergence of moments in the weak laws we
have that

E (L) = 0.

We prove it �rst under additional condition that

E

���� Snpn ! L

����! 0

and after we remove this restriction.
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By stationarity and the triangle inequality, note that for every m 2 N,
m � n,

E

����E � Snpn jF0 _ F n
����� � E ����E �Sn � Smp

n
jF0 _ F n

�����+
E

����E �Sn � Smp
n

jF0 _ F n
�
� E

�
Snp
n
jF0 _ F n

�����
� E

����E �Sn�mp
n
� LjF�m _ F n�m

�����+ E jSm jp
n
+ jE (LjF�m _ F n�m)j.

Magda Peligrad, University of Cincinnati (HDP conference, B ¾edlewo, Poland.)The CLT for stationary Markov chains with trivial tail sigma �eldJune, 2023 25 / 29



But, by the properties of conditional expectation,

E

����E �Sn�mp
n
� LjF�m _ F n�m

����� � E ����Sn�mp
n
� L

���� .
Therefore, for m 2 N �xed, by letting n! ∞, and the fact that
F�m _ F n�m is decreasing in n

lim sup
n
E

����E � Snpn jF0 _ F n
����� � E ��E (Lj\n�1 �F�m _ F n�m�)�� .

Now, by letting m! ∞, and using the fact that \n�1 (F�m _ F n) is
decreasing in m, we obtain that

lim sup
n
E

����E � Snpn jF0 _ F n
����� � E jE (Lj\m�1\n�1 (F�m _ F n))j
� E jE (LjTd )j = jE (L)j = 0.
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Set Wn = (Sn, ξ) where ξ = (ξn)n. Then Wn ) (L, ξ).
By the Skorohod representation theorem, we can expand the probability
space to (Ω̃, F̃ , P̃) and construct on this expanded probability space,
vectors W̃n = (S̃n, ξ̃n) and W̃ = (L̃, ξ̃ 0) such that for each n, W̃n is
distributed as Wn, W̃ is distributed as W , and W̃n ! W̃ a.s.
Clearly,

S̃np
n
! L̃ a.s. as n! ∞ and ξ̃n = ξ̃ 0 a.s.

Now since (S̃n/
p
n) is uniformly integrable, we also have

Ẽ

���� S̃npn � L̃
����! 0 as n! ∞,

and
Ẽ (L̃) = 0.

Then the Skorohod representation has to have T̃d also trivial.
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Thank you for your attention!
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