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Rényi entropy of order o € (0,00)\ {1} of a random variable X with

density f is defined as
1
T log (/ f‘“(:p)dx) :

In my talk T would like to present the result that the minimizer of
the Rényi entropy of order a among symmetric log-concave random
variables with fixed variance is either uniform distribution or two-sided
exponential distribution.

Furthermore, we can infer that in non-symmetric case one-sided ex-
ponential distribution is the minimizer for a > 2.

ha(X) =
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