Tutorial 5 (Written Exercises)

1. For a linear stationary time series, define 4 (the estimated autocovariance) by

1 n—h

A(h) =~ (X = X)(Xjyn — X).
j=1
Show that ), 7(h) = 0 (summing over all possible lags h).

2. Construct a stationary process {X;} such that I',, the covariance matrix of (Xi,...,X,) is
non-singular for each n > 1 and such that y(h) = Cov(Xy, Xyp) 4 0 as h — +o0.

3. Let {X;} be a causal AR(1) process:
Xt — ¢Xi1 =& {et} ~ WN(O, 0'2)

and let )A(n+1 be the best linear predictor of X,,+1 (in the sense of minimising the mean squared
error) based on Xi,...,X,. Define: 6,9 = 1 and )?1 :=0. Find 6,1, ..., 60,, such that

n
Xny1 = E Onj€nti—j
=0

~

where %\n—i-l—j = (Xn+1—j — Xn—l—l—j)-
4. Let {X;} be a causal invertible ARMA(p,q) process
#(B)X; =0(B)e;  {e} ~WN(0,0?)

Given the sample {X7,..., X, }, define:

. 0 t<0 or t>n+1
€, =
! G(B)Xy — 1] 1 —...—Oge;_, t=1,....n

where X; := 0 for t < 0. Here, we are using €; to estimate ¢;. This is clearly of importance for

estimating o2.

(a) Show that ¢(B)X, = 0(B)e; for all t <n and hence that ef = 7(B)X, where m(2) = 5.

(b) Writing w(z) =1+ Z?’;l T2, set
_ n
Xg;+1 = — Z 7Tan+1_j.
j=1

Show that

XL = 01X+ o+ GpXupp +016] + .+ Oy
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5. Let (X,... ,Xp+1)t be a random vector with mean 0 and non-singular covariance matrix I'p4q
with entries I'p41,,; = v(¢ —j) (i.e. the process is stationary). Let )?p_,_l be the one step predictor
of Xp41 based on Xi,..., X, so that

~

Xpt1 = Fspacx,,.. x,) Xpt1 = 01Xp + ...+ ¢p X3

where
~1
é = Fp lp'
Show that
Pz)=1—¢1z—...—pp2l #0  V|z| <1
Hint: if ¢(z) = (1 — az)&(z), then consider Y; = ¢(B)Xj;.

6. Consider the process Wy :t =1,2,...,n defined by

Wt — €t — €1 {Et} ~ WN(O,O'Z).

Find the best linear predictor Wn_l,_l = Pspagwi,...wn}Wnt1 of Wpi1 and compute its mean

squared error.
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Answers

L. Let Y; = X;j — X then 377, V; =nX —nX =0.

Note:
1 n—h
S(h) = = V.., — v/ DM
(k) = = > Yi¥ien =Y DY
7j=1
where Y is the n-vector (Y1,...,Y},) and D™ is the n x n matrix with entries Djitn =1 and

DiJ’ :0forj7éi—|—h. Then
) — Ly (h)
S A0) = —v(S D)y

h h
and 3, D" is the n x n matrix M where M;; = 1 for each (i,5) € {1,...,n}? Hence Y'M =0

and the result follows.

2. Example: Xy = W + Z; where W ~ N(0,1) and {Z;} ~ IID(0,1). Then vx(0) = 2, vx(h) =1
for h # 0 and for any (a;);>1, 5=y Ypey ajaryx (G —k) = (32 @) +32; a5 > 0if a # 0. Hence
I';, non singular. Also,

h—o0

COV(Xt,Xt+h) =— 1.

3. Firstly, for an AR(1) process, predicting X1 based on X,..., X, for t > 1,

t
B[ Xi1 =Y a; X147
j=1
t

=Eflers1 + (0 —a)Xe + Y a;Xep1-5]%]
=2

t t

= Elef 1] + 2E[er11((6 — ) Xy + > a;Xep1 )| + E[[(6 — a1) Xy + Y a; Xpp1 ]
j=2 Jj=2

t
=0 +E[(¢— a)Xe + Y a; Xi15]°]
=2

This has minimum o2, which is achieved for a; = ¢ and ay = ... = a,, = 0, so that
X1 = 90Xy

Plugging into the expression X, 41 = Z;L:O On j€nti1—j, with X1 =0 gives:

n—1 n—1
Xny1 = Z Onj(Xng1—j — 0 Xn—j) + 0pn X1 = Z Onj€nt1—j + OnnX1.
=0 =0
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Directly from the definition, 6pp = 1. The expression for the AR(1) process may be expanded

iteratively:

n+1
Xni1 = 60Xy + €1 = 0* X1 + den + en1 = 9" X1 + Z " e,
j=1

noindent and comparing the expressions gives:

4. (a) The first part follows straight from the definition:
& + 0161+ ...+ 04ci_, = 0(B)e; = ¢(B)X;.

Since From this, since the process is invertible, 7(B) := §~1(B#(B) is well defined and:

e =071(B)o(B)X; = n(B)X;.

(b) Recall that

d(z) =1—(pr1z+ ...+ ¢ppzP) 0(z) =14 (12 + ...+ 0427
Note €f — Xy = — (1 X1+ .+ $pXsp) = (01271 + ... +0,Z¢_,). With X; = 0 for all
t<0,

n
ST *
X1 = — E T Xnt1—j = Xnt1 — 7(B) Xpy1 = Xnp1 — 6,41
=1

= (1 Xn+... +0pXnp1p) + (016 + ... 4+ 041 ,)

as required.

5. The polynomial may be expressed as:

p
gb(z):17¢1z7...7¢pzp:H(lfajz)
=1
where %, cee % are the roots of the polynomial. Since )?pﬂ is the one step predictor that
minimises the mean square error, the coefficients ¢1, ..., ¢, minimise
~ 2 )
vy = “XPH = Xpi| | =E [l6(B)Xpi1?]
Now suppose that a1, ...,a, are arranged so that |ai| > |az| > ... > |ap|. Let £(B) = §:2(1 —

a;z), so that ¢(z) = (1 — a12)€(2). Then
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E [|£(B)Xp41 — a1BE(B) Xpy1|*] = E [|€(B) Xps1 — a1€(B)X,[*] -

Let Y, = £{(B)X,, then using the fact that X; are mean 0,

vp = B [[Yyi1 — 2] = Var(Ypi1) + afVar(y) — 21 Cov(¥p, V).

Since aq, ..., a, minimise the mean squared error, it follows that once as, ..., a, are established,
Cov(Yy, Y1) Var(Y))
al = = p =
Var(1)) Var(Yps1)

where p = p(Y),Yp+1) and, by stationarity, Var(Y,) = Var(Y,+1). Hence the minimising a;
is a = p, so that |a;] < 1. Now suppose that a; = p = £1. Then E [|¢(B)X,+1*] = 0

contradicting non-singularity of I'y1.

. Wt — €t — €¢_1- We use
n
n+1 § CL] nt+l—j = § afj(en-i-l—j - 6j)
Jj=1
and the a;’s are chosen to minimise

n—1

vn = Ef|ens1 — Za] eni1—j —en )Pl = (1 +al+ (1 +a)’ + ) (a41 — a5)?)
j=1

This is minimised by taking

ajy1—2a;+a;—1=0 7=2,...,n—1
1
anzianfl
1+26L1:(12
1

aj=a+pBj=>a=-1,8=

n+1

J .
ain=—1+—"— =1,...,n
o +n—|—1 J

: _n_ 1 | _ 1
Usmgajﬂ—aj—ﬁ—nH,CLmn—n+1,1—|—a17n—n+1 we get

1
1 -
vn =" (14 nri)
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