Tutorial 13

1. Let Xy,..., X, be iid. U(0,0); that is, the density is therefore:

1
p(z;0) = g0 ()
Let [(0;z) = —log p(x;0).
(a) Show that 41(0,z) = § for @ > z and is undefined for § < z. If X ~ U(0, ), conclude that
41(0,X) is defined with P probability 1, but that

d 1
By |-21(6; X)| = = #0.
(b) Recall that A/, = max{Xy,...,X,}. Show that: n(f — 8) nﬁfogg Exp(1/6) (Ls denotes

the law when the parameter value is 6).

2. Suppose A : R — R satisfies \(0) = 0, is bounded and has bounded second derivative \”. Show
that if X1,..., X, are i.i.d. with E[X;] = p and V(X7) = 02 < +00, then
n—>_+>oo

‘m@ IMX — )] - A'(O)aﬁ 0

3. Let V;, ~ x2. Show that (v/V, — v/n) "=z N(0, 2) (£ denotes law).
4. Suppose that X1,..., X, are i.i.d. variables each with probability function
px(0) =67  px(1)=201-0) px(2)=(1-0)>

(a) Find a and b (in terms of n and ) such that Z, = Y;“ g N(0,1).

(b) Find ¢ and d (in terms of n and 6) such that Y;, = \/%_C "2 N(0,1).

5. Let X1,...,X, be a sample from a population with mean y and variance o? < +00. Let h be a
function and let A9 denote its jth derivative. Suppose that h has a second derivative continuous
at 1 and that (M (u) = 0.

(a) Show that v/n(h(X) — h(p)) "= 0, while n (h(X) — h()) "=5° 0@ (1)0?V where
Vo~ 3
(b) Use part (a) to show that when p = %, then

n(X(1-X)—pu(l—p) AR GV Ve

6. Show that if Xi,..., X, are i.i.d. N(u,0?) and 5? = L+ > (XG = X)?2, then

Y—u N 100 0 a2 0
(i) = () (7 )
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7. Let X;;:i=1,...,p,j =1,...,k be independent with X;; ~ N(u;,c?).

(a) Show that the MLEs of y; and o? are:

k ~ 1 p k
R 2 A P D B

=1 j=1

?M»—t

(b) Show that if k is fixed and p — +o0, then

oo 1
82 pjﬁ <1 — k) 0'2.

That is, the MLE &2 is not consistent.
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