Tutorial 12

1. Let X1,...,X,, and Yi,...,Y), be independent N(u1,0%) and N(po,0?) random samples re-

spectively.

(a) Find the MLE of 0 := (u1, pa,0?). Let ¢, be the value such that S? = ¢,5? is an unbiased
estimator of 02. What is ¢,? What is S??

(b) Consider testing Hy : u1 < pg versus Hi : pp > pg. Assume that o < % Show that the

likelihood ratio test is equivalent to the test with critical (rejection) region

_ 1 1
T—Y = sy nil + Etnﬁ-nz—?,a'

Here t, o is the value such that P(T > t,,) = a for T' ~ t,,.

(¢) Compute a normal approximation to the power function and use it to find the sample size

n needed for the level 0.01 test to have power 0.95 when n; = ng = § and % = %

2. Consider the linear Gaussian model ¥ = XJ + ¢ where ¢ ~ N(0, UQIn), put into canonical
coordinates via an orthonormal transform U = AY where U; ~ N(m,a2) fori=1,...,r and
U; ~ N(0,0%) for i = r+1,...,n with unknown parameters n=(n,... ,n;)t and 2, and log
likelihood function:

T

1

n
2 2 : 2 2
— 53 (uz — ’rh‘) ~— 53 U; — = 10g(27‘(‘0’ )

i=1 i=r+1
Show that the MLE for (7, 02) does not exist if n = 7 and that it is given by
(Uy,..., UT,% el U?) if n > r + 1. Show, in particular, that 5%,, = 2 [Y — ,1’J|2

~n

log L(n, 02;@ =

3. Consider a Gaussian linear model Y = X3 + ¢, where Y is an n-vector, X is n x r of rank r

2

(r <n)and € ~ N(0,0%I) and 3 is an 7-vector of unknown parameters. o2 is unknown. Recall

(from lectures) that the OLS estimator of j3 is:

B=(X'X)"'xty.

Show that 3; is UMVUAfor each i = 1,...,r and that §% = L >V — Y;)? is an UMVU
estimator of o2, where Y = X (X!X)~1X'Y.

4. Consider simple linear regression; there is one explanatory variable and
Y; =00+ Pizi+e € ~N(0,0%) iid i=1,...,n
where x1,...,xz, are not all equal. Express this as a Gaussian linear model
Y=Xp+e¢
identifying X and f3.
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(a) Show that

1 2 -7
X' | -
iz 2?2\ -z 1
where 7 = * w25y xj and 2=1 B T

(b) Let ( 2 ’) denote the maximum likelihood estimator of 3 = ( flJ) What is the distribution of

()

(c) Let

n —

What is the distribution of wv

(d) Suppose
Y(2)=pFo+ Piz+e e~ N(0,0%).

Let s denote the observed value of S. Using t, o to denote the value such that P(T' > t, ) =

a for T' ~ t,,, show that a symmetric confidence interval for E[Y (z)] is given by:

2
(50 + Bzt 8\/ sz))gtn 2 a/2>

(e) Let Y, = By + P12z + €. where e, ~ N(0,02) is independent of €1,...,¢, (Ys is a new
observation with explanatory variable set at z). Let Y = % 2?21 Y; and let V= BO + Blz
(the predictor of Y; based on Y7y,...,Y,). Show that, if 8; = 0, then

E[(Y* - Y*)] 2 E[(Y* - Y)?

5. Consider the one way layout problem

}/ijzﬁi"i‘fij 1=1,....p g=1,....n4
where €;; are i.i.d. N(0,02) and n = nj + ...+ n,.

(a) Show that
f:l Z?Q(Yij - Yi.)2

ST S )

is an unbiased estimator of o2 and that

DT (Y~ )

2
2 ~ Xn—p-

g
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(b) Show that a level 1 — « confidence intervals for 3; — f; is:

B — Bi € (Yj- -Y, £ Stnfp;a/2 : ,]>

where S? is the unbiased estimator of o, Y, = ﬁ Z?:kl Y} and 1, o denotes the value such
that P(T > t,,) = o if T ~t,. Show that the level 1 — o confidence interval for o2 is given
by:

(n—p)s’* _ 2 (n—p)s’

Fn-pia/2) " Fnepi—(a/2)
where kg 5 is the value such that P(V > kgp) = 8 if V ~ x2.

(¢) Find confidence intervals for 1) = %(ﬁg—l—ﬁg)—ﬂl and O‘i = V(@) where 12 = %(32—1—33)—31.

6. Show that if C'is an n x r matrix of full rank r, » < n, then the r x » matrix C*C is of rank r
and hence non singular.

Hint: Because C! is of rank 7, it follows that for any r-vector z, z/C* = 0 implies = 0. Use

this to show that if  is a non zero r-vector, then z!CC'z > 0.

7. Consider the one-way layout model: k groups of observations, all random variables independent.

For group j, Y1j,..., Y, ; ~ N(,U,j,O'Q). Let n = nq + ... + ng denote the total number of

observations.
(a) Compute the likelihood ratio test statistic for Hy : pqn = ... = py versus Hy : p; # p; for
some i # j.
(b) Let Qres = Z?:l S (Yij—Y ;)2 where YV ; = % S, Vi, the sample average from group

j. Let Qu = Z?Zl n;(Y ;=Y ) where Y = % Z;?:l S, Yi; (the overall average). Here
Qres denotes the residual sum of squares, while Qs denotes the model sum of squares. Show

that the likelihood ratio test is equavalent to reject Hy for F' := Qur/(k=1)

= Ores/(n—k) > ¢ for some
c>0.

(c) Show that the statistic F' has Fj,_; ,_j distribution.
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Answers

1. (a) Computing maximum likelihood estimators for normal distribution parameters should be

straightforward. The log-likelihood function is:

n n 1 9 9
log L(p1, pi, 0%) = —glog(%) -3 log o® — 252 ;(%’ — )"+ ;(yj — p2)
This is maximised for:
ﬁl = Y? ﬁ? = ?7
1 ny o no o
Gir=——— [ DX =X+ (V- V)
n1 + ng = =

This estimator is biased; recall that

> (X - X)?

2 2
o2 ™ Xni—1 o2 Xny—1
and that, for V ~ x2, E[V] = m. Therefore:
5 ny+ng —2 9 ni + no
E[63,;]= ——0’=¢, = ———
[ML} ny + no " ny+ng —2
The unbiased estimator required in the question is therefore:
1 ni n2
e — X, - X)? Y, - Y)?
ny+ng —2 ]z_;( J ) +j2—;(] )

(b) Recall Hy : py < pg versus Hy : py > pg. The log likelihood ratio test statistic is:

Mooy = SUDy, yug,oetty L1, 12,032, y)  L(fio 1, flo,2, 00)
| SUDpuy iy o L1, 2, 052, 9) L(fin, fig, 0)

where (fi1, fi2, 0) are the MLE estimators for the full space
O = {(p1, pr2, 0%) = (p1, p2,0%) € RZ xRy} = R? x R,

These were computed in the previous part of the exercise. The values (fio,1, fio2, 00) are the

values which maximise the likelihood over the null hypothesis space

©0 = {(p1, p2,0%) € R? x Ry : g < pia}.
If X <Y, then (clearly) (fio1, fio2, 88) = (fi1, iz, 52) and hence A(z, y)=1for T <7y.
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Now consider the other case, where T > 7. The maximiser clearly does not lie in the interior
of the space; in this case there are no solutions to the likelihood equations Vglog L(6) = 0
in the space ©g. Therefore the maximiser lies on the boundary.

Clearly, as u3 — —o0 or ug — 400, log L(p1, p2,0) — —00, so the maximiser does not lie
on the part of the boundary where parameter values are =co. Therefore, the maximiser lies
on the boundary p; = pa. Therefore, for T > ¥, fo1 = fio2 = Jio where (fg,03) are the

values which maximise

ny+n ni+n 1
log L(p,0) = —% log(2m) — % log 0% — 252 D (= + Yy —n)?

From this,

ﬁO = nling (Z?LI X] + Z?il Y;)
58 = wrb (S0 (X = Fo)? + X2 (Y5 — o)?)

To compute the likelihood ratio:

ni n2

1 1
~ o~ ~2 ~ 2 75)2
L, B8 = (27‘(’)(n1+n2)/28"1+n2 Xp 252 Z(x] —m) Z(y] —h2)

_ 1 (TZ1 + ng)
T Emmmgne P Ty

The last simplification comes from the formula for 2. Similarly, for the case Z > 7,

1 1 ni n2
~ o~ a2 ~\2 ~\2
L(fto,1, o2, 05) = (27)(m+n2) /2502 exp _ﬁ Z(%—NO) +Z(yﬂ'_“0)
j=1 j=1

. 1 ni + N9
= (27r)(n1+n2)/23611+n2 eXp § — 9

using flo1 = o2 = fo-
The LRT is therefore:

1 T

)\(x,y) = (8)n1+n2

IN
<

8|

>

<

o

Test: reject Hy for A(x,y) < ¢ where ¢ < 1, (so a necessary condition for rejection is: T > 7).

To get it into the format required in the question, use:
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(m +n2)55 = Y (X;— o) + Y _(Y; — fio)®

j=1 j=1
ni - o ng o
= D (X=X +m(X —70)” + Y _(V; — o) + na(Y = fio)?
j=1 j=1
_ ~2 nn2 = 37\2
= (?7,1 + ng)U + "+ 1 )
so that
~2 _ ~2 ning ~  T\2
op=0"4+——= (X —-Y)".
0 (nl + TL2)2( )
Therefore:

A /0\8 L 1

ning (X —Y)2 - 1
ni+ng)? o2 ¢2/(n1+n2)

Since 52 = %Sz also need X —Y > 0 to reject Hp, this gives a test of reject Hy if

and only if o
X-Y
S

for a suitable value of k, which depends on the significance level «.. Since

>k

(X —Y) — (1 — p2) y
1 1 ~ lni+ns—2
S\/ar T,

it follows that P, ,., (Lg? > k:) is increasing as 11 — o increases and the result follows.

The test is: Reject Hy for % > tpni4ng—2:, Where iy, n,.o is the value such that

nyp o n2

P(T > tn4ny—20) = @

Let 0 = po — p1, thenyf?wN(9,02 (n—llJrn%)) and hence
X-Y) -
I\t s

The power of the test is
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For large ni,n2, S ~ o (law of large numbers) and ¢, 4ny.a = 2o Where P(Z > z,) = « for
Z ~ N(0,1), so

BO) ~P(Z > zy — —F——=)
For the numbers given, a = 0.01 and

0.95 = 6(%) ~1—®(2001 — %)

Using zg.01 = 2.33 and zp95 = 1.64, we have:

_1.64=233— % = n =253

2. Likelihood equations obtained by: %logL =0,7=1,...,r and %logL = 0. These give
directly that the ML estimate has to satisfy:

ni=U; i=1,...,r
1\ 2 _
52 2jr1 Uj =1

For r = n, 1; = U; so that the log likelihood evaluated at 7 is:

N n

log L(7, 0%) = ) log(2ma?)
which is maximised for ¢ = 0, which is not in the (open) parameter space (0,400), hence o,
does not exist. Hence no solution for n = r.

Forn >r+1,

R 1<
52 == E U2.
n J
Jj=r+1

Let U = (Ys) where UV = (Uy,...,U,)t and U@ = (Upys,...,Up)t. Let A = (4a)) where
AM is r xn and A® is n —r x n. Note that i = ADUD so that Y — i = AU Tt follows
that

Z sz = UDtg@ = gt AR 4Dty 2 = |y — 72,
j=r+1

3. Unbiased follows directly from lectures:
B=(X'X)"'xty
so that

E[f] = (X'X) ' X'E[Y] = (X'X) ' X'X8 = 5.
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For the sample standard deviation, let H = X (XX )_1X ! then H is idempotent, of rank r and
hence H = PDP' where P is orthonormal and D = diag(1,...,1,0,...,0) where 1 appears with

multiplicity r. Hence

Y-Y=(I-HY=(U-H)XB+({—-H)e=(—H)e

Let n = P'e then n ~ N(0,0%I). Also,

V=YY -Y)=n'I-D)p=> n}
r+1

so that

From this, E[S?] = 02 so that the estimator is unbiased.

Now to show that the estimators are UMV U:

P h) = i o0 { a3y~ X6)'( - X6)

and the argument inside exp{—3(.)} is:

1
g@@—fXﬁ—ﬁX%+ﬁX“ﬁ)

The sufficient statistic is therefore:

T(y) = (ytyaZinyj ci=1,...,7).
j=1

Bi=3 (X tX );le kjYk is clearly a linear function of the sufficient statistics. For the standard

deviation:

Y -YH(Y -Y) =YY - Y'Y
This holds since
YYY = YIHY = Y'H'HY = Y'Y

Now YV = X (X'X)~1X'Y which is a (linear) function of the sufficient statistics and hence
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E[S?|T(Y)] = S*.
The result follows by the Lehman-Scheffé theorem.

4. The purpose of this question is to see all the abstract results for Y = X3 + € in the concrete
setting of a single explanatory variable. Here the formulae are more transparent and we can see

(for example) what happens when there is ill-conditioning in the X matrix.

(a) The matrix X is:

1 X1

1 X9
X =

1 x,

and the parameter vector is:

= ()

To get (X’X)~! (so that - for example - we can compute the covariance of the parameter

(X'x) = ( = ) :n(” x)
DT 21T T

Using the usual formula for inverting a 2 x 2 matrix together with the obvious identity:

vector estimator):

det(X'X) = n(a? — 7%) = Z(a:j —T)?

gives:

bl 1 2 -7
(X'X) 1_2?1(13]‘_*73)2<_x 1 )

(b) The MLE is equal to the least squares estimator. From lectures,

B=(X'X)"'xty

Plugging in (X*X)~! which has been computed gives:

() - ()
51 nrY

- 1 Y — 7Y
T Iy (m -2\ av-av

1
( v _ 7S @D -9)

iy (2 —7)?
> =1 (@ —3)(Y;-7)
Z;'l: 1 (z—Z)?
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This gives the best fitting straight line in the least squares sense. Note that

fo=Y - piz.
(c) For the standard deviation estimate,

(n—2)8* Y —pP .,
2 = 2 "~ Xn-2

g (o2

Note: n — 2 degrees of freedom is obtained from the previous exercise.

We may also see it directly: the argument goes as follows: Y = X(X'X)1X'Y so that the

residuals are:

Y-V =(1-X(X'X)"'X")Y = - H)e

where H = X (X!'X)"'X* and € ~ N(0,02I). This is because Y = X3 + ¢ and HX =
X. Note that H?> = H (straightforward computation). It therefore follows that all the
eigenvalues are either 0 or 1. Therefore, since X is rank 2 it follows that H is of rank 2; 2
e-values are 1, the remaining are 0 and it is straightforward that that I — H is rank n — 2;
the eigenvalues of matrix I — H are n — 2 1’s and 2 0’2. Let D = diag(1,...,1,0,0) and let
I — H = PDP! where P is orthonormal. Then

n—2

Z(Yi - 30 - xigl)z =Y - f/)t(y - f/) =¢'PDP'e = 2772
j=1

where n = Ple. Since P is orthonormal, it follows that 7 ~ N(0,02I).
Therefore, it follows that:

(n—2)8° ~ 2
o2 n—2*

B~ NS, (X'X) 1o?)

(d) Let v = (1,2)" then
E[Y(2)] =v'B

o' — o'
o/t (XtX) v

v’ — !B

SVl XtX)" v

~ N(0,1)

~tp_2
with 1 — o confidence,
Qté € (Qtéj: S Qt(XtX)_lytn—Q;a/2>
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and

U%WXY%—fp*2ﬁ+5z_%Zﬁﬂ%—fy+@’zy
- T (- T)? i (zy — )

and the result follows.

From the previous part,

EM”—?ﬂﬂ:VQ“—??:VWﬂ+V@ﬁ:oQG+i+§ﬁ@_?:y>

_ 1 1
Y_j _Yz NN(ﬂ] /Blaaz(i—’_i))
g T
1 &<
8% = ZZ(Y;] Yz>2 n—p d.f
n=PiI 4
is the unbiased estimator of o2. Then
(Y, =Y.)— (B — Bi) o~
n—p

n;+n;
S\/ ninjj
and the confidence interval follows. The confidence interval for o follows from:

(n —p)S? 2
o2 ~ Xn—p

hence the 1 — a confidence bound is given by:

(n—p)s

2 < knfp;(a/ 2)

knfp;lf(a/2) < pu

from which the result follows.

~ 1 1 1
YN (0 (=4 =+ —
4712 4n3 ni

the estimator of o2 is S? = Qregn — p given above with n — p degrees of freedom and hence

ning +ning — 4712713)

1 T v v

- — — (Y Ys3)—Y, £st

2(52 +B3) =P € (2 (Yo +73) 1L+ "‘p’o‘/Q\/ 4ninong
Similarly,

~  ning+ning + 4nang
V() = o

4ninaong
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hence the confidence interval is:

ning + ning + 4dnans (n — p)52 < V(lZ) < Mns + ning + 4nang  (n — p)s2
4dnynang kn—pias2) — - dninong kn—pi1—(a/2)

6. 2'Ct*Cx = 0 implies that 2'C* = 0 which implies that x = 0 so that if 2 # 0 then z!C'Cx # 0
hence C*'C is (strictly) positive definite.

7. (a)

Let n =nj + ...+ ng denote the total number of experimental units. For Hy : pg = ... =

[k = i, we have the maximiser 1 = %Z?:l Z:Zl Y;; and

k ny

7= 33 - 2

j=1 i=1

and the maximum likelihood under the constraint Hy is: me*”/ 2,

For the unconstrained problem, the likelihood is maximised at fi; = % >, Yi; and
1 e
~2 ~ 2
0" = EZZ(YW’ —13)°

j=1i=1

The maximum likelihood for the unconstrained problem is: ~"/2 and hence the

- (2)

Pythagorean identity: note that Y j = fi; and Y = i from previous part.

—1__¢
(2m)n/25n
likelihood ratio statistic is:

| Q)

)

k ny k ny kE nj

k
DD WP =) Y (VY Y Y=Y Y (VY)Y (Y, -V

j=1i=1 j=1i=1 j=1i=

no® = Qres + Qumr no® = Qres.
Therefore, the likelihood ratio test is:

 Qres o, Qu/(E—1) (n_k> _em)
A(y)<c<:>QM+Qm<c éQres/(n—k‘)> " 7 —

establishing the result.

It follows from the canonical representation (lectures) that Qus L Qres. Under Hy : py =
... = U, it follows that %—%4 ~ X%—l since the parameter space for u1, ..., uj is k-dimensional
and the parameter space for the mean under the null hypothesis is 1-dimensional, and

% ~ x2_,. The result follows from Proposition 11.4.
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