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1 Isoperimetric inequality

1.1 Brunn-Minkowski inequality

1.1 Theorem. (Brunn-Minkowski, ’88) If A and B are non-empty compact sets then
for all λ ∈ [0, 1] we have

vol ((1− λ)A+ λB)1/n ≥ (1− λ)(volA)1/n + λ(volB)1/n. (B-M)

Note that if either A = ∅ orB = ∅, this inequality does not hold since (1−λ)A+λB = ∅.
We can use the homogenity of volume to rewrite Brunn-Minkowski inequality in the form

vol (A+B)1/n ≥ (volA)1/n + (volB)1/n. (1.1)

We can deduce from this inequality the isoperimetric inequality.

1.2 Theorem. Among sets with prescribed volume, the Euclidean balls are the one with
minimum surface area.

Proof. We can assume that C is compact and volC = volBn
2 . We have

vol ∂C = lim inf
ε→0

vol(C + εBn
2 )− vol(C)

ε
.

By the Brunn-Minkowski inequality we get

vol(C + εBn
2 )1/n ≥ (volC)1/n + ε(volBn

2 )1/n,

hence
vol(C + εBn

2 ) ≥ (1 + ε)n volC,

so

vol(∂C) ≥ lim inf
ε→0

((1 + ε)n − 1) vol(C)

ε
= n vol(C) = n vol(Bn

2 ) = vol(∂Bn
2 ).
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There is an a priori weaker statement of the Brunn-Minkowski inequality. Using
A−G mean inequality we get

|(1− λ)A+ λB| ≥ |A|1−λ|B|λ, λ ∈ [0, 1].

Note that this inequality is valid for any compact sets A and B (the asumption that A
and B are non-empty is no longer needed). We can see that there is no appearance of
dimension in this expression.

The strong version of the Brunn-Minkowski inequality tells us that the Lebesgue
measure is a 1

n
-concave measure. The weaker statement tells us that it is a log-concave

measure.

1.3 Definition. A measure µ on Rn is log-concave if for all compact sets A and B we
have

µ((1− λ)A+ λB) ≥ µ(A)1−λµ(B)λ, λ ∈ [0, 1].

1.4 Definition. The function f : Rn → R is log-concave if for all x, y ∈ Rn we have

f((1− λ)x+ λy) ≥ f(x)1−λf(y)λ, λ ∈ [0, 1].

Note that this definitions are dimension free.
The weak form of the (B-M) inequality for the Lebesgue measure is equivalent to (B-M)
inequality. It is a consequence of the homogenity of the Lebesgue measure. Indeed, if

µ =
λ(volB)1/n

(1− λ)(volA)1/n + λ(volB)1/n

then

vol

(
(1− λ)A+ λB

(1− λ)(volA)1/n + λ(volB)1/n

)
= vol

(
(1− µ)

A

(volA)1/n
+ µ

B

(volB)1/n

)
≥ vol

(
A

(volA)1/n

)1−µ(
B

(volB)1/n

)µ
= 1.

1.2 Functional version of Brunn-Minkowski inequality

If we take f = IA, g = IB and m = I(1−λ)A+λB then (B-M) says that∫
m ≥

(∫
f

)1−λ(∫
g

)λ
and obviously m, f, g satisfies

m((1− λ)x+ λy) ≥ f(x)1−λg(y)λ.

We are to prove the following functional version of (B-M) inequality (which will give the
proof of (B-M) inequality).
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1.5 Theorem. (Prekopa-Leindler, ’88) Let f, g,m be nonnegative measerable func-
tions on Rn and let λ ∈ [0, 1]. If for all x, y ∈ Rn we have

m((1− λ)x+ λy) ≥ f(x)1−λg(y)λ,

then ∫
Rn
m ≥

(∫
Rn
f

)1−λ(∫
Rn
g

)λ
. (1.2)

Proof. Step 1. We start with proving (B-M) inequality in dimension 1. Let A,B be
compact sets in R. Observe that the operations A→ A+v1, B → B+v2 where v1, v2 ∈ R
does not change the volumes of A,B and (1− λ)A+ λB (adding a number to one of the
sets only shifts all of this sets). Therefore we can assume that supA = inf B = 0. But
then, since 0 ∈ A and 0 ∈ B, we have

(1− λ)A+ λB ⊃ (1− λ)A ∪ (λB).

But (1− λ)A and (λB)are disjoint, up to the one point 0. Therefore

|(1− λ)A+ λB| ≥ |(1− λ)A|+ |λB|,

hence we have proved (B-M) in dimension 1.
Step 2. Let us now justify the Prekopa-Leindler inequality in dimension 1. We can

assume, considering f If≤M and gIg≤M instead of f and g, that f, g are bounded. Note
also that this inequality possesses some homogenity. Indeed, if we multiply f, g,m by
numbers cf , cg, cm satisfying

cm = c1−λ
f cλg ,

then the hyphotesis and the thesis do not change. Therefore, taking cf = ‖f‖−1
∞ , cg =

‖g‖−1
∞ and cm = ‖f‖−(1−λ)

∞ ‖g‖−λ∞ we can assume (since we are in the situation when f
and g are bounded) that ‖f‖∞ = ‖g‖∞ = 1. But then∫

R
m =

∫ +∞

0

|{m ≥ s}| ds,

∫
R
f =

∫ 1

0

|{f ≥ r}| dr,∫
R
g =

∫ 1

0

|{g ≥ r}| dr.

Note also that if x ∈ {f ≥ r} and y ∈ {g ≥ r} then by the assumption of the theorem
we have (1− λ)x+ λy ∈ {m ≥ r}. Hence,

(1− λ){f ≥ r}+ λ{g ≥ r} ⊂ {m ≥ r}.
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Moreover, the sets {f ≥ r} and {g ≥ r} are non-empty for r ∈ [0, 1). This is very
important since we want to use 1 dimensional (B-M) inequality! We have∫

m =

∫ +∞

0

|{m ≥ r}| dr ≥
∫ 1

0

|{m ≥ r}| dr ≥
∫ 1

0

|(1− λ){f ≥ r}+ λ{g ≥ r}| dr

≥ (1− λ)

∫ 1

0

|{f ≥ r}| dr + λ

∫ 1

0

|{g ≥ r}| dr = (1− λ)

∫
f + λ

∫
g

≥
(∫

f

)1−λ(∫
g

)λ
.

Observe that we have proved ∫
m ≥ (1− λ)

∫
f + λ

∫
g,

but this inequality does not have the previous homogenity, hence it requires the assump-
tion ‖f‖∞ = ‖g‖∞ = 1.

Step 3 (the inductive step). Suppose our inequality in true in dimension n − 1.
We will prove it in dimension n. Suppose we have a numbers y0, y1, y2 ∈ R satisfying
y0 = (1− λ)y1 + λy2. Define my0 , fy1 , gy2 : Rn−1 → R+ by

my0(x) = m(y0, x), fy1(x) = f(y1, x), gy2(x) = (y2, x),

where x ∈ Rn−1. Note that since y0 = (1− λ)y1 + λy2 we have

my0((1− λ)x1 + λx2) = m((1− λ)y1 + λy2, (1− λ)x1 + λx2)

≥ f(y1, x1)1−λg(y2, x2)λ = fy1(x1)1−λgy2(x2)λ,

hence my0 , fy1 and gy2 satisfies the assumption of the (n − 1)-dimensional Prekopa-
Leindler inequality. Therefore we have∫

Rn−1

my0 ≥
(∫

Rn−1

fy1

)1−λ(∫
Rn−1

gy2

)λ
.

Step 4. Define new functions M,F,G : R→ R+

M(y0) =

∫
Rn−1

my0 , F (y1) =

∫
Rn−1

fy1 , G(y2) =

∫
Rn−1

gy2 .

We have seen (the above inequality) that when y0 = (1− λ)y1 + λy2 then there holds

M((1− λ)y1 + λy2) ≥ F (y1)1−λG(y2)λ.

4



Hence, by 1-dimensional (P-L) inequality we get∫
R
M ≥

(∫
R
F

)1−λ(∫
R
G

)λ
.

But ∫
R
M =

∫
Rn
m,

∫
R
F =

∫
Rn
f,

∫
R
G =

∫
Rn
g,

so we shown that ∫
Rn
m ≥

(∫
Rn
f

)1−λ(∫
Rn
g

)λ
.

1.3 Isoperimetric problem

The Brunn-Minkowski inequality yields the isoperimetric inequality for the Lebesgue
measure on Rn. Indeed, suppose we have a compact set A ⊂ Rn and let B be a Euclidean
ball of the radius rA such that |B| = |A|. Then from the Brunn-Minkowski inequality
we have

|Aε|1/n = |A+ εBn
2 |1/n ≥ |A|1/n + |εBn

2 |1/n

= |Bn
2 |1/nrA + |Bn

2 |1/nε = |B + εBn
2 |1/n = |Bε|1/n.

It means that
|Aε| ≥ (rA + ε)n|Bn

2 |

and therefore

|∂A| ≥ nrn−1
a |Bn

2 | = n

(
|A|
|Bn

2 |

)n−1
n

= n|Bn
2 |1/n|A|

n−1
n .

Now we can state an isoperimetric problem.

Isoperimetric problem Let (Ω, d) be a metric space and let µ be a Borel measure on
Ω. Let α > 0 and ε > 0. We set

Aε = {x ∈ Ω | d(x,A) ≤ ε}.

What are the sets A ⊂ Ω of the measure α such that

µ(Aε) = inf
µ(B)=α

µ(Bε).

This problem is very difficult in general.
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1.4 Co-area formula and L1 Sobolev inequality

Let (X, d) be a metric space. Define its gradient

|∇f(x)| = lim sup
d(x,y)→0+

|f(x)− f(y)|
d(x, y)

.

If x is isolated then we set |∇f(x)| = 0. Let µ be a Borel probability measure on X.
Then we have the following lemma

1.6 Lemma (co-area formula). If f : X → R is a Lipschitz function then∫
X

|∇f(x)| dµ(x) ≥
∫ +∞

−∞
µ+ ({x ∈ X : f(x) > t}) dt.

Proof. We can assume that f > 0. Let At = {x ∈ X : f(x) > t} and define

fh(x) = sup
d(x,y)<h

f(y).

Then {x ∈ X : fh(x) > t} = Aht . Since

|∇f(x)| ≥ lim sup
y→x

f(y)− f(x)

d(x, y)
= lim sup

h→0+

fh(x)− f(x)

h
,

we have∫
X

|∇f(x)| dµ(x) ≥
∫
X

lim sup
h→0+

fh − f
h

dµ ≥ lim sup
h→0+

∫
X

fh − f
h

dµ

= lim sup
h→0+

∫ +∞

0

µ(Aht )− µ(At)

h
dt ≥ lim inf

h→0+

∫ +∞

0

µ(Aht )− µ(At)

h
dt

≥
∫ +∞

0

lim inf
h→0+

µ(Aht )− µ(At)

h
dt =

∫ +∞

0

µ+(At) dt.

1.7 Theorem. Let f : Rn → R be locally Lipschitz function with compact support with
|∇f | ∈ L1(Rn). Then

‖f‖ n
n−1
≤ 1

n|Bn
2 |1/n

∫
Rn
|∇f |.

Proof. We know that for any Borel set of finite measure we have

|A+| ≥ n|Bn
2 |1/n|A|

n−1
n .
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Observe that ||f(x)| − |f(y)|| ≤ |f(x)− f(y)|. Therefore, taking |f | instead of f we can
assume that f is nonnegative. Hence, by co-area formula we have∫

Rn
|∇f | ≥

∫ +∞

0

|{f > t}+| dt ≥
∫ +∞

0

n|Bn
2 |1/n|{f > t}|

n−1
n dt.

Note that the sets {f > t} are of finite measure since f is compactly supported. Now it
suffices to note that∫ +∞

0

|{f > t}|
n−1
n dt =

∫ +∞

0

(∫
Rn

(
1{f>t}

) n
n−1

)n−1
n

dt

=

∫ +∞

0

∥∥1{f>t}∥∥ n
n−1

dt ≥
∥∥∥∥∫ +∞

0

1{f>t} dt

∥∥∥∥
n
n−1

= ‖f‖ n
n−1

.

Using this inequality with the function fε(x) = max{1− d(x,A)
ε

, 0} and taking ε→ 0
we recover the classical isoperimetric inequality.

1.5 Cheeger inequality

We consider a triple (M,d, µ). Recall that

µ+(A) = lim inf
h→0+

µ(Ah)− µ(A)

h
,

where Ah = {x ∈ X : ∃a∈A d(x, a) < h}. W say that µ satisfies Cheeger inequality
with constant h > 0 if

µ+(A) ≥ hmin{µ(A), 1− µ(A)}.

We show that this is equivalent to

h

∫
M

|f −Medµ f | dµ ≤
∫
M

|∇f | dµ,

so the best constants in this inequalities are the same. Indeed, using the standard
approximation of the indicator function of a set A and applying the above inequality we
arrive at

µ+(A) ≥ hmin{µ(A), 1− µ(A)}

since µ(A) ≥ 1
2

implies Medµ 1A = 1 and µ(A) ≤ 1
2

implies Medµ 1A = 0. We prove that
the Cheeger inequality implies the functional version. We can assume that Medµ f = 0.
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We have∫
|∇f | dµ ≥

∫ +∞

−∞
µ+ ({x : f(x) > t}) dt ≥ h

∫
min{µ(f > t), 1− µ(f > t)} dt

= h

∫ 0

−∞
1− µ(f > t) dt+ h

∫ +∞

0

µ(f > t) dt

= h

∫ +∞

0

µ(f ≤ −t) dt+ h

∫ +∞

0

µ(f > t) dt = h

∫ +∞

0

µ(|f | > t) dt

= h

∫
|f | dµ.

Now we consider a situation when we have o product structure (Mn, dn, µ
n), where

d2
n(x, y) =

∑n
i=1 d(xi, yi)

2. We assume that

|∇f(x)|2 =
n∑
i=1

|∇xif(x)|2.

Moreover, let ν be the exponential distribution on R, i.e. the measure with density
1
2
e−|x|. Our goal is to prove the following theorem

1.8 Theorem. For a triple (Mn, dn, µ
n) we have

hµn ≥
1

2
√

6
hµ.

If µ = ν then we get hνn ≥ 1
2
√

6
, since hν = 1.

No we prove that hν = 1.

1.9 Theorem. If φ(x) = 1
2
e−|x|, Φ(x) =

∫ x
−∞ φ(s) ds = ν((−∞, x]) then ν(A) = Φ(a)

implies ν(Au) ≥ Φ(a+ u).

Proof. Since Ah = (Aε)h−ε we can assume that A is open. Open sets in R are the sums
of open intervals, which can be approximated by finite sums of closed intervals from
inside. We can construct a sequence of sets An which are finite sums of intervals such
that A ⊃ An and ν(An)→ ν(A) as n→∞. If we can prove out theorem for An then

ν(Au) ≥ ν(Aun) ≥ Φ(an + u)→ Φ(a+ u),

where an is such that ν(An) = Φ(an). Therefore we assume that A is a finite sum of
disjoint closed intervals.

The proof is based on the induction on the number n of bounded intervals in A.
If n = 0 then A can be a half line or a sum of two half lines. In the first case the
proposition is trivial. In the second case we have A = (−∞, a] ∪ [b,∞) where a < b.
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We want to prove that Φ(a) + 1 − Φ(b) = Φ(c) implies Φ(a + u) + 1 − Φ(b − u) ≥
Φ(c+ u). Since 1−Φ(x) = Φ(−x), we have to prove that Φ(x0) + Φ(y0) = Φ(z) implies
Φ(x0 + u) + Φ(y0 + u) ≥ Φ(z + u). Fix z ∈ R and assume, without loss of generality,
that x0 ≤ y0. If Φ(x) + Φ(y(x)) = Φ(z) and Φ(x0) + Φ(y0) = Φ(z) then y(x0) = y0 and if
x < x0 then y > y0 ≥ x0 > x. Differentiating the constraint we arrive at φ(y)y′ = −φ(x).
Note that

d

dx
(Φ(x+ u) + Φ(y + u)) = φ(y + u)y′ + φ(x+ u) = φ(y + u)

−φ(x)

φ(y)
+ φ(x+ u)

the sign of this expression is the same as the sign of

−e−|y+u|−|x| + e−|x+u|−|y|.

Note that if x→ −∞ then y → z. Therefore it is enough to show that

−e−|y+u|−|x| + e−|x+u|−|y| > 0

and hence, to show that |x + u| − |x| ≤ |y + u| − |y|. But this is clear since x < y and
s→ |s+ u| − |s| is nondecreasing.

Now we consider the case when we have n+ 1 bounded intervals and n ≥ 0. Assume
that A = B ∪ I, where I = [u, v] and B consists of at most n bounded intervals.
If Bu ∩ Iu 6= ∅ then there exists an interval J such that Ju ∩ Iu 6= ∅. If we take
conv(I, J) instead of I and J then we have a set A′ with at most n bounded intervals
such that ν((A′)u) = ν(Au) and ν(A′) > ν(A). From the induction hypothesis we have
ν(A′) = Φ(a′) implies ν((A′)u) ≥ Φ(a′ + u). Therefore

ν(Au) = ν((A′)u) ≥ Φ(a′ + u) ≥ Φ(a+ u),

since ν(A′) > ν(A) implies a′ > a.
If Bu∩ Iu = ∅ then we show that we can move I to obtain the situation Bu∩ Iu 6= ∅

or to make the interval I infinite. More precisely, we show that if u + v ≤ 0 then
we can move I to the left (in such a way that the measure is preserved). Of course,
by symmetry, if u + v ≥ 0 then we can move I to the right. If is enough to show
that if v < w, v + w ≤ 0 and v′ < v, w′ < w are such that ν([v, w]) = ν([v′, w′])
then ν([v − u,w + u]) ≥ ν([v′ − u,w′ + u]). Let ν([x,w(x)]) = Φ(w(x)) − Φ(x) be
constant and x + w(x) ≤ 0. We have φ(w(x))w′(x) = φ(x). It suffices to show that
x 7→ Φ(w(x) + u)− Φ(x− u) is nondecreasing. It is equivalent to

φ(w(x) + u)w′(x) ≥ φ(x− u)

and therefore, equivalent to

1

φ(w(x))
(φ(x)φ(w(x) + u)− φ(w(x))φ(x− u)) ≥ 0
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We are to show that
|w(x) + u|+ |x| ≤ |w(x)|+ |x− u|.

We have x ≤ 0 and x−u ≤ 0 therefore it suffices to prove |w(x) +u| ≤ |w(x)|+u, which
is the triangle inequality.

This theorem yields hν = 1. Indeed, if ν(A) = Φ(a) then we have

ν+(A) = lim inf
h→0+

ν(Ah)− ν(A)

h
≥ lim inf

h→0+

Φ(a+ h)− Φ(a)

h
= Φ′(a) = Φ′

(
Φ−1(ν(A))

)
.

If ν(A) ≤ 1
2

then ν(A) = Φ(a) = 1
2
ea for a ≤ 0 and therefore

Φ′
(
Φ−1(ν(A))

)
= Φ′

(
Φ−1(Φ(a))

)
= Φ′(a) =

1

2
e−|a| = ν(A).

If ν(A) ≥ 1
2

then ν(A) = Φ(a) = 1− 1
2
e−a for a ≥ 0 and hence

Φ′
(
Φ−1(ν(A))

)
= Φ′

(
Φ−1(Φ(a))

)
= Φ′(a) =

1

2
e−|a| = 1− ν(A).

We can provide a simple description of the isoperimetric constant for a general mea-
sure on the real line.

1.10 Theorem. Suppose µ is a Borel measure on R which is not a Dirac delta. Let
F (x) = µ((−∞, x]) and let p be a density of the absolutely continuous part of µ. Set
a = inf{x : F (x) > 0}, b = sup{x : F (x) < 1}. Let

Kµ = essinfa<x<b

(
p(x)

min{F (x), 1− F (x)}

)
.

Let U be a nondecreasin, left-continuous function which transports the exponential mea-
sure ν onto µ. Then

hµ = Kµ =
1

‖U‖Lip
.

Proof. For simplicity we give a proof in the case of measures with positive densities on
the real line. For Borel A we have µ(A) = ν(U−1(A)). Hence

F (a) = µ((−∞, a]) = ν(U−1((−∞, a])) = ν((−∞, U−1(a)]) = Fν(U
−1(a)).

Therefore U(a) = F−1(Fν(a)) and if V = U−1 then V (a) = F−1
ν (F (a)). We have

V ′(a) =
F (a)

F ′ν(F
−1
ν (F (a)))

=
p(a)

min{F (a), 1− F (a)}
≥ Kµ.
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Therefore V (y)−V (x) ≥ Kµ(y−x), so y−x ≥ Kν(U(y)−U(x)). This implies ‖U‖Lip ≤
1/Kµ.

Now let f = g ◦ U , f ′ = (g′ ◦ U)U ′, hence |f ′| ≤ ‖U‖Lip |g′(U)|. Let ξ ∼ ν. Then
η = U(ξ) ∼ µ. When Med f(ξ) = 0 then E|f(ξ)| ≤ E|f ′(ξ)|, because we know that
hν = 1. We have f(ξ) = g(η). Therefore Med g(η) = 0 implies

E|g(η)| ≤ E|(g ◦ U)′(ξ)| ≤ ‖U‖Lip E|g
′(U(ξ))| = ‖U‖Lip E|g

′(η)| ≤ 1

Kµ

E|g′(η)|.

This implies Kµ ≤ hµ. The opposite inequality is obvious. Moreover, from E|g(η)| ≤
‖U‖Lip E|g′(η)| we deduce 1/ ‖U‖Lip ≤ hµ. Since Kµ = hµ and ‖U‖Lip ≤ 1/Kµ the
proposition follows.

1.6 Generalized Poincare inequality

We prove the following lemma

1.11 Lemma. Let Ψ : R→ R be a Young function (even, convex, Ψ(0) = 0). If hµ > 0
then for all locally Lipschitz functions f : M → R with Medµ f = 0 we have

‖f‖Ψ ≤
cΨ

hµ
‖∇f‖Ψ

and

EΨ(f) ≤ EΨ

(
cΨ

hµ
|∇f |

)
,

where cΨ = supx>0
xΨ′(x)
Ψ(x)

,

‖f‖Ψ = inf{λ > 0 : EΨ(f/λ) ≤ 1} <∞

and ‖∇f‖Ψ = ‖|∇f |‖Ψ.

We need a simple lemma

1.12 Lemma (Hölder type inequality). Let f, g be measurable on (Ω,F , µ) and let Ψ :
R → R be differentiable and convex. Assume that EN(g) ≤ EN(f). Then EN ′(f)g ≤
EN ′(f)f , provided that this expectations exist.

Proof. We have
EN((1− t)f + tg) ≤ (1− t)EN(f) + tEN(g).

Differentiating this inequality at t = 0 we get

EN ′(f)(g − f) ≤ EN(g)− EN(f) ≤ 0.

11



1.13 Remark. If we take N(x) = |x|p, f = u1/(p−1), g = v, q = p/(p − 1) and assume
that ‖u‖q = ‖v‖p then we obtain Euv ≤ 1, hence we recover classical Hölder inequality.

Proof of lemma. We can assume that Ψ is differentiable, Ψ′(0) = 0. We can also assume
that ‖f‖Ψ = 1, hence EΨ(f) = 1 and that f is bounded. Let f1 = f+ and f2 = f−, so
that f = f1 − f2. We have Medµ(f1) = Medµ(f2) = 0, since Medµ(f) = 0 and therefore
also Medµ(N(f1)) = Medµ(N(f2)) = 0. We have

hµEΨ(f1) ≤ EΨ′(f1)|∇f1| = EΨ(|f |)|∇f |1{f>0},

hµEΨ(f2) ≤ EΨ′(f2)|∇f2| = EΨ(|f |)|∇f |1{f<0}.

Therefore
hµEΨ(f) ≤ EΨ(|f |)|∇f |.

We want to apply lemma to the functions |f | and g = |∇f |
‖∇f‖Ψ

. Note that EΨ(f) = 1

and EΨ(g) = 1 by the definition of the norm ‖∇f‖Ψ. We arrive at

hµEΨ(f) ≤ EΨ(|f |)|∇f | = ‖∇f‖Ψ EΨ′(|f |)g
≤ ‖∇f‖Ψ EΨ′(|f |)|f | ≤ cΨ ‖∇f‖Ψ EΨ(f).

We conclude that hµ ≤ cΨ ‖∇f‖Ψ and since ‖f‖Ψ = 1 we have

‖f‖Ψ ≤
cΨ

hµ
‖∇f‖Ψ .

To prove the second part take Ψα = Ψ/α (note that cΨ = cΨα)and observe that
from the first part if ‖f‖Ψα

≥ 1 then ‖cΨ∇f/hµ‖Ψα
≥ 1. Therefore if EΨ(f) ≥ α then

EΨ(cΨ|∇f |/hµ) ≥ α. The proposition follows.

1.14 Corollary. If we takie Ψ(x) = |x| then we recover the inequality

hE|f −Medµ f | ≤ E|∇f |.

If we take Ψ(x) = x2 then we have cΨ = 2 and we obtain the Poincare inequality

E|f − Ef |2 ≤ E|f −Medµ f | ≤
4

h2
µ

E|∇f |2.

It means that the optimal constant C in the Poincare inequality

CE|f − Ef |2 ≤ E|∇f |2

satisfies C ≥ h2
µ

4
.

12



1.7 Bobkov-type inequality

1.15 Theorem. For p ∈ [0, 1] we take I(p) = 4p(1− p) and let C = 4
√

6/hµ. Then for
all Lipschitz functions f : Mn → [0, 1] we have

I

(∫
f dµn

)
≤
∫ √

I(f)2 + C2|∇f |2 dµn.

Note that we have

I(

∫
f)−

∫
I(f) = 4(

∫
f)(1−

∫
f)− 4

∫
f(1− f) = Var(f).

Therefore Bobkov inequality implies, since
√
a2 + b2 ≤ a+ b for a, b ≥ 0, that

4 Varµn f ≤ C

∫
|∇f | dµn.

Moreover, Bobkov inequality implies, by the standard approximation argument, that

(µn)+(A) ≥ 4

C
µn(A)(1− µn(A)) ≥ 2

C
min{µn(A), 1− µn(A)},

which means that hµn ≥ hµ/2
√

6. That was our goal.
In the next section we prove that Bobkov inequality possesses the tensorization prop-

erty. Therefore it suffices to prove it in dimension n = 1.

Proof in the case n = 1. Rewrite our inequality in the form

4 Varµ(f) ≤
∫ (√

I(f)2 + C2|∇f |2 − I(f)
)

dµ.

Note that 0 ≤ I(f) ≤ 1 and u 7→
√
u2 + v2 − u is nonincreasing. Therefore it suffices to

prove

4 Varµ(f) ≤
∫ (√

1 + C2|∇f |2 − 1
)

dµ.

If m = Medµ(f) then f −m has values in [−1, 1]. Note that when |t| ≤ 1 then

4t2 ≤ 24t2√
1 + 24t2 + 1

=
√

1 + 24t2 − 1.

Take the Young function Ψ(t) =
√

1 + t2 − 1. We have

4 Varµ(f) ≤ 4

∫
(f −m)2 dµ ≤

∫ (√
1 + 24(f −m)2 − 1

)
dµ

=

∫
Ψ(
√

24(f −m)) dµ.

13



We compute

tΨ′(t)

Ψ(t)
= t · t√

1 + t2
· 1√

1 + t2 − 1
=

√
1 + t2 + 1√

1 + t2
= 1 +

1√
1 + t2

.

Therefore cΨ = 2 and lemma implies∫
Ψ(
√

24(f −m)) dµ ≤
∫

Ψ

(
2
√

24

hµ
|∇f |

)
dµ =

∫ (√
1 + C2|∇f |2 − 1

)
dµ.

1.16 Theorem. Let ν be the exponential distribution and let Φ be its distribution
function. If νn(A) = Φ(a) then

νn(Ah) ≥ Φ

(
a+

h

2
√

6

)
.

Proof. Let a(h) be such that νn(Ah) = ν((−∞, a(h)]). We would like to prove that
a(h) ≥ a+ h

2
√

6
. We have

d

dh
νn(Ah)

∣∣∣
h=h0

= a′(h0)
d

da
ν((−∞, a])

∣∣∣
a=a(h0)

= a′(h0) min{νn(Ah0), 1− νn(Ah0)}

Moreover, using hνn ≥ 1/2
√

6 we obtain

d

dh
νn(Ah)

∣∣∣
h=h0

=
d

dε
νn(Ah0+ε)

∣∣∣
ε=0
≥ 1

2
√

6
min{νn(Ah0), 1− νn(Ah0)}.

It means that a′(h0) ≥ 1/2
√

6 and therefore a(h) ≥ a+ h/2
√

6.

1.8 Tensorization property of Bobkov type inequalities

1.17 Lemma. Suppose for all Lipschitz functions f : M → [0, 1] we have

I

(∫
f dµ

)
≤
∫ √

I(f)2 + |∇f |2 dµ.

Then is n ≥ 1 then for all Lipschitz functions f : Mn → [0, 1] we have

I

(∫
f dµn

)
≤
∫ √

I(f)2 + |∇f |2 dµn.

14



Proof. Induction. Let f : Mn+1 → [0, 1]. For x ∈Mn and xn+1 ∈M take

u(x, xn+1) =
√
I(f(x, xn+1))2 + |∇xf |2, v(x, xn+1) = |∇xn+1f |,

a(xn+1) =

∫
f(x, xn+1) dµn(x).

We have triangle inequality∫ √
u(x, xn+1)2 + v(x, x2

n+1) dµn(x) ≥√(∫
u(x, xn+1) dµn(x)

)2

+

(∫
v(x, xn+1) dµn(x)

)2

.

Therefore, by the induction hypothesis we have∫ √
I(f)2 + |∇f |2 dµn+1 =

∫ ∫ √
I(f(x, xn+1))2 + |∇xf |2 + |∇xn+1f |2 dµn dµ(xn+1)

≥
∫ √(∫

u(x, xn+1) dµn(x)

)2

+

(∫
v(x, xn+1) dµn(x)

)2

dµ(xn+1)

≥
∫ √

(I(a(xn+1)))2 +

(∫
v(x, xn+1) dµn(x)

)2

dµ(xn+1)

We also have ∫
v(x, xn+1) dµn(x) ≥ |a(xn+1)|

and (using again induction hypothesis for n = 1) we arrive at∫ √
I(f)2 + |∇f |2 dµn+1 ≥

∫ √
(I(a(xn+1)))2 + |∇xn+1a(xn+1)|2 dµ(xn+1)

≥ I

(∫
a(xn+1) dµ(xn+1)

)
= I

(∫
f dµn+1

)
.

1.9 Two point Bobkov inequality

Let ϕ(x) = 1√
2π
e−x

2/2, Φ(x) =
∫ x
−∞ ϕ(s) ds and I(x) = ϕ(Φ−1(x)). In this section we

prove the following two-point Bobkov inequality

1.18 Theorem. For all 0 ≤ a, b ≤ 1 we have

I

(
a+ b

2

)
≤ 1

2

√
I(a)2 +

∣∣∣∣a− b2

∣∣∣∣2 +
1

2

√
I(b)2 +

∣∣∣∣a− b2

∣∣∣∣2.
15



We will frequently use some simple identities involving functions ϕ, Φ and I. We have
ϕ(x) = ϕ(−x) and Φ(x) + Φ(−x) = 1. Moreover, we have I(1− p) = I(p). Indeed, if we
take x = Φ−1(p) for some p ∈ [0, 1] then Φ(x) + Φ(−x) = 1 implies Φ(−Φ−1(p)) = 1− p
and therefore

I(1− p) = φ(Φ−1(1− p)) = φ(−Φ−1(p)) = φ(Φ−1(p)) = I(p).

Let µ = 1
2
δ{1} + 1

2
δ{−1}. Take f : {−1, 1} → [0, 1]. Let us set f(−1) = a, f(1) = b. Then

two-point Bobkov inequality is equivalent to

I

(∫
f dµ

)
≤
∫
I(f)2 + |∇f |2 dµ,

where (∇f)(x) = f(x)−f(−x)
2

. Note that |(∇f)(1)| = |(∇f)(−1)| =
∣∣a−b

2

∣∣. Therefore, if
we prove two-point Bobkov inequality then by tensorization properties of Bobkov-type
inequalities we obtain the following theorem

1.19 Theorem. Let f : {−1, 1}n → [0, 1] and let µ = 1
2
δ{1} + 1

2
δ{−1}. Take µn = µ⊗n.

Then we have

I

(∫
f dµn

)
≤
∫
I(f)2 + |∇f |2 dµn,

where

|∇f |2 =
n∑
i=1

|∇xif |2 =
n∑
i=1

1

4
(f(x)− f(σi(x)))2 .

Here σi((x1, . . . , xi, . . . , xn)) = (x1, . . . ,−xi, . . . , xn).

Now, let γ1 be the one dimensional standard Gaussian measure, namely, measure
with density φ. Let f : R→ [0, 1] be a bounded function with bounded first and second
derivatives. Define fn : {−1, 1}n → [0, 1] by

fn(x1, . . . , xn) = f

(
x1 + . . .+ xn√

n

)
.

Note that by Central Limit Theorem we have

lim
n→∞

∫
fn dµn =

∫
f dγ1.

Moreover,

|∇fn|2(x) =
1

4

n∑
i=1

(
f

(
x1 + . . .+ xn√

n

)
− f

(
x1 + . . .+ xn√

n
− 2xi√

n

))2

=
1

4

n∑
i=1

∣∣∣∣f ′(x1 + . . .+ xn√
n

)∣∣∣∣2 4x2
i

n
+O(1/n)

=

∣∣∣∣f ′(x1 + . . .+ xn√
n

)∣∣∣∣2 +O(1/n).
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Therefore also

lim
n→∞

∫ √
I(fn)2 + |∇fn|2 dµn =

∫ √
I(f)2 + |f ′|2 dγ1.

Hence we obtain

I

(∫
f dγ1

)
≤
∫ √

I(f)2 + |f ′|2 dγ1.

for all locally Lipschitz functions (we have to use appropriate approximation). Using
again tensorization we get

1.20 Theorem. Let f : Rn → [0, 1] be locally Lipschitz and let γn = γ⊗n1 be the standard
Gaussian measure on Rn. Then we have

I

(∫
f dγn

)
≤
∫ √

I(f)2 + |∇f |2 dγn.

Now let A be a Borel set. Using standard approximation of 1A and a fact that
I(0) = I(1) = 0 we obtain the celebrated Gaussian isoperimetry in the infinitesimal
form.

1.21 Theorem. Let A be a Borel set with γn(A) <∞. Then

γ+
n (A) ≥ I(γn(A)).

It means that if γn(A) = γn((−∞, h]× Rn−1) = Φ(h) then

γ+
n (A) ≥ γ+

n ((−∞, h]× Rn−1) = ϕ(h) = ϕ(Φ−1(γn(A))) = I(γn(A)).

Therefore half spaces (−∞, h]×Rn−1 are the extremal sets in the Gaussian isoperimetry.

In fact half spaces are optimal in the strong version of Gaussian isoperimetry.

1.22 Theorem. Let A be a Borel set in Rn with γn(A) <∞ and let Bh = (−∞, h]×Rn−1

be such that γn(A) = γn(Bh) = Φ(h). Then we have

γn(Au) ≥ γn(Bu
h) = Φ(h+ u) = Φ

(
Φ−1(γn(A)) + u

)
.

Proof. Let f : [0,∞)→ R be such that

γn(Au) = Φ
(
Φ−1(γn(A)) + f(u)

)
.

Clearly f(0) = 0. We would like to prove that f(u) ≥ u. We have

d

du
γn(Au)

∣∣∣
u=u0

= ϕ
(
Φ−1(γn(A)) + f(u0)

)
f ′(u0) = I(γn(Au0))f ′(u0).

Moreover,

d

du
γn(Au)

∣∣∣
u=u0

=
d

dε
γn(Au0+ε)

∣∣∣
ε=0

= γ+
n (Au0) ≥ I(γn(Au0)).

It follows that f ′(u0) ≥ 1 and therefore f(u) ≥ u+ f(0) = u.
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1.23 Remark. Suppose J : [0, 1]→ R satisfies two-point Bobkov inequality

J

(
a+ b

2

)
≤ 1

2

√
J(a)2 +

∣∣∣∣a− b2

∣∣∣∣2 +
1

2

√
J(b)2 +

∣∣∣∣a− b2

∣∣∣∣2, a, b ∈ [0, 1].

Then we can prove (using above arguments) that γ+
n (A) ≥ J(γn(A)) for all Borel A ⊂ Rn.

Let A be a half space of Gaussian measure p. Then I(p) = γ+
n (A) ≥ J(γn(A)) = J(p).

Hence I ≥ J and therefore I is maximal among all functions satisfying two-point Bobkov
inequality.

1.24 Remark. For a, b ≥ 0 we have
√
a2 + b2 ≤ a+ b. Hence, we have the weaker form

of Gaussian Bobkov inequality

I

(∫
f dγn

)
−
∫
I(f) dγn ≤

∫
|∇f | dγn.

This inequality also implies Gaussian isoperimetry.

1.25 Remark. We can try to deduce Gaussian Bobkov inequality in dimension n from
the inequality γ+

n+1(A) ≥ I(γn+1(A)) in dimension n + 1. However, it is not clear if
argument that we will give is rigorous enough to deduce Bobkov inequality for all smooth
functions.

For a function f : Rn → R take

A = {(x, y) : x ∈ Rn, y ∈ R, Φ(y) < f(x)}.

Let g = Φ−1 ◦ f . We have

γn+1(A) =

∫
Rn

∫ g(x)

−∞
dγ1(y) dγn(x) =

∫
Rn

Φ(g(x)) dγn(x) =

∫
Rn
f dγn.

Moreover,∫ √
I(f)2 + |∇f |2 dγn =

∫ √
I(Φ(g))2 + |∇Φ(g)|2 dγn =

∫ √
ϕ(g)2 + Φ′(g)|∇g|2 dγn

=

∫
ϕ(g)

√
1 + |∇g|2 dγn =

∫
Rn
ϕn(x)ϕ(g(x))

√
1 + |∇g|2 dx

= γ+
n+1(A).

Hence γ+
n+1(A) ≥ I(γn+1(A)) implies

I

(∫
f dγn

)
≤
∫ √

I(f)2 + |∇f |2 dγn.
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It means that the inequality γ+
n (A) ≥ I(γn(A)) is essentially two dimensional. If we

can prove it for n = 2 the we can deduce one dimensional Bobkov inequality and then
tensorizing it, obtain general Gaussian Bobkov inequality. Then γ+

n (A) ≥ I(γn(A))
follows for all n ≥ 1.

Proof of two-point Bobkov inequality. Let x = a−b
2

, c = a+b
2

. Hence, a = x+ c, b = c−x.
Now a, b ∈ [0, 1] means that 0 ≤ x+c ≤ 1 and 0 ≤ c−x ≤ 1. It is equivalent to −c ≤ x ≤
1−c, −1+c ≤ x ≤ c and therefore equivalent to x ∈ ∆c = (−min{c, 1−c},min{c, 1−c}).
Take g(x) = I(x+ c)2 + x2. We can rewrite our inequality in the following form,√

g(0) ≤ 1

2

√
g(x) +

1

2

√
g(−x), x ∈ ∆c.

Squaring we obtain

4g(0)− (g(x) + g(−x)) ≤ 2
√
g(x)g(−x).

Squaring this inequality again we can see that it is enough to prove

16g(0)2 + (g(x)− g(−x))2 ≤ 8g(0)(g(x) + g(−x)).

Let h(x) = g(x)− g(0). Rewriting the above inequality i terms of h we obtain

(h(x)− h(−x))2 ≤ 8g(0)2(h(x) + h(−x)) = 8I(c)2(h(x) + h(−x)).

We need a lemma

1.26 Lemma. We have

a) I · I ′′ = −1,

b) (I ′)2 is convex on (0, 1),

c) R(x) = h(x) + h(−x)− 2I ′(c)2x2 is convex on ∆c.

Proof. a) We have I = ϕ ◦ Φ−1. Therefore

I ′ = (ϕ′ ◦ Φ−1)
1

Φ′ ◦ Φ−1
= −Φ−1(ϕ ◦ Φ−1)

1

Φ′ ◦ Φ−1
= −Φ−1.

Hence I ′′ = − 1
Φ′◦Φ−1 == −1

I
.

b) We have (I ′2)′ = 2I ′ · I ′′ = −2I ′/I, hence

(I ′2)′′ = −2
I ′′I − I ′2

I2
=

2(1 + I ′2)

I2
≥ 0.

c) Recall that h(x) = I(x+ c)2 + x2 − I(c)2, hence

R(x) = I(x+ c)2 + I(−x+ c)2 + 2x2 − 2I ′(c)2x2 − 2I(c)2,
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R′(x) = 2I(x+ c)I ′(x+ c)− 2I(−x+ c)I ′(−x+ c) + 4x− 4I ′(c)2x

and

R′′(x) = 2I ′(x+ c)2 + 2I ′(−x+ c)2 + 2I(x+ c)I ′′(x+ c)

+ 2I(−x+ c)I ′′(−x+ c)− 4I ′(c)2

= 4

(
I ′(x+ c)2 + I ′(−x+ c)2

2
− I ′(c)2

)
≥ 0,

since (I ′)2 is convex.

We continue the proof. The function R is even and convex. Therefore R(x) ≥ R(0) =
2h(0) = 0. We get

h(x) + h(−x) ≥ 2I ′(c)2x2.

Clearly,
(h(x)− h(−x))2 ≤ 8I(c)2(h(x) + h(−x))

will follow from the inequality

(h(x) + h(−x))2 ≤ 16I(c)2I ′(c)2x2,

which is equivalent to ∣∣∣∣h(x)− h(−x)

x

∣∣∣∣ ≤ 4I(c)|I ′(c)|

and therefore, to ∣∣∣∣I(x+ c)2 − I(−x+ c)2

x

∣∣∣∣ ≤ 4I(c)|I ′(c)|.

Note that I(c) = I(1− c), I ′(c) = −I ′(1− c). It follows that∣∣I(x+ (1− c))2 − I(−x+ (1− c))2
∣∣ =

∣∣I(−x+ c)2 − I(x+ c)2
∣∣ .

We also have ∆c = ∆1−c. We conclude that the above inequality does not change when
we replace c by 1 − c. We can therefore assume that c ∈ [0, 1/2]. Then ∆c = (−c, c).
Observe that the left hand side is an even function of x ∈ ∆c. We can therefore assume
that 0 < x ≤ c ≤ 1/2. Since I is increasing on [0, 1/2] and decreasing on [1/2, 1] and
symmetric around 1/2 we have I(c+ x) ≥ I(c− x). Therefore we have to prove

I(x+ c)2 − I(−x+ c)2

x
≤ 4I(c)|I ′(c)|.

Consider a function u(x) = I(x+ c)2 − I(−x+ c)2. WE have

u′(x) = 2I(x+ c)I ′(x+ c) + 2I(−x+ c)I ′(−x+ c)
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and
u′′(x) = 2I ′(x+ c)2 − 2I ′(−x+ c)2.

The function I ′2 is convex and symmetric around 1/2. It follows that I ′(c + x)2 ≤
I ′(c − x)2. Therefore u′′(x) ≤ 0. We have u(0) = 0 and u is concave on [0, c]. Hence
u(x)/x) is nonincreasing on [0, c]. To prove the inequality u(x)/x ≤ 4I(c)|I ′(c)| it suffices
to prove it in the limit x→ 0+. We have

I(x+ c)2 = I(c)2 + 2I(c)I ′(c)x+ o(x)

and therefore
u(x) = 4I(c)I ′(c)x+ o(x).

It follows that

lim
x→0+

u(x)

x
= 4I(c)I ′(c).

1.10 Log-Sobolev inequalities

Let µ be a Borel probability measure on a metric space (X, d). For a positive function
g on X define the entropy

Entµ(f) =

∫
X

f ln f dµ−
(∫

f dµ

)
ln

(∫
f dµ

)
.

We say that measure µ satisfies log-Sobolev inequality with constant C if

Entµ(f 2) ≤ C

∫
X

|∇f |2 dµ.

To prove tensorization property for the log-Sobolev inequality we need a simple lemma

1.27 Lemma. We have

Entµ(f) = sup

{∫
fg dµ :

∫
eg dµ ≤ 1

}
.

Proof. One can easily check that for λ > 0 we have Entµ(λf) = λEntµ(f). Therefore,
by the homogenity we can assume that

∫
f dµ = 1. Then Entµ(f) =

∫
f ln f dµ. Note

that for u > 0 and v ∈ R we have

uv ≤ u lnu− u+ ev.

Indeed, the function v 7→ ev − uv attains its minimum in the point v = lnu (compute
the derivative). If

∫
eg dµ ≤ 1 we get∫

fg dµ ≤
∫
f ln f − f + eg dµ ≤

∫
f ln f − f + 1 dµ =

∫
f ln f dµ = Entµ(f).
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Hence

Entµ(f) = sup

{∫
fg dµ :

∫
eg dµ ≤ 1

}
.

To obtain the converse it suffices to take g = ln f .

Now we can prove the subadditivity of the entropy.

1.28 Lemma. Let µ1, . . . , µn be probability measures on X1, . . . , Xn. Take the measure
µ = µ1 ⊗ . . .⊗ µn on X = X1 × . . .×Xn. For f : X → (0,∞) we have

Entµ(f) ≤
n∑
i=1

∫
Entµi(f) dµ.

Here Entµi(f) is the entropy of the function Xi 3 xi 7→ f(x1, . . . , xi, . . . , xn) where
variables other than xi are fixed.

Proof. Let g : X → R be such that
∫
X
g dµ ≤ 1. Take

gi(x1, . . . , xn) = ln

(∫
eg(x1,...,xn)dµ1(x1)...dµi−1(xi−1)∫
eg(x1,...,xn)dµ1(x1)...dµi(xi)

)
.

We have
n∑
i=1

gi = ln(eg)− ln

(∫
eg dµ

)
≥ g.

Note that ∫
eg
i

dµi =

∫ ∫
egdµ1 . . . dµi−1∫
eg ddµ1 . . . dµi

dµi = 1.

Hence, ∫
fg dµ ≤

n∑
i=1

∫
fgi dµ =

n∑
i=1

∫ ∫
fgi dµi dµ ≤

n∑
i=1

∫
Entµi(f) dµ.

We finish the proof taking supremum over all functions g with
∫
eg dµ ≤ 1.

1.29 Theorem. Take (Xi, di, µi)i=1,...,n, X = X1 × . . . × Xn, µ = µ1 ⊗ . . . ⊗ µn and
assume that for f : X → R we have |∇f |2 =

∑n
i=1 |∇if |2. Suppose µi satisfies log-

Sobolev inequality with constant Ci. Then the measure µ on X satisfies log-Sobolev
inequality with constant C = max1≤i≤nCi.

Proof. We have

Entµ(f 2) ≤
n∑
i=1

∫
Entµi(f

2) dµ ≤
n∑
i=1

Ci

∫ ∫
|∇if |2 dµi dµ ≤ C

∫
|∇f |2 dµ.
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Now we prove log-Sobolev inequality for the discrete cube {−1, 1}n.

1.30 Theorem. Let f : {−1, 1}n → (0,∞). Let |∇f |2 = 1
4

∑n
i=1 (f(x)− f(σi(x)))2.

Take µ =
(

1
2
δ{−1} + 1

2
δ{1}
)⊗n

. Then

Entµ(f 2) ≤ 2

∫
|∇f |2 dµ.

Proof. Because of the tensorization property of log-Sobolev inequality it suffices to prove
the theorem in the case n = 1. By homogenity we can assume that

∫
f 2 dµ = (f(1)2 +

f(−1)2)/2 = 1. Clearly, there exists t ∈ [−1, 1] such that f(1)2 = 1 + t, f(−1)2 = 1− t.
We have ||f(1)|− |f(−1)|| ≤ |f(1)− f(−1)|, therefore we can assume that f ≥ 0. Hence

|∇f |2 =
1

4

(√
1 + t−

√
1− t

)2

=
1

2
− 1

2

√
1− t2.

We also have

Entµ(f 2) =
1 + t

2
ln(1 + t) +

1− t
2

ln(1− t).

We would like to prove

1−
√

1− t2 ≥ 1 + t

2
ln(1 + t) +

1− t
2

ln(1− t).

Define

α(t) = 1−
√

1− t2 − 1 + t

2
ln(1 + t)− 1− t

2
ln(1− t).

The function α is even, therefore it suffices to prove α(t) ≥ 0 for t ≥ 0. Note that
f(0) = 0. It suffices to prove that

α′(t) =
t√

1− t2
− 1

2
ln(1 + t) +

1

2
ln(1− t) ≥ 0.

Again f ′(0) = 0 and it suffices to observe that

α′′(t) =

√
1− t2 + t2√

1−t2

1− t2
− 1

2

1

1 + t
− 1

2

1

1− t

=
1

1− t2

(
t2√

1− t2
−
√

1− t2 − 1

)
=

1

1− t2

(
t2√

1− t2
− t2

1 +
√

1− t2

)
≥ 0.

Using Central Limit Theorem we can deduce, like in the case of Gaussian Bobkov
inequality, the log-Sobolev inequality for the Gaussian measure.

1.31 Theorem. Let γn be a standard Gaussian measure on Rn. Then for Lipschitz
function f : Rn → (0,∞) we have

Entγn(f 2) ≤ 2

∫
|∇f |2 dγn.
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2 Semigroups approach

2.1 Discrete cube

Consider a triple (Σn, P (Σn), µn), where µn =
(

1
2
δ1 + 1

2
δ−1

)⊗n
and P (Σn) is a σ-algebra

of all subsets of Σn. The set Σn is called a discrete cube. Clearly our triple is a probability
space, therefore for a function f : Σn → R we have expectation

Ef =

∫
Σn

f dµn = 2−n
∑
x∈Σn

f(x).

We also set ‖f‖p = (E|f |p)1/p and ‖f‖∞ = supx∈Σn |f(x)|.
We can equip Σn with the Hamming metric

d(x, y) = |{i ∈ [n] : xi 6= yi}| =
1

2
‖x− y‖1 ,

where ‖x‖1 =
∑n

i=1 |xi|. Let [n] = {1, 2, . . . , n}.
We can also consider a Hilbert space Hn(Σn) = Hn(Σn, P (Σn), µn) of all functions

f : Σn → R with a scalar product

〈f, g〉 = Efg = 2−n
n∑
i=1

f(x)g(x).

For x ∈ Σn take a function 1x : Σn → R given by 1x(y) = δx,y (Kronecker delta). Clearly,
the collection (1x)x∈Σn forms a basis in Hn(Σn) and dim Hn = 2n.

The discrete cube possesses also a group structure (Σn, V ), where (x, y) ∈ V if and
only if d(x, y) = 1. Note also that Σn is a locally compact group with multiplication
given by

x · y = (x1y1, . . . , xnyn).

The measure µn is a Haar measure on a group Σn.

2.2 The Gaussian space

Take a probability space (Rn,B(Rn), γn), where B(Rn) is a σ-algebra of all Borel sets in
Rn. Here γn is a standard Gaussian measure Rn, which is the product of standard normal
distributions, i.e. measures with density ϕ(x) = 1√

2π
exp(−x2/2). For f : Rn → R we

also have an expectation

Ef =

∫
Rn
f dγn =

1

(2π)n/2

∫
Rn
e−‖x‖2/2 dx,

where ‖x‖2
2 =

∑n
i=1 x

2
i . Of course we assume that this expression is well-defined.
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Clearly, Rn has a standard Euclidean metric structure. It possesses also a group
structure (Rn,+), but it is the Lebesgue measure that is the Haar measure on this
group, not the measure γn.

We introduce the Hilbert structure L2(Rn,B(Rn, γn)) with a scalar product

〈f, g〉 = Efg =

∫
Rn
f(x)g(x) dγn(x).

2.3 Walsh functions

We introduce a set of functions (wS)S⊂[n], wS : Σn → {−1, 1}, given by

wS(x) =
∏
i∈S

xi, w∅ ≡ 1.

The functions (ri)
n
i=1, ri = w{i} are called the Rademacher functions. Since ri are defined

on the probability space, they form a sequence of random variables. One can check that
these random variables are independent.

Clearly, EwS = 0 when S 6= ∅ and Ew∅ = 1. Moreover, for S, T ⊂ [n] we have

(wS · wT )(x) =
∏
i∈S

xi
∏
i∈T

wT =
∏

i∈S∆T

xi
∏
i∈S∩T

xi =
∏

i∈S∆T

xi = wS∆T (x),

hence wS · wT = wS∆T . Therefore

〈wS, wT 〉 = EwSwT = EwS∆T = δS,T .

We have proved that (wS)S⊂[n] is an orthonormal sequence of functions in L2(Σn). Since
it is a subset of cardinality 2n, it forms a basis in L2(Σn). It follows that a function
f : Σn → R admits an unique expansion

f =
∑
S⊂[n]

〈f, wS〉wS.

It can be also seen by an elementary argument. Indeed, we have

1x(y) =
n∏
i=1

1 + xiyi
2

= 2−n
∑
S⊂[n]

wS(x)wS(y).

Hence,

f(x) =
∑
y∈Σn

f(y)1y(x) = 2−n
∑
S⊂[n]

(∑
y∈Σn

f(y)wS(y)

)
wS(x) =

∑
S⊂[n]

〈f, wS〉wS(x).
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Clearly, wS : Σn → {−1, 1} is a homomorphism and therefore it is a character on Σn.
Let Σ̂n be the dual group of Σn, namely the group of all characters on σn. One can prove
that Σ̂n = (wS)S⊂[n] and σn is isomorphic to Σ̂n by the isomorphism

x ∈ Σn 7→ S = {i ∈ [n] : xi = −1}.

We also have the Fourier transform

f̂(S) = f̂(wS) =

∫
Σn

wS(x)f(x) dµn(x) = 〈f, wS〉 .

Note also that we have

Ef = Ef · 1 = Ef · w∅ = 〈f, w∅〉 = f̂(∅)

and

Ef 2 = 〈f, f〉 =

〈∑
S⊂[n]

f̂(S)wS,
∑
T⊂[n]

f̂(T )wT

〉
=
∑

S,T⊂[n]

f̂(S)f̂(T ) 〈wS, wT 〉 =
∑
S⊂[n]

f̂(S)2.

2.4 Hermite polynomials in the Gaussian space

The sequence of polynomials (Hm)m≥0 obtained by the Gram-Schmidt process involv-
ing the monomials (xm)m≥0 and the scalar product of the space L2(R, γ1) is called the
sequence of Hermite polynomials. That is,

H0 = 1,

Hm = xm −
m−1∑
i=0

〈xm, Hi〉
Hi

‖Hi‖2
.

(2.1)

There are other equivalent definitions. For instance,

Hm(x) = (−1)nex
2/2 dn

dxn
(e−x

2/2), (2.2)

or via the generating function

ext−t
2/2 =

∑
m≥0

Hm(x)

m!
tm. (2.3)

This one is particularly useful for deriving the coefficients of Hm. Indeed,

ext−t
2/2 =

(∑
m≥0

xm

m!
tm

)(∑
m≥0

cos(mπ/2)tm

2m/2(m/2)!

)
.
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Thus

Hm(x) = m!
m∑
k=0

cos(kπ/2)

2k/2(k/2)!

xm−k

(m− k)!
= m!

∑
0≤k≤m/2

(−1)k

2k · k!

xm−2k

(m− 2k)!
. (2.4)

What makes the Hermite polynomials significant is the fact that they form a basis of
L2(R, γ1).

For m ∈ Nn we define Hm : Rn → R by

Hm(x) =
n∏
i=1

Hmi(xi).

One can prove that the collection (Hm)m∈Nn forms an orthonormal basis for L2(Rn, γn).

2.5 Poisson parity process and continuous time random walk

Let N(t)t∈[0,∞) be the standard Poisson process. It is an iteger-valued Markov process
with independent Poissonian increments, namely

N(0) = 0, N(t)−N(s) ∼ N(t− s) ∼ Pois (t− s).

Recall that if Y ∼ Pois (t− s), then

P (Y = k) = e−(t−s) (t− s)k

k!
.

With probability one the trajectories of the process t 7→ N(t) are non-decreasing integer-
valued functions. Define X(t) = (−1)N(t/2) . One can prove that (X(t))t∈[0,∞) is also a
Markov process. Take t > s ≥ 0. Using the fact that the Poisson process has independent
increments we compute

P (X(t) = 1|X(s) = 1) = P (X(t) = −1|X(s) = −1)

= P (N(t/2)−N(s/2) is even |N(s/2) is even )

= P (N(t/2)−N(s/2) is even) = P (N((t− s)/2) is even)

= Pois(
t− s

2
)({0, 2, 4, . . .})

= e−(t−s)
∞∑
k=0

(t− s)2k

(2k)!
= e−(t−s)/2 e

(t−s)/2 + e−(t−s)/2

2

= (1 + e−(t−s))/2.

Also

P (X(t) = −1|X(s) = 1) = P (X(t) = 1|X(s) = −1) =
(
1− e−(t−s)) /2.
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The process (X(t))t∈[0,∞) is time and space homogenous. It can be constructed via
abstract argument by checking that the transition probabilities

pt,s(x, y) = pt−s(x, y)

that we have just computed satisfy the Chapman-Kolmogorov equations

pu−s(x, z) =
∑

y∈{−1,1}

pt−s(x, y)pu−t(y, z)

for all u > t > s ≥ 0 and x, z ∈ {−1, 1}.
Now we can construct a continuous time random walk on Σn. Let (X1(t))t∈[0,∞),

(X2(t))t∈[0,∞), . . . , (Xn(t))t∈[0,∞) be independent copies of the process (X(t))t∈[0,∞). For
a given v ∈ Σn we set

Xv(t) = (v1X1(t), v2X2(t), . . . , vnXn(t)) .

Clearly we have Xv(0) = v and therefore v is a starting point of this process.
For a given f : Σn → R define a family of linear operators

(Ptf)(v) = Ef(Xv(t)) =
∑
x∈Σn

pt(v, x)f(x).

We have the following properties

• Pt1 = 1 (it is called the invariance of µn on Σn ),

• f ≥ 0 a.s. implies Ptf ≥ 0 a.s. (positivity preserving),

• Pt+s = Pt ◦ Ps, P0 = Id.

The third property indicates that the family (Pt)t≥0 is a semigroup of operators. A
semigroup, indexed by a time parameter t ∈ [0,∞), of linear operators satisfying the
above three conditions is called Markovian.

Having a Markovian semigroup (Pt) of operators on L2(Ω, µ) one can try to define a
Markov process reproducing this semigroup. We do not want to give precise formulations
here. The idea is to take qt(x, y) = (Pt1y)(x) and, using the semigroup property, to prove
that qt(x, y) satisfies Chapman-Kolmogrov equations.

Now we want to look at the action of our semigroup on the Walsh functions. We
have

(PtwS)(v) = EwS(Xv(t)) = E
∏
i∈S

viXi(t) =
∏
i∈S

vi ·
∏
i∈S

EXi(t)

= wS(v)

(
1 + e−t

2
+

1− e−t

2

)|S|
= e−|S|twS(v).
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Hence PtwS = e−|S|twS. Therefore, if f =
∑

S⊂[n] aSwS then

Ptf =
∑
S⊂[n]

e−|S|taSwS.

Now one can see that indeed Pt+s = Pt ◦Ps. Note also that Pt is a multiplier is a Fourier
representation.

2.1 Remark. The continuous time random walk on Σn can be constructed in an-
other way that through the Poisson parity process. For λ ∈ (0, 1/2] we can consider
a lazy random walk (Yk)k∈N on Σn started from the point v ∈ Σn, namely a Markov
chain with the transition probabilities P (Yk+1 = x|Yk = y) = λ/n when d(x, y) = 1 and
P (Yk+1 = x|Yk = x) = 1 − λ. Of course Yk = Y v,λ

k . Let fk(x) = P (Yk = x). Take an
operator

(Kf)(x) =
1

n

∑
Y :d(x,y)=1

f(y).

One can see that fk+1 = (λK + (1− λ) Id)fk. Hence,

fk = f v,λk = (λK + (1− λ) Id)kf0.

Define a discrete semigroup

(Pkf)(v) = Ef(Y v,λ
k ) =

∑
x∈Σn

P (Yk = x|Y0 = v) f(x) =
∑
x∈Σn

fk(x)f(x).

Note that
KwS = (n− |S|)wS − |S|wS,

hence

(λK + (1− λ) Id)wS = (1− λ)wS + λ

(
1− 2|S|

n

)
wS =

(
1− 2λ|S|

n

)
wS.

We have

f0(x) =
n∏
i=1

1 + vixi
2

= 2−n
∑
S⊂[n]

wS(v)wS(x).

Hence

fk(x) = (λK + (1− λ) Id)kf0 = 2−n(λK + (1− λ) Id)k

∑
S⊂[n]

wS(v)wS(x)


= 2−n

∑
S⊂[n]

wS(v)

(
1− 2λ|S|

n

)k
wS(x).

29



If f =
∑

S⊂[n] aSwS then

(Ptf)(v) =
∑
S⊂[n]

aS
∑
x∈Σn

fk(x)wS(x) = 2−n
∑

S,T⊂[n]

∑
x∈Σn

aSwS(v)wT (x)wS(x)

(
1− 2λ|S|

n

)k
=
∑

S,T⊂[n]

aS

(
1− 2λ|S|

n

)k
〈wS, wT 〉wS(v) =

∑
S⊂[n]

aS

(
1− 2λ|S|

n

)k
wS(v)

Now observe that
lim
λ→0+

Pdnt/2λef =
∑
S⊂[n]

aSe
−|S|twS.

Therefore our lazy random walk converges, as λ → 0+ (and after appropriate time
scaling), to the continuous time random walk.

2.6 Ornstein-Uhlenbeck process

Consider a one dimensional stochastic equation

dXt = −Xtdt+
√

2 dWt, X0 = x0.

where (Wt)t≥0 is a standard Wiener process on R. The solution of this equation

Xt = x0e
−t +

√
2

∫ t

0

es−t dWs

can we written in the form
Xt = x0e

−t + e−tWe2t−1.

Clearly,
Xt = Xx0

t ∼ x0e
−t +

√
1− e−2tg,

where g is the standard normal random variable. The process is stationary, Gaussian, and
Markovian. In fact it is the only nontrivial process that satisfies these three conditions,
up to linear transformations of the space and time variables. Its transition kernel has
the form

pt(x, y) =
1√

2π (1− e−2t)
exp

(
−(y − xe−t)2

2(1− e−2t)

)
.

If we consider independent processes

(X1(t))t≥0, (X2(t))t≥0, . . . , (Xn(t))t≥0

starting from points x1, . . . , xn ∈ R then for a function f : Rn → R of moderate growth
and x = (x1, . . . , xn) ∈ Rn we can define

(Ptf)(x) = Ef(Xx
t ) =

∫
R
f(xe−t +

√
1− e−2ty) dγn(y).
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This is co-called Ornstein-Uhlenbeck semigroup of operators. One can check that it
possesses the properties

• Pt1 = 1,

• f ≥ 0 a.s. implies Ptf ≥ 0 a.s.,

• Pt+s = Pt ◦ Ps, P0 = Id.

Therefore it is a Markov semigroup of linear operators.

2.7 Generators

Having a Markov semigroup (Pt)t≥0 we can define its generator

Lf = lim
t→0+

Ptf − f
t

=
d

dt
Ptf
∣∣∣
t=0
,

for functions for which this derivative exists. Note that L1 ≡ 0, since P0 = Id.
We remember that in the case of discrete cube we had PtwS = e−|S|twS, therefore

d

dt
PtwS = −|S|e−|S|twS = −|S|PtwS

and
LwS = −|S|wS.

Hence, since L is linear, we have

L

∑
S⊂[n]

aSwS

 = −
∑
S⊂[n]

|S|aSwS.

It also follows that
d

dt
Ptf = LPtf = PtLf.

The operators Pt and L clearly commute since they are both multipliers. The above
identity is general and follows from the semigroup property. Indeed,

d

dt
Ptf =

d

ds
Pt+sf

∣∣∣
s=0

=
d

ds
Ps(Ptf)

∣∣∣
s=0

= LPtf

and
d

dt
Ptf =

d

ds
Pt+sf

∣∣∣
s=0

=
d

ds
Pt(Psf)

∣∣∣
s=0

= Pt
(

d

ds
Psf

∣∣∣
s=0

)
= PtLf.
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For f =
∑

S⊂[n] aSwS we also have

lim
t→∞
Ptf = lim

t→∞

∑
S⊂[n]

aSe
−|S|twS = a∅w∅ = a∅ = Ef.

Define an operator

(L̃f)(x) =
1

2

∑
y:d(x,y)=1

(f(y)− f(x)) .

We check that LwS = −|S|wS and therefore L̃ = L.
By writing the Fourier expansion of f, g : Σn → R one can see that the operators Pt

and L are symmetric in the sense that

E(fPtg) = E(gPtf), E(fLg) = E(gLf).

Using the scalar product in L2(Σn) we can write

〈f,Ptg〉 = 〈Ptf, g〉 , 〈f, Lg〉 = 〈Lf, g〉 .

If a Markov semigroup possesses these properties, it is called symmetric.

Now we would like to find a generator for the Ornstein-Uhlenbeck semigroup. We
have

d

dt
(Ptf)(x) =

d

dt

∫
Rn
f(e−tx+

√
1− e−2ty) dγn(y)

=

∫
Rn

n∑
i=1

∂f

∂xi

(
e−tx+

√
1− e−2ty

)(
−e−txi +

e−2t

√
1− e−2t

yi

)
dγn(y)

= −∇((Ptf)(x)) · x

+

∫
Rn

n∑
i=1

∂f

∂xi

(
e−tx+

√
1− e−2ty

) e−2t

√
1− e−2t

∂

∂yi

−1

(2π)n/2
e−‖y‖

2
2 dy

= −∇((Ptf)(x)) · x+

∫
Rn

n∑
i=1

∂f 2

∂x2
i

(
e−tx+

√
1− e−2ty

)
e−2t dγn(y)

= −∇((Ptf)(x)) · x+ ∆((Ptf)(x)).

Hence
(Lf)(x) = (∆f)(x)− (∇f(x)) · x.

Now we would like to investigate how the operator L and Pt act on Hermite polynomials.

2.1 Proposition. In one dimensional case we have

(i) H ′m = mHm−1 for m ≥ 1,
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(ii) LHm = −mHm for m ≥ 0,

(iii) PtHm = e−tmHm for m ≥ 0.

Moreover, in multidimensional case for any m ∈ Nn

(iv) LHm = −|m|Hm,

(v) PtHm = e−t|m|Hm.

Proof. (i) It follows by formula (2.4) that the leading monomial in Hm is equal to xm.
It implies that H ′m −mHm−1 is a polynomial of degree m − 2. Therefore it suffices to
check that for every i ≤ m− 2 we have 〈H ′m −mHm−1, Hi〉 = 0. Integrating by parts we
obtain

〈H ′m −mHm−1, Hi〉 = 〈H ′m, Hi〉 =

∫
H ′m(x)Hi(x)e−x

2/2 dx√
2π

= −
∫
Hm(x)(H ′i(x)− xHi(x)) dγ = 0,

as the polynomial H ′i(x)− xHi(x) is of degree i+ 1 ≤ m− 1.
(ii) Since the polynomial LHm + mHm = H ′′m − xH ′m + mHm is of degree m− 1 we

conclude observing that for any i ≤ m− 1

〈LHm +mHm, Hi〉 = 〈LHm, Hi〉 = 〈Hm, LHi〉 = 0,

as LHi is of degree i.

(iii) Note that point (ii) yields

LPtHm = PtLHm = −mPtHm,

so that PtHm is an eigenvector of L. As a consequence there is a number λ(t) such that
PtHm = λ(t)Hm. We get

λ′(t)Hm = ∂tPtHm = LPtHm = −mλ(t)Hm.

Moreover,
Hm = P0Hm = λ(0)Hm.

Thus λ solves the Cauchy problem{
λ̇ = −mλ

λ(0) = 1
,

so λ(t) = e−tm.
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(iv) Since Hm(x) =
∏n

i=1Hmi(xi) we have

∆Hm =
n∑
i=1

∂xixi

(
n∏
j=1

Hmj(xj)

)
=

n∑
i=1

H ′′mi(xi)
∏
j 6=i

Hmj(xj),

x · ∇Hm(x) =
n∑
i=1

xi∂xi

(
n∏
j=1

Hmj(xj)

)
=

n∑
i=1

H ′mi(xi)
∏
j 6=i

Hmj(xj),

thus, by the one dimensional result concerning L,

LHm = (∆− x · ∇)Hm =
n∑
i=1

(
H ′′mi(xi)− xiH

′
mi

(xi)
)∏
j 6=i

Hmj(xj)

=
m∑
i=1

−miHm(x) = −|m|Hm.

(v) The second formula follows by its one dimensional counterpart applied to Hmi(xi)
as the operator Pt acts on each coordinate xi independently because the Gaussian mea-
sure is a product measure.

2.8 Contractivity

Suppose we have a symmetric Markov semigroup. Then

EPtf = E1(Ptf) = E(Pt1)f = E1f = Ef

for every t ≥ 0. Therefore the semigroup preserves expectation.
Now we prove that the semigroup (Pt)t≥0 is contactive in Lp for every p ≥ 1, i.e.

‖Ptf‖p ≤ ‖f‖p , t ≥ 0, p ≥ 1.

2.2 Lemma. Let Φ : R→ R be a convex function. Then for every t ≥ 0 we have

EΦ(Ptf) ≤ EΦ(f).

Taking Φ(x) = |x|p for p ≥ 1 we obtain ‖Ptf‖p ≤ ‖f‖p.

Proof. Every convex function is a supremum of its supporting affine functions, i.e.

Φ(x) = sup
α

(aαx+ bα)

for some real numbers (aα)α∈R, (bα)α∈R. Note that f ≥ g implies Pt(f−g) = Ptf−Ptg ≥
0 (positivity preserving). Thus,

Pt(Φ(f)) ≥ Pt(aαf + bα) = aαPtf + bα.
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Therefore, taking supremum of the right hand side,

Pt(Φ(f)) ≥ Φ(Ptf).

Using the fact that our semigroup preserves expectation we obtain

EΦ(f) = EPt(Φ(f)) ≥ EΦ(Ptf)

Note also that if −m ≤ f ≤ m for some real number m then

−m = Pt(−m) ≤ Ptf ≤ Ptm = m,

thus ‖Ptf‖∞ ≤ ‖f‖∞.

2.9 Dirichlet forms and integration by parts

Consider the case of a discrete cube Σn and a semigroup of a continuous time random
walk. Take a bilinear form

E(f, g) = Ef(−L)g.

Note that because of the symmetry of the semigroup we have E(f, g) = E(g, f). We
prove that the bilinear form E is nonnegative, i.e. we have the following lemma

2.3 Lemma. We have E(f, f) ≥ 0.

Proof. Take Ψ(t) = E(Ptf)2. We have

Ψ′(t) = 2E
(

(Ptf)
d

dt
Ptf
)

= 2E(Ptf)(LPtf).

Hence,
Ψ′(0+) = 2E(fLf) = −2E(f, f).

Because of the contraction we have

Ψ(t) = ‖Ptf‖2
2 ≤ ‖f‖

2
2 = ‖P0f‖2

2 = Ψ(0).

Thus Ψ′(0+) ≤ 0 and therefore E(f, f) ≥ 0.

The same proof works for a large class of symmetric Markov processes, for example
in the case of the Ornstein-Uhlenbeck semigroup for appropriate class of functions. In
our examples we can show the above fact by a direct calculation.
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(a) discrete cube

In this case we have

(Lf)(x) =
1

2

∑
y: d(x,y)=1

(f(y)− f(x)) .

Therefore

E(f, g) = −EfLg = −2−n−1
∑
x∈Σn

∑
y: d(x,y)=1

f(x)(g(y)− g(x))

= 2−n−1
∑

(x,y): d(x,y)=1

(f(x)g(x)− f(x)g(y)) .

Replacing indexes x and y we obtain also

E(f, g) = 2−n−1
∑

(x,y): d(x,y)=1

(f(y)g(y)− f(y)g(x)) .

Thus, adding these two equalities together we obtain

E(f, g) = 2−n−2
∑

(x,y): d(x,y)=1

(f(x)g(x)− f(x)g(y) + f(y)g(y)− f(y)g(x))

= 2−n
∑

(x,y): d(x,y)=1

(
f(x)− f(y)

2

)(
g(x)− g(y)

2

)
.

If we take ∇f = (∇1f, . . . ,∇nf), where

(∇if)(x) =
f(x)− f(σi(x))

2
, σi(x1, . . . , xi, . . . xn) = (x1, . . . ,−xi, . . . xn),

then we obtain

E(f, g) =

∫
Σn

∇f · ∇g dµn.

Moreover,

E(f, f) =

∫
Σn

|∇f |2 dµn ≥ 0.

The equality ∫
fLg dµn = −

∫
∇f · ∇g dµn

can be interpreted as an integration by parts formula. The operator L is often
called the discrete Laplace operator.
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(b) Gaussian space

In this case we have
(Lf)(x) = ∆f(x)− x · ∇f(x).

Thus,

E(f, g) = −
∫
fLg dγn = −

∫
Rn
f(x) (∆g(x)− x · ∇g(x)) dγn(x)

= − 1

(2π)
n
2

∫
Rn
f(x) (∆g(x)− x · ∇g(x)) e−‖x‖

2
2/2 dx

= − 1

(2π)
n
2

∫
Rn
∇
(
f(x)e−‖x‖

2
2/2
)
· ∇g dx+

∫
Rn
f(x) (x · ∇g(x)) dγn(x)

= −
∫
∇f · ∇g dγn −

∫
Rn
f(x) (x · ∇g(x)) dγn(x) +

∫
Rn
f(x) (x · ∇g(x)) dγn(x)

= −
∫
∇f · ∇g dγn.

Thus ∫
fLg dγn = −

∫
∇f · ∇g dγn.

This formula is called the Gaussian integration by parts. Clearly we have

E(f, f) =

∫
|∇f |2 dγn ≥ 0.

The quantity E(f, f) is sometimes called the energy functional since it is analogous to
the kinetic energy in classical mechanics. We adopt the notation E(f) = E(f, f).

The following lemma states that energy is sable under Lipschitz maps.

2.4 Lemma. Let Ψ : R→ R be C-Lipschitz. Then for a symmetric Markov semigroup
we have E(Ψ(f)) ≤ CE(f). In particular, if Ψ(a) = |a| then we obtain

E|f |(−L)|f | = E(|f |) ≤ E(f) = Ef(−L)f.

Proof. Let Xx(·) be a process associated with our semigroup. Applying the inequality

(Ψ(a)−Ψ(b))2 ≤ C2(a− b)2

with a = f and b = f(Xx(t)), t ≥ 0 we obtain

Ψ(f(x))2 − 2Ψ(f(x))Ψ(f(Xx(t))) + Ψ(f(Xx(t)))2

≤ C2
(
f(x)2 − 2f(x)f(Xx(t)) + f(Xx(t))2

)
.
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By taking expectation of both sides we obtain

Ψ(f)2 − 2Ψ(f)Pt(Ψ(f)) + Pt(Ψ(f)2) ≤ C2
(
f 2 − 2fPtf + Pt(f 2)

)
.

Again, we take expectation and arrive at

0 ≥ α(t) = EΨ(f)2 − 2E(Ψ(f)PtΨ(f)) + EPt(Ψ(f)2)

− C2Ef 2 + 2C2E(fPtf)− C2EPt(f 2)

= 2EΨ(f)2 − 2E(Ψ(f)PtΨ(f))− 2C2Ef 2 + 2C2E(fPtf).

Since P0 = Id we have α(0) = 0 and therefore α′(0+) ≤ 0, namely

−2EΨ(f)LΨ(f) + 2C2EfLf ≤ 0.

2.10 Poincare inequality

2.5 Definition. We say that a probability Borel measure ν on Rn satisfies Poincare
inequality with constant C if for every C1 function f : Rn → R such that

∫
Rn f dν <∞

we have ∫
Rn
f 2 dν −

(∫
Rn
f dν

)2

≤ C

∫
Rn
|∇f |2 dν.

It means that

Varν(f) ≤ C

∫
|∇f |2 dν,

therefore it is also called the variance-energy inequality.

In the case on the discrete cube one can take the energy functional E(f, f) = Ef(−L)f
instead on |∇f |2 or adopt the notation of the discrete gradient. We prove the following
theorem

2.6 Theorem. Let f : Σn → R. Then

Ef 2 − (Ef)2 ≤ −E(fLf).

Moreover, if f is even, i.e. f(−x) = f(x) for all x ∈ Σn, then

Ef 2 − (Ef)2 ≤ 1

2
− E(fLf).
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Proof. Expand a given function f : Σn → R in the Fourier series f =
∑

S⊂[n] aswS.
Recall that

Lf = −
∑
S⊂[n]

|S|aswS, Ef 2 =
∑
S⊂[n]

a2
s, Ef = a∅.

Thus,

Ef 2 − (Ef)2 =
∑

S⊂[n],S 6=∅

a2
s ≤

∑
S⊂[n],S 6=∅

|S|a2
s =

∑
S⊂[n]

|S|a2
s = −E(fLf).

To prove the second assertion, note that if f is even then for all S ⊂ [n] with |S| odd
the function wS is odd and we have

as = 〈f, wS〉 = E(fwS) = 0.

In particular a{i} = 0 for all i ∈ [n]. Thus

Ef 2 − (Ef)2 =
∑

S⊂[n],S 6=∅

a2
s =

∑
S⊂[n],|S|≥2

a2
s ≤

∑
S⊂[n],|S|≥2

|S|
2
a2
s

=
∑

S⊂[n],S 6=∅

|S|
2
a2
s = −1

2
E(fLf).

We can give the same proof in the Gaussian case by replacing Walsh functions by
Hermite polynomials and using the fact that for the generator of the Ornstein-Uhlenbeck
semigroup we have LHm = −|m|Hm, where m ∈ Nn. Therefore we can state the following
theorem

2.7 Theorem. For every C1 function f : Rn → R such that
∫
Rn f dγn <∞ we have

Varγn(f) ≤
∫
|∇f |2 dγn.

Moreover, if f is even then

Varγn(f) ≤ 1

2

∫
|∇f |2 dγn.

Poincare inequalities are also called spectral gap inequalities. As we have seen in the
above proof, they hold because there is a gap in the spectrum of σ(−L) between 0 and
σ(−L|f : Ef=0).
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2.11 Khinchine-Kahane inequality

Consider a sequence of independent symmetric Bernoulli random variables r1, r2, . . . , rn
and a sequence of real numbers a1, a2, . . . , an. The classical Khinchine inequality states
that for p, q > 0 there exists a constant Cp,q independent of n and of a choice of a1, . . . , an
such that (

E

∣∣∣∣∣
n∑
i=1

airi

∣∣∣∣∣
p)1/p

≤ Cp,q

(
E

∣∣∣∣∣
n∑
i=1

airi

∣∣∣∣∣
q)1/q

.

It was shown by Khinchine in (?). One would like to find the optimal constants C
(K)
p,q

in this inequality. Clearly, if 0 < p ≤ q then C
(K)
p,q = 1. However, the case 0 < q < p

is nontrivial. Khinchine himself found the constants C
(K)
p,2 for p even. In 1960 Whittle

found C
(K)
p,2 for all p ≥ 3. In 1976 Szarek proved that C

(K)
2,1 =

√
2. Finally, U. Haagerup

found C
(K)
p,2 for p > 2 and C

(K)
2,q for 0 < q < 2.

For p > 2 we always have C
(K)
p,2 = γp

γ2
, where γp = ‖g‖p = (E|g|p)1/p, where g is the

standard normal random variable. In the case of constants C
(K)
2,q there exists p0 ∈ (1, 2)

such that

C
(K)
2,q =

{
γ2

γq
p0 < q < 2

2
1
q
− 1

2 0 < q ≤ p0

and p0 is the solution of the equation γ2/γp0 = 2
1
p0
− 1

2 .
The constants γp/γ2 for p > 2 and γ2/γq for p0 < q < 2 are achieved asymptotically

by taking a1 = a2 = . . . = an = 1/
√
n and letting n→∞. This follows from the Central

Limit Theorem. On the other hand, the constant 2
1
q
− 1

2 is achieved when a1 = a2 = 1
and ai = 0 for i ≥ 3.

Recently it was shown, see (?), that C
(K)
p,q = γp/γq for all even p > q > 0. Moreover,

for p > q > 1 we have C
(K)
p,q ≤

√
p−1
q−1

. Later on we will obtain this result by using some

hypercontractivity arguments. Note also that by CLT we always have C
(K)
p,q ≥ γp/γq.

Since γp ≈
√
p for large values of p, the constant

√
p−1
q−1

is asymptotically of good order.

One can consider a general case of Khinchine inequality in an arbitrary normed space.
Let (F, ‖·‖) be a normed space and let v1, v2, . . . , vn ∈ F . J.P. Kahane proved that for
p > q > 0 there exists a constant Cp,q such that(

E

∥∥∥∥∥
n∑
i=1

rivi

∥∥∥∥∥
p)1/p

≤ Cp,q

(
E

∥∥∥∥∥
n∑
i=1

rivi

∥∥∥∥∥
q)1/q

.

The constant Cp,q is independent of a space F , the number n and v1, v2, . . . , vn. This is

so called Khinchine-Kahane inequality. Let us denote by C
(K−K)
p,q the optimal constant in

this inequality. The optimal constants are not known in general. It is also not known if
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they coincide with the constants C
(K)
p,q . Clearly we have C

(K−K)
p,q ≥ C

(K)
p,q even for a fixed

normed space, since we can take vi = aiv, where v ∈ F is fixed vector. In this chapter
we prove the following theorems

2.8 Theorem. We have C
(K−K)
2,1 = C

(K)
2,1 =

√
2.

2.9 Theorem. We have C
(K−K)
4,2 = C

(K)
4,2 = 4

√
3.

In the proofs we use the fact that functions w{i} : Σn → {−1, 1} forms a sequence of
independent symmetric Bernoulli random variables. Hence, for a function f : Σn → R
we have

Ef(r1, . . . , rn) =

∫
Σn

f(x) dµn(x).

Proof of Theorem 2.8. Consider a function H : Σn → R given by

H(x) =

∥∥∥∥∥
n∑
i=1

xivi

∥∥∥∥∥ .
Note that clearly H ≥ 0 and H is even, i.e. H(−x) = H(x) for all x ∈ Σn. By the
triangle inequality we have∑

y: d(x,y)=1

H(y) = ‖−x1v1 + x2v2 + . . .+ xnvn‖ + ‖x1v1 − x2v2 + . . .+ xnvn‖

+ . . .+ ‖x1v1 + x2v2 + . . .− xnvn‖
≥ (n− 2) ‖x1v1 + x2v2 + . . .+ xnvn‖ .

Thus

(−L)H(x) =
1

2

∑
y: d(x,y)=1

(H(x)−H(y)) ≤ n

2
H(x)− n− 2

2
H(x) = H(x).

Therefore, using Poincare inequality for even functions we obtain

EH2 − (EH)2 ≤ 1

2
E(H(−L)H) ≤ 1

2
EH2.

We arrive at EH2 ≤ 2(EH)2 which is exactlyE

∥∥∥∥∥
n∑
i=1

rivi

∥∥∥∥∥
2
1/2

≤
√

2 · E

∥∥∥∥∥
n∑
i=1

rivi

∥∥∥∥∥ .
The constant

√
2 is achieved in the case when v1 = v2 6= 0 and vi = 0 for i ≥ 3.
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To prove Theorem 2.9 we need the following proposition.

2.10 Proposition. [Stroock-Varopoulos inequality] For any p > 1 and f : Σn → [0,∞)
there is

E
(
fp/2(−L)(fp/2)

)
≤ p2

4(p− 1)
E
(
fp−1(−L)f

)
.

The same inequality holds for any generator of a symmetric Markov semigroup (under
some technical assumptions on the function f).

We need a simple lemma.

2.11 Lemma. For any p > 1 and a, b ≥ 0 the following inequality holds

(p− 2)2(ap + bp)− p2(ap−1b+ abp−1) + 8(p− 1)ap/2bp/2 ≥ 0.

Proof of Lemma 2.11. Because of the homogenity and symmetry in a and b we can as-
sume that a ≥ 1 and b = 1. Thus it suffices to prove that

u(t) = (p− 2)2tp − p2tp−1 + 8(p− 1)tp/2 − p2t+ (p− 2)2 ≥ 0, t ≥ 1.

We have
u(1) = (p− 2)2 − p2 + 8(p− 1)− p2 + (p− 2)2 = 0.

Therefore it suffices to prove the inequality

u′(t) = p(p− 2)2tp−1 − p2(p− 1)tp−2 + 4p(p− 1)t
p
2
−1 − p2 ≥ 0, t ≥ 1.

Again

u′(1) = p(p− 2)2 − p2(p− 1) + 4p(p− 1)− p2 = p
(
(p− 2)2 − p(p− 1) + 4(p− 1)− p

)
= p

(
p2 − 4p+ 4− p2 + p+ 4p− 4− p

)
= 0.

Thus, it suffices to prove that

u′′(t) = p(p− 1)(p− 2)2tp−2 − p2(p− 1)(p− 2)tp−3 + 2p(p− 1)(p− 2)t
p
2
−2

= 2p(p− 1)(2− p)tp−2

(
2− p

2
+
p

2
t−1 − t−

p
2

)
= p2(p− 1)(p− 2)tp−2

(
p− 2

p
+

2

p
t−p/2 − t−1

)
.

If p ≥ 2 then by the inequality αa+ (1− α)b ≥ aαb1−α, α ∈ [0, 1], a, b > 0 (concavity of
ln) we have

p− 2

2
· 1 +

2

p
t−p/2 ≥ 1

p−2
p (t−

p
2 )

2
p = t−1.
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Therefore in this case

u′′(t) = p2(p− 1)(p− 2)tp−2

(
p− 2

p
+

2

p
t−p/2 − t−1

)
≥ 0.

If p ∈ (1, 2) it suffices to show that

2− p
2

+
p

2
t−1 − t−

p
2 ≥ 0.

We have
2− p

2
· 1 +

p

2
t−1 ≥ 1

2−p
2 (t−1)

p
2 = t−p/2.

Proof of Stroock-Varopoulos inequality. Take a nonnegative f : Σn → R. From the
Lemma 2.11 we have

(p− 2)2(ap + fp)− p2(ap−1f + afp−1) + 8(p− 1)ap/2fp/2 ≥ 0.

Since Pt preserves positivity, we have

(p− 2)2(ap + Pt(fp))− p2(ap−1Pt(f) + aPt(fp−1)) + 8(p− 1)ap/2Pt(fp/2) ≥ 0.

Setting a = f and taking expectation we obtain

(p−2)2 (Efp + EPt(fp))−p2
(
E(fp−1Ptf) + E(fPt(fp−1))

)
+8(p−1)E

(
fp/2Pt(fp/2)

)
≥ 0.

Note that
EPt(fp) = Efp, EfPt(fp−1) = E(Ptf)fp−1.

Hence

β(t) = 2(p− 2)2Efp − 2p2E(fp−1Ptf) + 8(p− 1)E
(
fp/2Pt(fp/2)

)
≥ 0.

Since P−f = f , we have

β(0) =
(
2(p− 2)2 − 2p2 + 8(p− 1)

)
Efp = 0.

Thus β′(0+) ≥ 0. But d
dt
Ptf = Lf and therefore

β′(0+) = −2p2E(fp−1Lf) + 8(p− 1)E
(
fp/2Lfp/2

)
≥ 0.

We arrive at

E
(
fp/2(−L)(fp/2)

)
≤ p2

4(p− 1)
E
(
fp−1(−L)f

)
.
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Note that it the case of Ornstein-Uhlenbeck semigroup there is equality in the Stroock-
Varopoulos inequality. Indeed, we have

∫
fLgdγn = −

∫
∇f · ∇gdγn, hence we obtain

E
(
fp/2(−L)(fp/2)

)
= E∇(fp/2) · ∇(fp/2) =

p2

4
Efp−2|∇f |2

and
p2

4(p− 1)
E
(
fp−1(−L)f

)
=

p2

4(p− 1)
E∇(fp−1) · ∇f =

p2

4
Efp−2|∇f |2.

Proof of Theorem 2.9. As in the proof of Theorem 2.8 we take H(x) = ‖
∑n

i=1 xivi‖. The
function H2 is even, therefore

EH4 − (EH2)2 ≤ −1

2
E
(
H2L(H2)

)
.

Taking p = 4 and f = H in the Stroock-Varopoulos inequality we obtain

−E
(
H2L(H2)

)
≤ 4

3
E(H3LH) ≤ 4

3
EH4,

since −LH ≤ H. Hence

EH4 − (EH2)2 ≤ 1

2
· 4

3
EH4.

Thus 1
3
EH4 ≤ (EH2)2, i.e.E

∥∥∥∥∥
n∑
i=1

rivi

∥∥∥∥∥
4
1/4

≤ 4
√

3

E

∥∥∥∥∥
n∑
i=1

rivi

∥∥∥∥∥
2
1/2

.

2.12 Hypercontractivity and Log-Sobolev inequalities

We begin this paragraph with a definition.

2.12 Definition. We say that a Markov semigroup with an invariant measure µ an a
generator L satisfies Log-Sobolev inequality with a constant C if

Eµ(f 2 ln f 2)− (Eµf 2) ln(Eµf 2)) ≤ CEµ(f(−L)f),

namely
Entµ(f 2) ≤ CE(f, f).
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We have already proved that the Ornstein-Uhlenbeck semigroup and the continuous
time random walk on Σn satisfy Log-Sobolev inequality with constant 2. Note that this
is because in these two cases we have

E(f, f) =

∫
|∇f |2 dµ.

We prove that Log-Sobolev inequality is equivalent to the so-called contractivity property.

2.13 Theorem. For a symmetric semigroup with a generator L the following statements
are equivalent

(i) (Log-Sobolev inequality) for every f : Ω→ R satisfying suitable technical assump-
tions

E(f 2 ln f 2)− (Ef 2) ln(Ef 2) ≤ CE(f(−L)f),

(ii) (hypercontractivity) for every p > q > 1 and f : Ω→ R we have

‖Ptf‖p ≤ ‖f‖q
for t ≥ C

4
ln p−1

q−1
.

Proof. Assume that we have (i). Take φq : [q,∞)→ R given by

φq(p) = ln
∥∥Pt(p)f∥∥p =

1

p
lnE

∣∣Pt(p)f ∣∣p ,
where t(p) = C

4
ln p−1

q−1
. It suffices to show that

∥∥Pt(p)f∥∥p ≤ ‖f‖q. Indeed, if t > t(p) then

we obtain
‖Ptf‖p =

∥∥Pt(p)+t−t(p)f∥∥p ≤ ∥∥Pt−t(p)f∥∥q ≤ ‖f‖q ,
since Pt−t(p) is a contraction in Lq.

To prove that
∥∥Pt(p)f∥∥p ≤ ‖f‖q we can assume that f i nonnegative. Indeed, the

inequality −|f | ≤ f ≤ |f | implies (positivity preserving) that −Pt|f | ≤ Ptf ≤ Pt|f |,
hence |Ptf | ≤ Pt|f |. Therefore

∥∥Pt(p)f∥∥p ≤ ∥∥Pt(p)|f |∥∥p.
Take a nonnegative f . Since t(q) = 0, the inequality

∥∥Pt(p)f∥∥p ≤ ‖f‖q is equivalent

to φq(p) ≤ φq(q). Hence, it suffices to show that the function [q,∞) 3 p 7→ φq(p) is
nonincreasing. Set Pt(p)f = fp. We have

d

dp
φq(p) =

1

p

E d
dp

(fpp )

Efpp
− 1

p2
lnEfpp

and

d

dp
fpp =

d

dp

(
Pt(p)f

)p
=

d

dp
ep ln(Pt(p)f) = ep ln(Pt(p)f)

(
ln(Pt(p)f) + p

LPt(p)f
Pt(p)f

)
· dt(p)

dp

= fpp ln fp + fp−1
p p(Lfp)

C

4
ln

1

p− 1
.
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Thus,

d

dp
φq(p) =

1

p
·
Efpp ln fp

Efpp
+
C

4

1

p− 1
·
Efp−1

p Lfp

Efpp
− 1

p2
lnEfpp

=
1

p2Efpp

((
Efpp ln(fpp )− (Efpp ) ln(Efpp )

)
+

Cp

4(p− 1)
E(fp−1

p Lfp)

)
=

1

p2Efpp

(
Ent(fpp ) +

Cp

4(p− 1)
E(fp−1

p Lfp)

)
.

We would like to prove

Ent(fpp ) ≤ Cp2

4(p− 1)
E(fp−1

p (−L)fp).

Taking f = f
p/2
p in the Log-Sobolev inequality and using Stroock-Varopoulos inequality

we obtain

Ent(fpp ) ≤ CE
(
fp/2p (−L)fp/2p

)
≤ Cp2

4(p− 1)
E(fp−1

p (−L)fp).

To prove that (ii) implies (i) observe that for a nonnegative function f the inequality∥∥Pt(p)f∥∥p ≤ ‖f‖q implies that d
dp

∥∥Pt(p)f∥∥p ∣∣∣p=q ≤ 0, which is equivalent to

Ent(f q) ≤ Cq2

4(q − 1)
E(f q−1(−L)f).

Now it suffices to take q = 2 to obtain Log-Sobolev inequality for nonnegative functions.
If f is not necessarily nonnegative then we have

Ent(f 2) = Ent(|f |2) ≤ CE|f |(−L)|f | ≤ CEf(−L)f

because of the energy stability lemma.

Since the Ornstein-Uhlenbeck semigroup and the continuous time random walk on Σn

satisfy Log-Sobolev inequality with constant 2, we have proved the following theorem.

2.14 Theorem. Let (Pt)t≥0 be the Ornstein-Uhlenbeck semigroup or the continuous
time random walk on Σn. Then for every p > q > 1 and t ≥ 1

2
ln p−1

q−1
we have

‖Ptf‖p ≤ ‖f‖q .

As an application of the hypercontractivity we prove the following theorem.

2.15 Theorem (Khinchin-Kahane inequality). Let (F, ‖·‖) be a normed space and let
v1, . . . , vn ∈ F . Then for p > q > 1 we have(

E

∥∥∥∥∥
n∑
i=1

rivi

∥∥∥∥∥
)1/p

≤
√
p− 1

q − 1

(
E

∥∥∥∥∥
n∑
i=1

rivi

∥∥∥∥∥
)1/q

.
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Proof. Let H(x) = ‖
∑n

i=1 xivi‖, H : Σn → [0,∞). We have proved that (−L)H ≤ H.
Hence,

d

dt
PtH = LPtH = −PtLH ≥ −PtH.

Therefore PtH ≥ e−tP0H = e−tH. Take t = 1
2

ln p−1
q−1

. By the hypercontractivity of Pt
we obtain √

q − 1

p− 1
‖H‖p = e−t ‖H‖p ≤ ‖PtH‖p ≤ ‖H‖q .
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