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Zmienne losowe o rozktadzie ciggtym

Przypomnienie — zmienna losowa o rozktadzie

dyskretnym

Niech (2, P) bedzie przestrzeniag probabilistyczna, a zmienna losowa
X : Q — R przyjmuje warto$ci dyskretne (zbior wartosci jest skonczony)

X1,X2,...Xn.

Rozktadem zmiennej losowej X nazywamy zbiér Ry par , z ktérych
kazda okreéla z jakim prawdopodobienstwem zmienna losowa przyjmuije
dang wartosc¢

Rx = {(x1,p1),(x2,p2) ... (Xn,Pn)}

gdzie

pi = P({w : X(w) = xi}) lub w skréconym zapisie p; = P(X = x;).
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Zmienne losowe o rozktadzie ciggtym

Dla uproszczenia zapisu pisze sie zwykle
P(a < X <b)

zamiast
P({w:a < X(w) < b})

dla okreslenia prawdopodobienstwa tego, ze zmienna losowa X przyjmie
wartos$ci z przedziatu [a, b]

Witedy dla odcinka [a, b] € R
P(a < X < b) = Z{ixeab]} Pi

czyli sumujemy tylko te prawdopodobienstwa p; dla ktérych x; € [a, b]
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Zmienne losowe o rozktadzie ciggtym

Zmienne losowe o rozktadzie ciggtym w biologii

@ W biologii w naturalny sposéb natrafiamy na zmienne losowe o
rozktadzie ciagtym rozpatrujac takie cechy osobnikéw w populaciji jak
masa lub $rednica ciata czy cisnienie krwi itp.

@ Wtedy zmierzong warto$¢ danej cechy u losowo wybranego
osobnika, bedaca liczba rzeczywistg, uznaje sie jako realizacje
zmiennej losowej o rozkiadzie ciggtym.

@ Tym w jaki sposéb na podstawie kilku-kilkunastu losowych prébkowan
wyciggnaé¢ wiarygodny wniosek o rozktadzie dla catej populacji
zajmuje sie statystyka.
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Zmienne losowe o rozktadzie ciggtym

Rozkfad ciggty zmiennej losowej

Definicja
Zmienna losowa X : 2 — R ma rozktad ciagtly jesli istnieje funkcja
nieujemna f : R — [0, +o0) taka, Ze dla dowolnych a ,b € R

P(a< X <b) = /b F(x)dx

/+OO f(x)dx =1.

Funkcje f nazywa sie wtedy gestoscia zmiennej losowej.

oraz

Catka powyzej to catka niewtasciwa.
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Zmienne losowe o rozktadzie ciggtym

Dystrybuanta zmiennej losowej o gestosci f nazywa sie funkcje

okresla ona prawdopodobienstwo tego, ze zmienna losowa X przyjmie
warto$¢ mniejsza niz x. Z definicji wynika, ze dystrybuanta zmiennej
losowej o rozktadzie ciggtym jest funkcjg funkcja ciggta i

Xﬂrpoo F(x)=0, Xﬂngoo F(x)=1.
Zauwazmy, ze dystrybuanta jest funkcjg pierwotng funkcji gestosci i ze
dystrybuanta jednoznacznie wyznacza rozktad zmiennej losowej (bo
F’(x)=f(x)).
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Zmienne losowe o rozktadzie ciggtym

Prawdopodobienstwo tego, ze zmienna losowa o rozktadzie ciggtym
przyjmuje punktowg warto$¢ xo € R jest réwna zeru bo mozna jg
przedstawi¢ jako granice

. 1
lim P(xo— —
n—-+o00 n n n—-+o00 XO—%

= nHToo F(xo + 15) — F(xo — E)] = F(xo) — F(x0) = 0.

Przedostatnia rowno$¢ wynika z faktu, ze skoro F ma pochodna, to jest
funkcja ciggla
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Zmienne losowe o rozktadzie ciggtym

Zdefiniujemy teraz warto$¢ oczekiwang i wariancje zmiennej losowej o
rozktadzie ciggtym

Definicja

WartosScig oczekiwang zmiennej losowej X o gestosci f nazywamy liczbe

+0o0
EX = / xf(x)dx .

Wariancje definiuje sig jako

D2X = E((X — EX)?) = / +°°(x — EX)?f(x)dx .

ZwréEmy uwage, ze zarbwno wartos¢ oczekiwana jaki wariancja moga nie

istnie¢ jesli nie istniejg odpowiednie catki. Mozna podac takie przyktady
ale nie sg one elementarne.
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Zmienne losowe o rozktadzie ciggtym

Powstaje naturalne pytanie— jakie jest prawdopodobienstwo tego, ze
wartosci zmiennej losowej bedg odbiegaé znacznie od wartosci
oczekiwanej. Ogoélng odpowiedzZ na to pytanie daje stynna nierownos¢é
Czebyszewa (P. Czebyszew (1821-1894)), ktérej dotyczy nastepujace
twierdzenie

Twierdzenie

Dla dowolnej zmiennej losowej X posiadajgcej wartos¢ oczekiwang i
wariancje i dowolnej liczby t > 0 zachodzi nieréwnos¢

D2X
P(X - EX|> 1)< 5. (1)

Podstawiajac np. t = 3 v D2X otrzymujemy wniosek, ze
prawdopodobienstwo, tego, iz odlegto$¢ pomiedzy wartoscia, ktérg
przyjmie zmienna losowa X i jej wartoscig oczekiwang trzykrotnie
przekracza wielkos¢ dyspersji jest mniejsze niz % , czyli stosunkowo mate.
To oszacowanie nie wykorzystuje zadnej konkretnej informacji o zmiennej

losowej X i dlatego nie jest zbyt precyzyjne.
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Zmienne losowe o rozktadzie ciggtym

Dowod twierdzenia Czebyszewa jest bardzo prosty i dlatego prezentujemy
go ponizej.

Dowdd twierdzenia Czebyszewa. Przyjmijmy, ze pewna zmienna losowa
Y, ktéra przyjmuje tylko wartosci nieujemne, ma gestosc¢ f . Zatem
f(x) = 0 dla x < 0. Udowodnimy najpierw, ze wtedy dla dowolnej liczby
e>0

P(Y >¢) < % .

Jest tak dlatego, ze
“+o0o +o0o +oo
EY = / xf(x)dx > / xf(x)dx > s/ f(x)dx =eP(Y > ¢).
0 € 5
Wstawiajgc teraz Y = (EX — X)? i e = t2 otrzymujemy (1). Dowdd w
przypadku ogélnym, gdy nie zakiada sig istnienia gestosci zmiennej

losowej jest bardzo podobny.
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Zmienne losowe o rozktadzie ciggtym

Zastosowanie nierownosci Czebyszewa

Zadanie. Rzucamy 10000 razy monetg. Jakie jest prawdopodobienstwo,
ze liczba sukcesow Siggoo bedzie ré6zna od 5000 o wiecej niz 1507

Odp. Interesuje nas prawdopodobienstwo zdarzenia, ze
(IS10000 — 5000] > 150) czyli (|31 — 1| > 0,015), zatem stosujac
nieréwnos$¢ Czebyszewa dostajemy

Sto000 1 ‘ ) 0,25 1
P - =1 20,015) < =_.
<‘ 10000 2 (0,015)2-10000 9
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Zmienne losowe o rozktadzie ciggtym

Prawo wielkich liczb (PWL)

Z twierdzenia Czebyszewa wynika jedno z najbardziej znanych twierdzen
rachunku prawdopodobienstwa sformutowane w najprostszej wersji juz
przez J. Bernoulliego (1655-1705). W praktyce méwi ono, ze w
dostatecznie dtugiej serii powtorzen doswiadczenia w schemacie
Bernoulliego o prawdopodobienstwie sukcesu p, z prawdopodobienstwem
dowolnie bliskim 1 czesto$¢ uzyskania sukcesu % rowna jest p z dowolnie
zadang doktadnoscia.

Przejdzmy teraz do precyzyjnego sformutowania.
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Zmienne losowe o rozktadzie ciggtym

Twierdzenie

Niech X1 , X2 , ... X, bedzie ciagiem niezaleznych zmiennych losowych o
jednakowym rozktadzie. Oznaczmy przez S, = Y. Xi. Zatézmy ,ze dla
kazdegoi=1,...,n, EX; = m oraz D?X; = 0® . Wtedy dla dowolnego

e>0 s
lim P(—”—m >5):0. 2)
n—-+oo n
Co wigecej,
0_2

Pierwsza czes¢ tego twierdzenia zwana jest prawem wiekich liczb.
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Zmienne losowe o rozktadzie ciggtym

Dowdéd. Skorzystamy z twierdzenia Czebyszewa. W tym celu potézmy
X = S,. Wtedy EX = nm oraz D?>X = no?. Stosujac (1) otrzymujemy

2

no

Wstawiajgc t = en otrzymujemy
2
P(|Sml>c)< 2.

Przechodzgc do granicy z n — oo otrzymujemy (2). Korzystajgc z tego, ze
P(A) =1—P(Q2\ A) gdzie A C Q to dowolne zdarzenie w 2. mozemy

zapisac, ze
P15 o) =1 (|8 o] <o),
n n

a stad juz wynika (3).
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Zmienne losowe o rozktadzie ciggtym

Przyktadowe rozktady ciggte- rozktad jednostajny

Rozwazmy zmienng losowg Xj, ktora przyjmuje wartosci jedynie w
odcinku [a, b] o tej wtasnosci, ze prawdopodobienstwo ze przyjmie
wartosci w odcinku A = [x1, x2] C [a, b] nie zalezy od jego potozenia a
jedynie od jego dtugosci i wynosi |X2 ’“' . Gestos¢ tej zmiennej losowe;j
wyznacza funkcja

:
o b—a gdy x € [a,b],
) = { 0 gdy x¢l[a,b].

Jezeli x1 ,x2 € [a,b] to

P(x1 < Xy < x2) = fy(x)dx = ———
i b—a
Jako proste ¢wiczenie pozostawiamy sprawdzenie, ze

a+b
2

’
EX) = , D?X; = 50— a).
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Zmienne losowe o rozktadzie ciggtym

Przyktad zastosowania rozktadu jednostajnego

Otrzymujemy informacje, ze przy prawym brzegu rzeki ukryto skarb, ktory
znajduje sie gdzies pomiedzy dwoma mostami. Poszukiwania odbywajg
sie stopniowo , odcinkami. Prawdopodobienstwo znalezienia skarbu na
danym odcinku rzeki jest wtedy réwne stosunkowi dtugosci
przeszukiwanego odcinka rzeki do odlegtosci pomiedzy mostami.
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Zmienne losowe o rozktadzie ciggtym
Rozkfad wyktadniczy

Zmienna losowa X,, przyjmujaca wartosci nieujemne ma rozktad
wyktadniczy gdy jej gesto$¢ zadana jest przez funkcje

fw(x) = Xe ™, x> 0.

Wtedy

1
D®Xy = —

1
EXW — )\2 .

X )
tatwo sprawdzi¢, ze

P(Xw > a+ b|Xy > b) = P(Xy > a),
bo

P(Xw >a-+b)  [iH e Mdx e Math)
P(Xw >b) [ XeMdx  eb

=e M =P(X, >a).
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Zmienne losowe o rozktadzie ciggtym

Czas oczekiwania na zdarzenie

Ta ostatnia wtasno$é powoduje, ze najczesciej zmienna losowa o
rozktadzie wykfadniczym bywa interpretowana jako czas oczekiwania na
jakie$ zdarzenie jesli mozna przyjaé, ze moze ono zajs¢ w kazdej chwili i
fakt, ze czeka sie juz jaki$ czas na zaj$cie zdarzenia nie wptywa na to jak
diugo jeszcze bedzie sie czekaé.(tzw. efekt braku pamieci).

Rozktad wyktadniczy stosuje sie do szacowania czasu oczekiwania na

— emisje czgstki z materiatu promieniotwérczego (rozpad
promieniotwérczy),

— autobus miejski (byto to dobre oszacowanie w czasach PRL),
— zajscie mutacji w danym odcinku DNA.

Ale takze w pewnych sytuacjach do opisu czasu przezycia organizmu (lub
niezawodnej pracy urzadzenia) , jesli $redni czas zycia wynosi &, a $mier¢
moze przyj$¢ w kazdej chwili.
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Zmienne losowe o rozktadzie ciggtym

Rozktad normalny

Istotng role w rachunku prawdopodobienstwa petni rozktad normalny
zwany takze rozktadem Gaussa. Oznacza sie go zwyczajowo przez
N(u , o) i jest on zadany przez funkcje gestosci, ktéra oznaczymy przez
fN(,u ,0) (X):

1 _(x=w)?
e 202

fN(,u,,cr)(X) = oo

Jej wykres to charakterystyczna krzywa o dzwonowatym ksztaitcie,
symetryczna wzgledem x = u. Wiadomo, ze jesli zmienna losowa X ma
rozktad N(u, o) to

EX =p, adyspersja vVarX=o.
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Zmienne losowe o rozktadzie ciggtym

=05

6=1

0=2

Krzywe Gaussa, gestosci rozktadu normalnego dla . = 0 ré6znych o .
Funkcja bedaca gestoscia rozktadu normalnego N(u, o) ma dwa punkty

przegiecia o wspotrzednych i — o i u + 0. Mozna sie o tym przekona¢
przyréwnujac do zera druga pochodna funkcii fiy,, o) (x) -

Matematyka dla biologéw Zajecia 13. 14 stycznia 2026 21/34



Zmienne losowe o rozktadzie ciggtym

Rozktad zmiennej losowej nazywa sie rozktadem standardowym
normalnym jesli zadany jest przez N(0, 1) . Zauwazmy, ze

1 X— U
(o) (X) = EfN(OJ)( 5 > -

Gestos¢ rozktadu normalnego standardowego N(0, 1) z zaznaczonymi
punktami przegiecia w punktach —1.i 1.
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Zmienne losowe o rozktadzie ciggtym

Oznaczmy przez X zmienng losowg o rozktadzie N(0,1). W tablicach
matematycznych mozna znalez¢ wartosci dystrybuanty standardowego
rozktadu normalnego N(0, 1) oznaczanej zwykle przez ®(x)

X 1 12 -
O(x) = / —e 7ot = P(X < x).

—oo O

Stad wynika, ze

P(a<)_<<b):/b 1 efédXZCD(b)—cD(a).

a oV2r

Te dystrybuante wykorzystuje sie do obliczania w praktyce wartosci
prawdopodobienstw zdarzen takich, ze zmienna X o rozktadzie
normalnym N(u , o) przyjmuje warto$ci w jakims$ przedziale np. [a, b].
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Zmienne losowe o rozktadzie ciggtym

Korzystajac z deficji catki oznaczonej i definicji dystrybuanty obliczamy, ze
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Zmienne losowe o rozktadzie ciggtym

Podobnie mozna sprawdzi¢, ze jesli X jest zmienng losowg o rozktadzie
normalnym N(y, o) to zmienna losowa

X —
2" marozkiad normalny standardowy N(0,1)

Te procedure nazywa sie standaryzacja zmiennej losowej. Dla
przyktadu obliczmy korzystajgc z tablic warto$ci funkciji ¢

P(p—20 < X < pi+20) = d(2) — d(—2) = 0,954 (4)

Wynika stad wazny wniosek: zdarzenie, Ze zmienna losowa o rozktadzie
normalnym N(u , o) przyjmuje wartosci w przedziale [ — 20, u + 20] jest
niemal pewne bo wynosi 0,954 .
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Zmienne losowe o rozktadzie ciggtym

W przypadku zmiennych o rozktadzie ciggtym definicja niezaleznosci
zmiennych losowych jest nieco bardziej skomplikowana ale wyraza w
istocie to samo co w przypadku zmiennych o rozktadzie dyskretnym.

Jesli X1 i Xz sg niezaleznymi zmiennymi losowymi o rozktadzie normalnym
odpowiednio N(p1,01) i N(uz2 , 02) to mozna udowodni¢, ze kombinacja
liniowa a4 Xy 4+ a2 Xo jest zmienng losowg réwniez o rozktadzie normalnym

N(p,0) gdzie p = arpir + aoppio = /o202 + a303.

Jest wiele innych ciagtych rozktadéw zmiennych losowych waznych w
statystyce przy weryfikaciji hipotez. Nalezg do nich rozktad x? i rozktad
t-studenta.
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Zmienne losowe o rozktadzie ciggtym

Centralne twierdzenie graniczne

Ponizsze twierdzenie zwane centralnym twierdzeniem granicznym jest
kluczowe w rachunku prawdopodobienstwa i w statystyce. Mowi ono, ze
rozktad sum wartosci niezaleznych doswiadczen losowych po
standaryzaciji jest zbiezny, przy liczbie powtérzen n dazacej do 400, do
standardowego rozktadu normalnego. Warto tu podkresli¢, ze zmienne
losowe okreslajgce wyniki kolejnych doswiadczen majg wszystkie ten sam
rozktad, ktory jest dowolny ! byleby miat on skofnczong warto$¢
oczekiwang i wariancje.
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Zmienne losowe o rozktadzie ciggtym

Centralne twierdzenie graniczne CTG

Twierdzenie

NiechXy bedzie ciggiem niezaleznych zmiennych losowych o takim
samym rozktadzie, przy czym EXyx = p oraz VarXy = o i niech
Sn =Y. Xi. Wtedy dla dowolnych ustalonych a, b € R zachodzi wzér

Sp— ny > n—-+oo
P < < — .
<a 1T <b) "= 0(b) - o(a)

Dowodu nie przedstawiamy bo wymaga zastosowania zaawansowanych
narzedzi matematycznych.

Jesli Xk reprezentuje sukces w k-tym do$wiadczeniu Bernoulliego
P(Xx = 1) = p to wtedy

b ( S ¢ 7) "2 () b(—r) = D7) (1-0(7)) = 26() 1
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Zmienne losowe o rozktadzie ciggtym

Zamiast dowodu CTG deska Galtona
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Zmienne losowe o rozktadzie ciggtym

Zamiast dowodu CTG deska Galtona

AN\
AN
VaVaVaN

/\/\/\/\

lllllll

Potozenie kulki na n-tym poziomie okreslone jest przez >/ _ X gdzie
:{(_171/2)7(1’1/2)}7 EXx =0, VarXk = 1
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Zmienne losowe o rozktadzie ciggtym

Aby zastosowac to twierdzenie wybieramy korzystajgc z tablic warto$¢
tak aby wyrazenie ®(v) — ®(—~) miato warto$¢ bliska 1 np. 0.95.

Zauwazmy, ze
7) =P (

Po dokonaniu tylu prob n, ze /n > ?)\0/07 prawdopodobienstwo tego, ze

Srednia z n prob rézni sie od p o mniej niz 0.001 czyli

5

n

<)

p Sh—np
v/ npq

‘— - p’ 0.001

wynosi 0.95.
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Zmienne losowe o rozktadzie ciggtym

Przyktady i zadania: Czesto$¢ wzgledna a

prawdopodobienstwo

Jezeli nie mamy dostepu do tablic z wartosciami dystrybuanty rozktadu
normalnego (brak tablic lub komputera) to pozostaje do dyspozyciji PWL.
Ogolnie CTG daje doktadniejsze oszacowania liczby préb, ktére trzeba
wykona¢ aby z duzym prawdopodobienstwem % byto blisko p .

Powiedzmy, ze cigg niezaleznych zmiennych losowych Xi, Xz, ... X, jest
ciggiem prob Bernoulliego takim, ze kazda ze zmiennych losowych
okreslona jest na przestrzeni €2 i przyjmuje warto$¢ 1 gdy zaszto zdarzenie
A C Q z prawdopodobienstwem P(A) i warto§¢ 0 w przeciwnym
przypadku. Wtedy oczywiscie dla kazdego k mamy EXyx = P(A) oraz
D2Xx = P(A) — P(A)?.
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Zmienne losowe o rozktadzie ciggtym
Zastosowanie PWL

Zauwazmy,ze czestos¢ wzgledng wystepowania zdarzenia A reprezentuje
zmienna S" , gdyz w liczniku jedynka wystepuje doktadnie tyle razy ile razy
zaszio zdarzenie A w trakcie n préb. Mozna zada¢ pytanie

Jak wielkie powinno by¢ n aby z prawdopodobienstwem wigkszym
niz 0, 95 czestos¢ wzgledna wystapienia zdarzenia A réznita sie od
P(A) o mniej niz 0,01 ?

Skorzystamy z PWL podstawiajgc e = 0,01,02 = P(A)(1 — P(A))iz
nierownosci 1 — - > 0,95, po przeksztatceniu i podstawieniu

otrzymujemy, ze
P(A)(1 — P(A))
0,000005
Jesli P(A) = 0,5 to n > 5000 . Warto tu zaznaczyé, ze to oszacowanie
liczby do$wiadczen, ktére trzeba wykona¢ w celu uzyskania pozgdanej
doktadnosci nie jest optymalne. Lepsze oszacowanie mozna otrzymac
stosujac CTG.
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Zmienne losowe o rozktadzie ciggtym

Zadanie: Czas przezycia

Przyjmujemy, ze $redni czas zycia organizmu (nie stosuje sie do populacji
ludzkich) wynosi 3 jednostek czasu. Innymi stowy jest to $redni czas
oczekiwania na $mieré. Znalez¢ prawdopodobienstwo przezycia do czasu
[ postugujac sie rozktadem wyktadniczym.

Przyjmujemy zatem, ze zmienna losowa T ma rozktada wyktadniczy i
okresla moment Smierci, A = % i obliczamy prawdopodobienstwo tego, ze
Smier¢ nastgpi po czasie s

s B
czyli P(T > B) = e~ ' ~0,37.

To jest najprostszy model przezywalnosci, jest wiele modeli bardziej
realistycznych i zaawansowanych.
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