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Abstract. For K = C or R, let Pd
n(K) be the space consisting of all monic polynomials

f(z) ∈ K[z] of degree d such that f(z) have no real roots of multiplicity ≥ n, and Qd

(n)
(K)

the space of all n-tuples (p1(z), · · · , pn(z)) ∈ K[z]n of monic polynomials of degree d such

that p1(z), · · · , pn(z) have no common real roots. In this paper, we classify the homotopy

types of Pd
n(K) and Qd

(n)
(K) explicitly by using the “scanning method ”([9]) and Vassiliev’s

spectral sequence ([15], [16]). In particular, we show that Pd
n(C) and Qd

(n)
(C) are finite

dimensional models for the infinite dimensional space ΩS2n−1.

§1. Introduction.

Let F be a space of certain functions and S denote a class of singularities. By Σ(S) we
denote the space consisting of all functions f ∈ F which have a singularity of class S and
call it the discriminant of class S. More generally, let F be a space of n-tuples of certain
functions and S denote a set of (algebraic or analytic) “conditions ” on such n-tuples of
functions. In this case we also use Σ(S) to denote the space consisting of all f ∈ F which
satisfy the conditions S and call it the resultant of F of class S. Recently such spaces
Σ(S) and their complements MS = F − Σ(S) have become objects of much interest in
a number of areas of mathematics: topology, differential geometry, algebraic geometry,
mathematical physics and information science (e.g. [2], [4], [5], [8], [9], [11], [13], [14], [15],
[16]). In this paper we shall be concerned with the topology of some spaces of this type.

As the first example consider the case when F is the space Pd(C) consisting of all
monic complex polynomials of degree d and S = {polynomials which have a (complex)
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n-fold root}. The complement MS = Pd(C) − Σ(S) is the space SPd
n(C) consisting of all

monic complex polynomials

f(z) = zd + ad−1z
d−1 + · · · + a1z + a0 ∈ C[z]

of degree d which have no n-fold roots. For n = 2 this space is homeomorphic to the
configuration space Cd(C) consisting of all d distinct points of C and it is also homotopy
equivalent to the classifying space of Brd—the braid group on d strings ([1], [15]). Its
homotopy has been much investigated from the point of view of knot theory and mathe-
matical physics.

Similarly, when F = (Pd(C))n and S = {polynomials with a common root}, the com-
plement MS is the resultant

{(p1(z), · · · , pn(z)) ∈ (C[z])n :pj(z) is a monic polynomial of degree d,

p1(z) = · · · = pn(z) = 0 have no common roots}

Since this space is homeomorphic to the space Hol∗d(S
2, C Pn−1) consisting of all base-

point preserving holomorphic maps h : S2 → C Pn−1 with degree d, which is important
in the study of gauge theory, it has been considered by a number of authors ([2], [5], [6],

[9]). In particular, in [6] we investigated the relationship between the spaces SPd
n(C) and

Hol∗d(S
2, C Pn−1) and obtained the following result:

Theorem 1.1 ([6]). If n ≥ 3, there is a homotopy equivalence

(*) SPd
n(C) ' Hol∗[d/n](S

2, C Pn−1)

where [x] denotes the integer part of a real number x. �

Remark. For n = 2, the existence of a stable homotopy equivalence (*), was proved by F.
Cohen, R. Cohen, B. Mann and R. Milgram ([2]).

In this paper, we prove a similar result for certain real singularity classes (or conditions)

SR. For K = R or C, let Pd(K) denote the space consisting of all monic polynomials

g(z) = zd + bd−1z
d−1 + · · · + b1z + b0 (bj ∈ K)

of degree d with coefficients in K. For SR = {polynomials with an n fold real root} and

F = Pd(K), we denote by Pd
n(K) the complement Pd(K) − Σ(SR). Thus Pd

n(K) is the
space consisting of all monic polynomials f(z) ∈ K[z] of degree d which have no n fold
real roots (but may have complex ones of arbitrary multiplicity). Similarly, for F =
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(Pd(K))n and SR = {polynomials with a common real root}, we denote by Qd
(n)(K) the

complement (P d(K))n − Σ(SR). Thus Qd
(n)(K) is the space consisting of all n-tuples

(q1(z), q2(z), · · · , qn(z)) ∈ (K[z])n of monic polynomials over K of degree d and such that
q1(z), q2(z), · · · , qn(z) have no real common roots (but may have common complex roots).

For K = R, the topology of the space Pd
n(K) has been investigated by several authors

([1], [5], [12], [15], [16]). In fact, Vassiliev ([12], [15], [16]) explicitly determined the

homotopy type of Pd
n(R):

Theorem 1.2 ([12], [15], [15]). If n ≥ 4, there is a homotopy equivalence

Pd
n(R) ' J[d/n](ΩSn−1)

where Jm(ΩSk−1) ' Sk−2 ∪ e2(k−2) ∪ e3(k−2) ∪ · · · ∪ em(k−2) ⊂ ΩSk−1 denotes the m-th
stage of the James filtration of ΩSk−1 ( [7]). �

Complex conjugation induces Z/2-actions on the spaces Pd
n(C) and Qd

(n)(C). Similarly

it also induces a Z/2-action on Jd(Ω
2n−1) ⊂ ΩS2n−1. Remark that their corresponding

fixed point sets are
{

Pd
n(C)Z/2 = Pd

n(R)

Qd
(n)(C)Z/2 = Qd

(n)(R)
and

{

Jd(ΩS2n−1)Z/2 = Jd(ΩSn−1)

(ΩS2n−1)Z/2 = ΩSn−1

The purpose of this paper is to prove the following results:

Theorem 1. If n ≥ 2, there exists a homotopy equivalence

fd
n : Pd

n(C)
'
−→ J[d/n](ΩS2n−1)

which is a Z/2-equivariant homotopy equivalence when n ≥ 4, and is a Z/2-equivariant
homology equivalence when n = 3.

Theorem 2. If n ≥ 2, there exists a homotopy equivalence

fd
(n) : Qd

(n)(C) → Jd(ΩS2n−1)

which is a Z/2-equivariant homotopy equivalence when n ≥ 4, and is a Z/2-equivariant
homology equivalence when n = 3.

Restricting to the fixed point sets, we obtain:
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Corollary 3. If n ≥ 4, the maps

(fd
n)Z/2 : P d

n (R)
'
−→ J[d/n](ΩSn−1) and (fd

(n))
Z/2 : Qd

(n)(R)
'
−→ Jd(ΩSn−1)

are both homotopy equivalences. �

From the theorem of Vassiliev above and theorems 1 and 2, we can deduce:

Corollary 4.

(1) If n ≥ 2, there exists a homotopy equivalence Pd
n(C) ' Q

[d/n]
(n) (C).

(2) If n ≥ 4, there exists a homotopy equivalence Pd
n(R) ' Q

[d/n]
(n) (R). �

We can regard both parts the above corollary as real analogues of theorem 1.1 (though
their proof is quite different).

We shall call a map f : X → Y a homotopy (respectively homology) equivalence up
to dimension k if the induced homomorphism f∗ : πj(X) → πj(Y ) (respectively f∗ :
Hj(X, Z) → Hj(Y, Z)) is bijective when j < k and surjective when j = k.

Corollary 5. Let N(d, n) = (d + 1)(n − 2) − 1.

(1) If n ≥ 2, there is a map Pd
n(C) → ΩS2n−1 which is a homotopy equivalence up to

dimension N([d/n], 2n) = ([d/n] + 1)(2n − 2) − 1.
(2) If n ≥ 2, there is a map Qd

(n)(C) → ΩS2n−1 which is a homotopy equivalence up

to dimension N(d, 2n) = (d + 1)(2n − 2) − 1.
(3) There is a map Qd

(n)(R) → ΩSn−1 which is a homotopy equivalence up to dimension

N(d, n) = (d + 1)(n − 2) − 1 when n ≥ 4 and is a homology equivalence up to
dimension N(d, 3) = d. �

Hence we may regard the spaces Pd
n(C) and Qd

(n)(C) as finite dimensional models for

the infinite dimensional space ΩS2n−1.

In general, if F ∼= RN for some N , then MS and Σ(S) are mutually S-dual, where Σ(S)
denotes the one point compactification of Σ(S). By Alexander’s duality, the computation

of H∗(MS) reduces to that of H∗(Σ(S)). Since S induces a natural filtration of Σ(S),

we can consider the associated spectral sequence which converges to H∗(Σ(S)). Spectral
sequences of this type have been frequently used by Vassiliev ([13], [14], [15]). Our approach
is to compute such a spectral sequence and combine it with stable results obtained by
means of Segal’s “scanning method”([5], [9]).
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The plan of this paper is as follows. In §2 we recall the stability theorems given in [5].
In §3 we consider geometric resolutions of discriminants (or resultants) and their induced
filtrations, which naturally induce spectral sequences of the Vassiliev type. Finally we
prove theorems 1 and 2 using the analysis and the comparison of spectral sequences.

§2. Stable results.

In this section we shall recall several “stability” results.

Definition. Let Qd
(n)(|z| < d) denote the subspace of Qd

(n)(C) given by

{(q1(z), · · · , qn(z)) ∈ Qd
(n)(C) : |α| < d for any root α of qj(z) (j = 1, · · · , d)}.

Since C ∼= {z ∈ C : |z| < d}, there is a homeomorphism Qd
(n)(C) ∼= Qd

(n)(|z| < d). Let

α1, · · · , αn ∈ R be any mutually distinct real numbers such that αj > d for each 1 ≤ j ≤ n.

Define the stabilization map sd : Qd
(n)(C) → Qd+1

(n) (C) by

Qd
(n)(C)

∼=
−−−−→ Qd

(n)(|z| < d) −−−−→ Qd+1
(n) (C)

(q1(z), · · · , qn(z)) −−−−→ ((z − α1)q1(z), · · · , (z − αn)qn(z))

Given another such set of real numbers α′
1, · · · , α′

n ∈ R, we can define the map s′d :

Qd
(n)(C) → Qd+1

(n) (C) in a similar way. We can then choose a path θ : [0, 1] → Rn such

that θ(0) = (α1, · · · , αn), θ(1) = (α′
1, · · · , α′

n) and that any points of θ(t) are mutually
distinct for any t ∈ [0, 1]. This induces a homotopy between sd and s′d which shows that
the homotopy class of the map sd is independent of the choices of the numbers α1, · · · , αn.

Let
Q∞

(n)(C) = lim
d→∞

Qd
(n)(C)

denote the (homotopy) direct limit of

Q1
(n)(C)

s1−→ Q2
(n)(C)

s2−→ Q3
(n)(C)

s3−→ Q4
(n)(C)

s4−→ · · ·
5



In the same way we define the direct limit

Q∞
(n)(R) = lim

d→∞
Qd

(n)(R).

Next, we define a map jd
n : Qd

(n)(C) → Ω(Cn−{0})/R∗ ∼= Ω(R2n−{0})/R∗ ∼= ΩR P2n−1

by

jd
n((q1(z), q2(z), · · · , qn(z))(t) =

{

[q1(t) : q2(t) : · · · : qn(t)] if t ∈ R

[1 : 1 : 1 : · · · : 1] if t = ∞

for t ∈ S1 = R ∪ ∞. If Ω[d]R P2n−1 denotes the path component corresponding to [d] ∈

π1(R P2n−1) = Z/2, then jd
n : Qd

(n)(C) → Ω[d]R P2n−1.

We recall the following result which can be proved by using Segal’s “scanning” method
([5], [9]):

Theorem 2.1. If n ≥ 2, the maps jd
n : Qd

(n)(C) → Ω[d]R P2n−1 induce a homotopy

equivalence

j∞(n) : lim
d→∞

Qd
(n)(C)

'
−→ lim

d→∞
Ω[d]R P2n−1 ' Ω0R P2n−1 ' ΩS2n−1

Moreover, if n ≥ 3, the map j∞(n) is a Z/2-equivariant homotopy equivalence.

Proof. Let n ≥ 2. It follows from [5] that j∞(n) is a homotopy equivalence and that it is a

Z/2-equivariant homotopy equivalence when n ≥ 4. The case n = 3 was not considered in
[5], but the argument given there works without change in this case also provided one can
show that π1(Q

d
(3)(R)) is abelian. This can be proved by the method used in the appendix

of [4]. �

Definition. We first treat the case K = C. Let Pd
n(|z| < d) ⊂ Pd

n(C) be the subspace

Pd
n(|z| < d) = {f(z) =

d
∏

j=1

(z − αj) ∈ Pd
n(C) : |αj| < d for any j}.

We identify Pd
n(C) ∼= Pd

n(|z| < d) and define a stabilization map sd : Pd
n(C) → Pd+1

n (C) by

Pd
n(C)

∼=
−−−−→ Pd

n(|z| < d) −−−−→ Pd+1
n (C)

f(z) −−−−→ f(z)(z − α)
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where α ∈ C can be any fixed complex number such that |α| > d. Let

lim
d→∞

Pd
n(C)

denote the direct limit

P1
n(C)

s1−→ P2
n(C)

s2−→ P3
n(C)

s3−→ P4
n(C)

s4−→ · · · · · ·

Finally we define the jet map

jetdn : Pd
n(C) → Ω[d](C

n − {0})/R
∗ ∼= Ω[d]R P2n−1

by

jetdn(f)(z) =

{

[f(z) : f ′(z) : · · · : f (n−1)(z)] if z ∈ R

[1 : 1 : · · · : 1] if z = ∞

for f ∈ Pd
n(C) and z ∈ S1 = R ∪∞.

Next we consider the case K = R. We define the space

lim
d→∞

Pd
n(R)

and the jet map jetdn : Pd
n(R) → Ω[d]R Pn−1 exactly as above. Similarly we can prove the

following result:

Theorem 2.2. If n ≥ 2, the jet maps jetd
n : Pd

n(C) → Ω[d]R P2n−1 induce a homotopy
equivalence

j∞n : lim
d→∞

Pd
n(C)

'
−→ lim

d→∞
Ω[d]R P2n−1 ' Ω0R P2n−1 ' ΩS2n−1

Moreover, if n ≥ 3, the map j∞n is a Z/2-equivariant homotopy equivalence. �

Observe that it follows from theorems 2.1 and 2.2 that there is a homotopy equivalence

(2.3) lim
d→∞

Pd
n(K)

'
−→ lim

d→∞
Qd

(n)(K)

when K = C and n ≥ 2, or when K = R and n ≥ 3. In fact, we can describe the
homotopy equivalence (2.3) explicitly. For this purpose, we define the jet embedding

˜jet
d

n : Pd
n(K) → Qd

(n)(K) by

f(z) 7→ (f(z), f(z) + f ′(z), f(z) + f ′′(z), · · · , f(z) + f (n−1)(z)).

Then we have:
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Proposition 2.4. Assume that K = C and n ≥ 2 or that K = R and n ≥ 3. Then the jet

embedding ˜jet
d

n : Pd
n(K) → Qd

(n)(K) induces a homotopy equivalence (2.3) as d → ∞.

Proof. Since the proofs are analogous, we only consider the case K = C. Note that there
is a homotopy commutative diagram

Pd
n(C)

jetd

n−−−−→ Ω[d]R P2n−1

˜jet
d

n





y

=





y

Qd
(n)(C)

jd

n−−−−→ Ω[d]R P2n−1

Hence if d → ∞, the result follows from theorems 2.1 and 2.2. �

§3. Spectral sequences and unstable results.

In this section, we shall prove theorems 1 and 2. We start with theorem 2. The key
ingredients of the proof are the following two theorems:

Theorem 3.1. Let n ≥ 3.

(1) The stabilization map sd : Qd
(n)(R) −→ Qd+1

(n) (R) is a homotopy equivalence up to

dimension N(d, n) = (d + 1)(n− 2)− 1 when n ≥ 4 and is a homology equivalence
up to dimension d when n = 3.

(2) The cohomology of Qd
(n)(R) is given by

Hj(Qd
(n)(R), Z) ∼=

{

Z if j = k(n − 2) and 0 ≤ k ≤ d

0 otherwise

Theorem 3.2. Let n ≥ 2.

(1) The stabilization map sd : Qd
(n)(C) −→ Qd+1

(n) (C) is a homotopy equivalence up to

dimension N(d, 2n) = (d + 1)(2n − 2) − 1.
(2) The cohomology of Qd

(n)(C) is given by

Hj(Qd
(n)(C), Z) ∼=

{

Z if j = k(2n − 2) and 0 ≤ k ≤ d

0 otherwise
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Before proving theorem 3.1 and 3.2, we complete the proof of theorem 2.

Proof of theorem 2. Using the fact that the Z/2-action on space Qd
(n)(C) is induced by

complex conjugation, one can construct an Z/2-equivariant simplicial complex structure
on Qd

(n)(C) whose fixed point set is a simplicial decomposition of Qd
(n)(C)Z/2 = Qd

(n)(R).

Since Qd
(n)(C) is equivariantly simply connected, by theorem 3.1 and 3.2 we may assume

that it has the structure of a Z/2-CW complex of dimension N(d, 2n) = (d+1)(2n−2)−1.
Note also that Jd(ΩS2n−1) has a natural structure of a Z/2-complex with Jd(ΩSn−1) as
its Z/2-fixed point set. Let us consider the Z/2-equivariant map

f̃d
(n) : Qd

(n)(C) −→ lim
k→∞

Qk
(n)(C)

j∞

(n)
−−→

'
ΩS2n−1

Then by theorem 3.2, f̃d
(n) is a homology equivalence up to dimension N(d, 2n). By the

equivariant cellular approximation theorem there is a Z/2−equivariant cellular map

fd
(n) : Qd

(n)(C) −→ Jd(ΩS2n−1)

which is a homology equivalence up to dimension N(d, 2n), and such that that f̃d
n and fd

n

are Z/2-equivariant homotopic.

To show that fd
n is an equivariant homotopy equivalence we need to show that it induces

homotopy equivalences on the fixed point sets under the action of the whole group Z/2
and the identity subgroup.

First, consider the latter. Since N(d, 2n) > d(2n − 2), the induced homomorphism

(fd
(n))∗ : Hj(Q

d
(n)(C), Z)

∼=
−→ Hj(Jd(ΩS2n−1), Z)

is bijective when j ≤ d(2n − 2). However, since Hj(Q
d
(n)(C), Z) = Hj(Jd(ΩSn−1), Z) = 0

for any j > d(2n− 2), (fd
(n))∗ is bijective for any j. Hence fd

(n) is a homology equivalence.

Since Qd
(n)(C) and Jd(ΩS2n−1) are simply connected fd

(n) is a homotopy equivalence.

Next consider the induced map on the fixed point sets under the Z/2-action,

(fd
(n))

Z/2 : Qd
(n)(C)Z/2 = Qd

(n)(R) −→ Jd(ΩSn−1) = Jd(Ω
2n−1)Z/2

It remains to show that (fd
(n))

Z/2 is a homotopy equivalence when n ≥ 4 and is a homology

equivalence when n = 3.
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Assume that n ≥ 3. By theorems 2.1 and 3.1 the restriction (f̃d
(n))

Z/2 : Qd
(n)(R) −→

ΩSn−1 is a homology equivalence up to dimension N(d, n). Since f̃d
n and fd

n are Z/2-
equivariant homotopic, the map (f d

(n))
Z/2 is a homology equivalence up to dimension

N(d, n). Because N(d, n) > d(n − 2), the induced homomorphism

(fd
(n))

Z/2
∗ : Hj(Q

d
(n)(R), Z)

∼=
−→ Hj(Jd(ΩSn−1), Z)

is bijective for any j ≤ d(n − 2). However, since Hj(Q
d
(n)(R), Z) = Hj(Jd(ΩSn−1), Z) = 0

for any j > d(n − 2), (fd
(n))

Z/2
∗ is bijective for any j. Hence (fd

(n))
Z/2 is a homology

equivalence. However, since both spaces Qd
(n)(R) and Jd(ΩSn−1) are simply connected

when n ≥ 4, the restriction (fd
(n))

Z/2 is, in this case, a homotopy equivalence. �

Proof of theorem 3.1. For a locally connected space X, let X denote the one-point com-
pactification of X, X = X ∪ {∞}, and let Hj(X) be the Borel-Moore homology group

Hj(X) = Hj(X).

We shall first prove assertion (2). Let Pd(R) denote the space consisting of all monic

polynomials f(z) = zd + a1z
d−1 + · · ·+ ad ∈ R[z] of degree d. (Hence Pd(R) ∼= R

d.)

Let Σd
n = Σd

n(SR) be discriminant defined by

Σd
n = {(p1(z), · · · , pn(z)) ∈ (Pd(R))n : p1(α) = · · · = pn(α) = 0 for some α ∈ R}

Then Qd
(n) = Qd

(n)(R) = (Pd(R))n − Σd
n. Since (Pd(R))n ∼= Rdn, it follows from the

Alexander duality that there is a natural isomorphism

(*) Hj(Qd
(n)(R), Z) ∼= Hdn−1−j(Σ

d
n, Z) for 1 ≤ j ≤ dn − 2

and so we try to compute H∗(Σ
d
n).

Let I : R → Rd be the Veronese embedding, I(t) = (t, t2, · · · , td) for t ∈ R. Let
f = (q1(z), · · · , qn(z)) ∈ Σd

n and suppose that q1(z), q2(z), · · · , qn(z) have at least t-
distinct common real roots {z1, · · · , zt} ⊂ R. We denote by ∆(f, {z1, · · · , zt}) ⊂ Rn the
open (t − 1)-dimensional simplex with vertices {I(z1), · · · , I(zt)}. Define the geometric
resolution G(Σd

n) of Σd
n by

G(Σd
n) =

⋃

f∈Σd
n
;{z1,··· ,zt}

{f} × ∆(f, {z1, · · · , zt}) ⊂ Σd
n × R

n.
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The first projection defines an open proper map π : G(Σd
n) → Σd

n, and this induces a map

between one point compactification spaces π : G(Σd
n) → Σd

n. It is known ([14]) that the

map π : G(Σd
n)

'
−→ Σd

n is a homotopy equivalence. Define subspaces Fp ⊂ G(Σd
n) by

Fp =

{

{∞} ∪
⋃

f∈Σd
n
;{z1,··· ,zt},t≤p{f} × ∆(f, {z1, · · · , zt}) if p ≥ 1

{∞} if p = 0

There is an increasing filtration

F0 = {∞} ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fd = Fd+1 = · · · = G(Σd
n) ' Σd

n

and this induces a spectral sequence

{Er
p,q, d

r : Er
p,q → Er

p−r,q+r−1} ⇒ Hp+q(G(Σd
n)) ∼= Hp+q(Σ

d
n)

such that

E1
p,q =

{

Hp+q(Fp − Fp−1) if 1 ≤ p ≤ d

0 otherwise

For each 1 ≤ p ≤ d, there is a fibre bundle Fp − Fp−1 → Cp(R) ∼= Rp with fibre

Rnd−1−p(n−1). Hence, using Thom isomorphism, for each 1 ≤ p ≤ d,

E1
p,q

∼= Hp+q−{nd−1−p(n−1)}(R
p) =

{

Z if p + q = dn − 1 − p(n − 2), 1 ≤ p ≤ d

0 otherwise

For dimensional reasons we have

E1
p,q = E2

p,q = · · · = E∞
p,q =

{

Z if p + q = dn − 1 − p(n − 2), 1 ≤ p ≤ d

0 otherwise

Hence from (*),

Hj(Qd
(n)(R), Z) ∼=

{

Z if j = k(n − 2) and 0 ≤ k ≤ d

0 otherwise

and (2) is proved.

Next we shall prove assertion (1). Using the same method as above, there is an increas-
ing filtration

′F0 = {∞} ⊂ ′F1 ⊂ ′F2 ⊂ · · · ⊂ ′Fd = ′Fd+1 = · · · = G(Σd+1
n ) ' Σd+1

n
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and this induces a spectral sequence

{ ′Er
p,q,

′dr : ′Er
p,q → ′Er

p−r,q+r−1} ⇒ Hp+q(G(Σd+1
n )) ∼= Hp+q(Σ

d+1
n )

such that

′E1
p,q = ′E2

p,q = · · · = ′E∞
p,q =

{

Z if p + q = dn − 1 − p(n − 2), 1 ≤ p ≤ d + 1

0 otherwise

The stabilization map Qd
(n)(R) → Qd+1

(n) (R) naturally induces maps between the corre-

sponding filtrations {Fp → ′Fp} such that for each p ≥ 1 there is a commutative diagram

Fp −−−−→ ′Fp




y





y

Cp(R)
=

−−−−→ Cp(R)

Hence the maps Fp → ′Fp also induce a homomorphism of spectral sequences

{hr
p,q : Er

p,q → ′Er
p,q}

such that h∞
p,q is isomorphic except when (p, q) 6= (d + 1, dn− 1− (d + 1)(n− 1)). Thus sd

is a homology equivalence up to dimension N(d, n) = (d + 1)(n − 2) − 1. However, when

n ≥ 4, since both spaces Qd
(n)(R) and Qd+1

(n) (R) are simply connected, sd is a homotopy

equivalence up to dimension N(d, n). �

Proof of theorem 3.2. Since the proof is completely analogous to that of theorem 3.1 we
omit the details. �

Similar methods also prove the following result whose proof we omit:

Theorem 3.3. Let n ≥ 2.

(1) The stabilization map sd : Pd
n(C) −→ Pd+1

n (C) is a homotopy equivalence up to
dimension N([d/n], 2n) = ([d/n] + 1)(2n − 2) − 1.

(2) More precisely, the cohomology of Pd
n(C) is given by

Hj(Pd
n(C), Z) ∼=

{

Z if j = k(2n − 2) and 0 ≤ k ≤ [d/n]

0 otherwise
�
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Theorem 3.4 ([15], [16]). Let n ≥ 3.

(1) The stabilization map sd : Pd
n(R) −→ Pd+1

n (R) is a homotopy equivalence up to
dimension N([d/n], n) = ([d/n] + 1)(n − 2) − 1 when n ≥ 4, and is a homology
equivalence up to dimension N([d/3], 3) = [d/3] when n = 3.

(2) More precisely, the cohomology of Pd
n(R) is given by

Hj(Pd
n(R), Z) ∼=

{

Z if j = k(n − 2) and 0 ≤ k ≤ [d/n]

0 otherwise
�

Proof of theorem 1. The proof uses theorems 2.2, 3.3, 3.4, and an argument analogous to
the one used in proving theorem 2. So we leave the details to the reader. �
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