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#### Abstract

We consider rectangular $N \times n$ Toeplitz matrices generated by sequences of centered independent random variables and provide bounds on their operator norm under the assumption of finiteness of $p$-th moments $(p>2)$. We also show that if $N \gg n \log n$ then with high probability such matrices preserve the Euclidean norm up to an arbitrarily small error.


## 1 Introduction

Generalities on random Toeplitz matrices In recent years, following a question raised in [3] certain amount of work has been devoted to the study of random Toeplitz matrices, i.e. Toeplitz matrices determined by sequences of independent random variables. In particular in $[7,9]$ the convergence of the spectral measure for random symmetric Toeplitz matrices has been established while [5] provides a corresponding result for the spectral measure of $X X^{T}$, where $X$ is a nonsymmetric random Toeplitz matrix. In both cases the limiting spectral distribution has unbounded support, which raises the question of the behaviour of the spectral norm of the matrix. In [14] it has been shown that if the underlying random variables are subgaussian and of mean zero, then the operator norm of an $n \times n$ matrix is of the order $\sqrt{n \log n}$. This result has been extended to matrices with bounded variance coefficients in [1], where also a strong law of large numbers with the normalization by expectation has been established. Although both papers consider symmetric matrices, their methods easily generalize to the non-symmetric square ones. Recently in [16], precise asymptotics of the operator norm have been found in the symmetric case. It turns out that if $T_{n}$ is an $n \times n$ random symmetric Toeplitz matrix with mean zero, variance one coefficients with bounded $p$-th moments ( $p>2$ ), then

$$
\frac{\left\|T_{n}\right\|_{2}^{n} \rightarrow \ell_{2}^{n}}{\sqrt{2 n \log n}} \xrightarrow{L_{p}}\|S(x, y)\|_{2 \rightarrow 4}^{2},
$$

where $S(x, y)=\frac{\sin (\pi(x-y))}{\pi(x-y)}$ is the sine kernel and $\|S(x, y)\|_{2 \rightarrow 4}$ denotes the norm of the integral operator associated with it, acting from $L_{2}(\mathbb{R})$ to $L_{4}(\mathbb{R})$.

In this article we present results on the behaviour of the operator norm of a rectangular $N \times n$ random Toeplitz matrix with independent coefficients in terms of the matrix size. When $n$ and $N$ are of the same order of magnitude, this question can be easily reduced to the square

[^0]case, however for general matrices there seems to be no corresponding estimates in the literature. We remark that some results can be obtained from Theorem III. 4 in [15], where a more general problem of estimating singular values of submatrices of a square random Toeplitz matrix is considered. This estimate however, when specialized to our problem is not optimal in the whole range of parameters (we discuss it briefly in the sequel).

Our main result gives estimates on the operator norm with optimal dependence on $n$ and $N$. Additionally, in the case of tall matrices we provide conditions under which a properly scaled Toeplitz matrix preserves the Euclidean norm up to a small error.

Notation and the main result Throughout the article we will consider a random Toeplitz $N \times n$ matrix

$$
T=\left[T_{i j}\right]_{1 \leq i \leq N, 1 \leq j \leq n}=\left[X_{i-j}\right]_{1 \leq i \leq N, 1 \leq j \leq n},
$$

where $X_{1-n}, X_{2-n}, \ldots, X_{N-1}$ is a sequence of independent random variables.
We will denote absolute constants by $C$, and constants depending on some parameters (say a) by $C_{a}$. In both cases the value of a constant may differ between distinct occurrences.

We write $\ell_{2}^{k}$ for $\mathbb{R}^{k}$ equipped with the standard Euclidean structure (the corresponding inner product will be denoted by $\langle\cdot, \cdot\rangle)$. For an $N \times n$ matrix $A$, by $\|A\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{N}}$ we denote the operator norm of $A$ acting between the spaces $\ell_{2}^{n}$ and $\ell_{2}^{N}$, i.e. $\|A\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{N}}=\sup _{x \in S^{n-1}} \sup _{y \in S^{N-1}}\langle A x, y\rangle$. Having desribed the notation, we are now ready to state our main result which is
Theorem 1.1. Let $\left(X_{i}\right)_{1-n \leq i \leq N-1}$ be independent random variables with $\mathbb{E} X_{i}=0, \mathbb{E} X_{i}^{2}=1$ and $\left\|X_{i}\right\|_{p} \leq L$ for some $p>2$. Then

$$
\begin{equation*}
\mathbb{E}\|T\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{N}} \leq C_{p} L(\sqrt{N \vee n}+\sqrt{(N \wedge n) \log (N \wedge n)}) \tag{1}
\end{equation*}
$$

Moreover for any $\delta, \varepsilon \in(0,1)$ if $N>C_{L, p, \delta, \varepsilon} n \log n$, then with probability at least $1-\delta$, for all $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
(1-\varepsilon)|x| \leq\left|\frac{1}{\sqrt{N}} T_{n} x\right| \leq(1+\varepsilon)|x| . \tag{2}
\end{equation*}
$$

We postpone the proof of the above theorem to Section 2.
A brief discussion of optimality One can easily see that the estimates of Theorem 1.1 are of the right order. Indeed, if $X_{i}$ are independent Rademacher variables then the Euclidean length of the first column of the matrix is $\sqrt{N}$, while the Euclidean length of the first row is $\sqrt{n}$, which gives $\|T\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{N}} \geq \sqrt{N \vee n}$. Moreover the matrix $T$ contains a square Toeplitz submatrix with independent coefficients of size $(N \wedge n) \times(N \wedge n)$. By a straightforward modification of the argument presented in [14] for the symmetric case (see Theorem 3 therein), one can see that the operator norm of this submatrix is bounded from below by $c \sqrt{(N \wedge n) \log (N \wedge n)}$ for some absolute constant $c$ (in fact instead of mimicking the proof one can also easily reduce the problem to the symmetric case). Standard symmetrization arguments allow to extend such estimates to other sequences of independent random variables satisfying a uniform lower bound on the absolute first moment (cf. the proof of Theorem 6 in [1]).

Further remarks The constants $C_{p}$ in Theorem 1.1 explode when $p \rightarrow 2$, contrary to known inequalities on the operator norm of symmetric Toeplitz matrices. We present here a simple proposition, whose proof is based on general methods of probability in Banach spaces, which gives an estimate weaker than that of Theorem 1.1, but under the assumption of finiteness of the second moment of $X_{i}$ 's only. It's proof is deferred to Section 3.

Proposition 1.2. Let $\left(X_{i}\right)_{1-n \leq i \leq N-1}$ be independent random variables with $\mathbb{E} X_{i}=0$ and $\mathbb{E} X_{i}^{2}=$ 1. Then

$$
\mathbb{E}\|T\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{N}} \leq C(\sqrt{N \vee n}+\sqrt[4]{(N \wedge n)(N \vee n)} \sqrt{\log (N \wedge n)})
$$

Restricting our attention to the case $N \geq n$, we see that the above proposition gives an estimate of the same order as Theorem 1.1 (up to constants independent of $n$ and $N$ ) if $N \leq C n$ or $N \geq c n \log ^{2} n$. In the former case the operator norm behaves like in the square case i.e. is of the order $\sqrt{n \log n}$, whereas in the latter one it is of the order $\sqrt{N}$, the same as the Euclidean length of a single column of the matrix. In the intermediate regime, i.e when $n \ll N \ll n \log ^{2} n$ one looses a logarithmic factor. It is natural to conjecture that the operator norm is of the order $\sqrt{N}+\sqrt{n \log n}$ for all $N \geq n$, however we do not know how to prove it without additional assumptions on higher moments of $X_{i}$ 's. As for the property (2), clearly it cannot hold just under the assumptions of the above proposition without some stronger integrability assumptions, since assuming just $\mathbb{E} X_{i}=0, \mathbb{E} X_{i}^{2}=1$ still does not exclude the possibility that with probability close to one $X_{i}=0$ for all $i$. Let us also remark that an estimate of the same order as in Proposition 1.2 can be obtained for matrices generated by Rademacher or Gaussian sequences using inequalities presented in [15] (as already mentioned in the introduction). In fact it can be also obtained by a modification of the proof of Theorem 1.1, however the argument presented in Section 3 is more concise.

## 2 Proof of Theorem 1.1

Without loss of generality we may assume that $N \geq n \geq 2$. In the main part of the proof we will not work with the original Toeplitz matrix, but with its modification, which will be more convenient for the calculations. Consider thus the matrix

$$
\begin{equation*}
\Gamma=\left[\Gamma_{i j}\right]_{1 \leq i \leq N, 1 \leq j \leq n} \tag{3}
\end{equation*}
$$

where $\Gamma_{i j}=T_{i j}=X_{i-j}$ if $j \leq i \leq N-n+j$ and $\Gamma_{i j}=0$ otherwise. Let us note that $T$ and $\Gamma$ differ just by two "corners" of Toeplitz type and thus $\mathbb{E}\|T-\Gamma\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{N}}$ can be estimated by means of results for square Toeplitz matrices. More precisely, by using Proposition 4.1 from the Appendix, we obtain

$$
\mathbb{E}\|T-\Gamma\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{N}} \leq C\left(\sum_{i \leq-1 \text { or } i \geq N-n+2} \mathbb{E} X_{i}^{2}\right)^{1 / 2} \sqrt{\log n} \leq C \sqrt{n \log n}
$$

Therefore for both assertions made in Theorem 1.1, the contribution from the corners is negligible (for the first part it is a direct consequence of the above inequality, whereas for the second part it follows easily by the above estimate and Chebyshev's inequality).

Denote the standard basis of $\ell_{2}^{n}$ and $\ell_{2}^{N}$ by $\left(e_{j}\right)_{j=1}^{n}$ and $\left(E_{j}\right)_{j=1}^{N}$ respectively and let $A_{i}: \ell_{2}^{n} \rightarrow$ $\ell_{2}^{N}, i=0, \ldots, N-n$ be the linear operator such that for all $1 \leq j \leq n, A_{i} e_{j}=E_{i+j}$ (in the sequel we will identify operators with their matrices in standard basis). Then $\Gamma=\sum_{i=0}^{N-n} X_{i} A_{i}$ and so

$$
\begin{equation*}
\Gamma^{T} \Gamma=\sum_{0 \leq i, j \leq N-n} X_{i} X_{j} A_{i}^{T} A_{j} \tag{4}
\end{equation*}
$$

Note that $A_{i}^{T} E_{k}=0$ if $k<i+1$ or $k>i+n$ and $A_{i}^{T} E_{k}=e_{k-i}$ if $i+1 \leq k \leq n+i$. Therefore

$$
\begin{equation*}
\left\langle\Gamma^{T} \Gamma e_{l}, e_{k}\right\rangle=\sum_{i=0 \vee(l-k)}^{(N-n-(k-l)) \wedge(N-n)} X_{i} X_{k-l+i} \tag{5}
\end{equation*}
$$

In particular $\Gamma^{T} \Gamma$ is a symmetric Toeplitz matrix.
We will now state the main technical proposition of the paper, which will allow us to use standard symmetrization techniques in the proof of Theorem 1.1.

Proposition 2.1. Let $N \geq n$ be two positive integers, $a_{0}, \ldots, a_{N-n}$ be real numbers and $g_{0}, \ldots$, $g_{N-n}$ be independent standard Gaussian variables. Define a symmetric $n \times n$ Toeplitz matrix $M=\left[M_{k l}\right]_{k, l \leq n}$, where $M_{k k}=0$ and for $k \neq l$,

$$
M_{k l}=Y_{|k-l|}:=\sum_{i=0 \vee(l-k)}^{(N-n-(k-l)) \wedge(N-n)} a_{i} a_{k-l+i} g_{i} g_{k-l+i}
$$

Then

$$
\begin{aligned}
\mathbb{E}\|M\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq & C\left(\sum_{0 \leq i, j \leq N-n} a_{i}^{2} a_{j}^{2} \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}\right)^{1 / 2} \sqrt{\log n} \\
& +C \sum_{0 \leq k \leq\lceil(N-n+1) / n\rceil-1}\left(\sum_{\substack{i \neq j \\
k n \leq i, j \leq((k+2) n-1) \wedge(N-n)}} a_{i}^{2} a_{j}^{2}\right)^{1 / 2} \log n
\end{aligned}
$$

Proof of Proposition 2.1. Note first that without loss of generality we can assume that $N-n+1 \geq$ $2 n$ and $N-n+1$ is divisible by $n$ (we may simply enlarge $N$ and put zeros as the new $a_{i}$ 's).

Since $M$ is a symmetric Toeplitz matrix, to estimate the operator norm we may use the same strategy as in [14], i.e. relate the operator norm of $M$ to the supremum of a random trigonometric polynomial for which we will use the entropy method. The main difference between our case and [14] is the fact that the coefficients of the polynomial will not be independent and the related supremum will be a chaos of degree 2 , which will result in additional terms appearing in the entropy integral. Similarly as in [14] by extending $M$ to an infinite Laurent matrix $\left[Y_{|k-l|} \mathbf{1}_{\{1 \leq|k-l| \leq n-1\}}\right]_{k, l \in \mathbb{Z}}$ and then noting that it corresponds to a multiplier on the circle we
obtain that

$$
\begin{aligned}
\|M\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} & \leq 2 \sup _{0 \leq x \leq 1}\left|\sum_{j=1}^{n-1} Y_{j} \cos (2 \pi j x)\right|=2 \sup _{0 \leq x \leq 1}\left|\sum_{i=0}^{N-n-1} \sum_{j=1}^{(N-n-i) \wedge(n-1)} a_{i} a_{i+j} g_{i} g_{i+j} \cos (2 \pi j x)\right| \\
& =\sup _{0 \leq x \leq 1}\left|\sum_{0 \leq i, j \leq N-n} B_{i j}^{x} g_{i} g_{j}\right|=: \sup _{0 \leq x \leq 1}\left|S_{x}\right|
\end{aligned}
$$

where for $x \in[0,1]$, the matrix $B^{x}=\left[B_{i j}^{x}\right]_{i, j=0}^{N-n}$ is defined by

$$
B_{i j}^{x}=a_{i} a_{j} \cos (2 \pi|i-j| x) \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}
$$

By Proposition 4.2 in the Appendix we obtain that

$$
\mathbb{P}\left(\left|S_{x}-S_{y}\right| \geq t\right) \leq 2 \exp \left(-\frac{1}{C} \min \left(\frac{t^{2}}{\left\|B^{x}-B^{y}\right\|_{H S}^{2}}, \frac{t}{\left\|B^{x}-B^{y}\right\|_{\ell_{2}^{N-n+1} \rightarrow \ell_{2}^{N-n+1}}}\right)\right)
$$

and so, by Proposition 4.3 we get

$$
\begin{equation*}
\|M\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq C\left(\mathbb{E}\left|S_{0}\right|+\int_{0}^{\infty} \sqrt{\log \left([0,1], d_{1}, \varepsilon\right)} d \varepsilon+\int_{0}^{\infty} \log N\left([0,1], d_{2}, \varepsilon\right) d \varepsilon\right) \tag{6}
\end{equation*}
$$

where $d_{1}(x, y)=\left\|B^{x}-B^{y}\right\|_{H S}, d_{2}(x, y)=\left\|B^{x}-B^{y}\right\|_{\ell_{2}^{N-n+1} \rightarrow \ell_{2}^{N-n+1}}$ and for a metric space $(\mathcal{X}, d), N(\mathcal{X}, d, \varepsilon)$ denotes the minimum number of closed balls with radius $\varepsilon$ covering $\mathcal{X}$.

Note that $\operatorname{diam}\left([0,1], d_{1}\right) \leq 2 \sqrt{\sum_{0 \leq i, j \leq N-n} a_{i}^{2} a_{j}^{2} \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}}=: D_{1}$. Also, using the Lipschitz property of the cosine function, we get that

$$
d_{1}(x, y)^{2} \leq 4 \pi^{2} \sum_{0 \leq i, j \leq N-n} a_{i}^{2} a_{j}^{2}(i-j)^{2} \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}|x-y|^{2}
$$

which gives $N\left([0,1], d_{1}, \varepsilon\right) \leq C \Delta_{1} / \varepsilon$ for $\varepsilon \leq D_{1}$, where

$$
\Delta_{1}^{2}=\sum_{0 \leq i, j \leq N-n} a_{i}^{2} a_{j}^{2}(i-j)^{2} \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}
$$

We thus obtain

$$
\begin{align*}
\int_{0}^{\infty} \sqrt{\log \left([0,1], d_{1}, \varepsilon\right)} d \varepsilon & \leq \int_{0}^{D_{1}} \sqrt{\log \left(\frac{C \Delta_{1}}{\varepsilon}\right)} d \varepsilon \\
& =\frac{C \Delta_{1}}{\sqrt{2}} \int_{\sqrt{2 \log \left(C \Delta_{1} / D_{1}\right)}}^{\infty} t^{2} e^{-t^{2} / 2} d t \\
& \leq D_{1} \sqrt{\log \left(C \Delta_{1} / D_{1}\right)}+\sqrt{\pi} D_{1} \\
& \leq C D_{1} \sqrt{\log n} \tag{7}
\end{align*}
$$

where in the last inequality we used the estimate $\Delta_{1} \leq n D_{1}$.

Let us now estimate the other integral on the right-hand side of (6). Note that $B^{x}$ 's are band matrices and they may be decomposed as $B^{x}=B_{1}^{x}+B_{2}^{x}+B_{3}^{x}$, where $B_{1}^{x}$ is the block diagonal part of $B^{x}$ with blocks of size $n \times n$, whereas $B_{2}^{x}$ and $B_{3}^{x}$ correspond respectively to the part of $B^{x}$ below and above the block diagonal. More formally,

$$
B_{1}^{x}=\left[B_{i j}^{x} \mathbf{1}_{\{\lfloor i / n\rfloor=\lfloor j / n\rfloor\}}\right]_{i, j=0}^{N-n}, B_{2}^{x}=\left[B_{i j}^{x} \mathbf{1}_{\{\lfloor i / n\rfloor=\lfloor j / n\rfloor+1\}}\right]_{i, j=0}^{N-n}, B_{3}^{x}=\left[B_{i j}^{x} \mathbf{1}_{\{\lfloor i / n\rfloor+1=\lfloor j / n\rfloor\}}\right]_{i, j=0}^{N-n}
$$

The matrix $B_{1}^{x}-B_{1}^{y}$ consists of $(N-n+1) / n$ blocks and the Hilbert-Schmidt norm of the $k$-th block $(k=1, \ldots,(N-n+1) / n)$ is bounded by

$$
\begin{aligned}
& \left(\sum_{i, j=(k-1) n}^{k n-1} a_{i}^{2} a_{j}^{2}(\cos (2 \pi|i-j| x)-\cos (2 \pi|i-j| y))^{2} \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}\right)^{1 / 2} \\
& \leq 2 \pi\left(\sum_{\substack{i \neq j \\
(k-1) n \leq i, j \leq k n-1}} a_{i}^{2} a_{j}^{2}(i-j)^{2}\right)^{1 / 2}|x-y|
\end{aligned}
$$

Thus for $x, y \in[0,1]$,

$$
\left\|B_{1}^{x}-B_{1}^{y}\right\|_{\ell_{2}^{N-n+1} \rightarrow \ell_{2}^{N-n+1}} \leq 2 \pi|x-y| \max _{1 \leq k \leq(N-n+1) / n}\left(\sum_{\substack{i \neq j \\(k-1) n \leq i, j \leq k n-1}} a_{i}^{2} a_{j}^{2}(i-j)^{2}\right)^{1 / 2}
$$

By a similar estimate for all $x \in[0,1]$,

$$
\left\|B_{1}^{x}-B_{1}^{y}\right\|_{\ell_{2}^{N-n+1} \rightarrow \ell_{2}^{N-n+1}} \leq 2 \max _{1 \leq k \leq(N-n+1) / n}\left(\sum_{\substack{i \neq j \\(k-1) n \leq i, j \leq k n-1}} a_{i}^{2} a_{j}^{2}\right)^{1 / 2}
$$

Bounds on $B_{2}^{x}$ and $B_{3}^{x}$ can be obtained in an analogous way, by exploring their block-diagonal structure (the blocks are not on the main diagonal, but still the operator norm of the whole matrix is the maximum of operator norms of individual blocks). Therefore we obtain

$$
\begin{aligned}
\operatorname{diam}\left([0,1], d_{2}\right) \leq & \max _{1 \leq k \leq(N-n+1) / n}\left(\sum_{\substack{i \neq j \\
(k-1) \\
n \leq i, j \leq k n-1}} a_{i}^{2} a_{j}^{2}\right)^{1 / 2} \\
& +\max _{1 \leq k \leq(N-n+1) / n-1}\left(\sum_{\substack{(k-1) n \leq j \leq k n-1 \\
k n \leq i \leq(k+1) n-1}} a_{i}^{2} a_{j}^{2}\right)^{1 / 2} \\
& +\max _{1 \leq k \leq(N-n+1) / n-1}\left(\sum_{\substack{k n \leq i \leq n+1) n-1 \\
(k-1) n \leq j \leq k n-1}} a_{i}^{2} a_{j}^{2}\right)^{1 / 2} \\
& \leq 3 \max _{0 \leq k \leq((N-n+1) / n)-2}\left(\sum_{\substack{i \neq j \\
k n \leq i, j \leq(k+2) n-1}} a_{i}^{2} a_{j}^{2}\right)^{1 / 2}=: D_{2}
\end{aligned}
$$

and

$$
d_{2}(x, y) \leq C \max _{0 \leq k \leq((N-n+1) / n)-2}\left(\sum_{\substack{i \neq j \\ k n \leq i, j \leq(k+2) n-1}} a_{i}^{2} a_{j}^{2}(i-j)^{2}\right)^{1 / 2}|x-y|=: \Delta_{2}|x-y|,
$$

which allows us to write

$$
N\left([0,1], d_{2}, \varepsilon\right) \leq \frac{\Delta_{2}}{\varepsilon}
$$

for $\varepsilon \leq D_{2}$. Thus

$$
\begin{equation*}
\int_{0}^{\infty} \log N\left([0,1], d_{2}, \varepsilon\right) d \varepsilon \leq \int_{0}^{D_{2}} \log \left(\Delta_{2} \varepsilon^{-1}\right) d \varepsilon=D_{2} \log \left(\Delta_{2}\right)-D_{2} \log D_{2}+D_{2} \leq C D_{2} \log n \tag{8}
\end{equation*}
$$

where in the last inequality we used the estimate $\Delta_{2} \leq C n D_{2}$.
Let us now note that $S_{0}=\sum_{0 \leq i, j \leq N-n} a_{i} a_{j} g_{i} g_{j} \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}$ and so by independence of $g_{i}$ 's,

$$
\mathbb{E}\left|S_{0}\right| \leq \sqrt{\mathbb{E}\left|S_{0}\right|^{2}}=\sqrt{2 \sum_{0 \leq i, j \leq N-n} a_{i}^{2} a_{j}^{2} \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}}
$$

which together with (6), (7) and (8) ends the proof of the proposition.
Conclusion of the proof of Theorem 1.1. As explained at the beginning of this section, it suffices to prove the corresponding statements for $N \geq n$ and the matrix $\Gamma$ defined by (3) instead of $T$.

We have

$$
\begin{equation*}
\Gamma^{T} \Gamma=\left(\Gamma^{T} \Gamma-\left(\sum_{i=0}^{N-n} X_{i}^{2}\right) \operatorname{Id}_{n}\right)+\left(\sum_{i=0}^{N-n} X_{i}^{2}\right) \operatorname{Id}_{n} \tag{9}
\end{equation*}
$$

Denote the first term on the right hand side above by $\tilde{M}=\left[\tilde{M}_{k l}\right]_{l, l \leq n}$. From (5) it follows that $\tilde{M}_{k k}=0$ and for $k \neq l$,

$$
\tilde{M}_{k l}=\sum_{i=0 \vee(l-k)}^{(N-n-(k-l)) \wedge(N-n)} X_{i} X_{k-l+i},
$$

thus $\tilde{M}$ is a tetrahedral chaos of order two (with matrix coefficients). Let $g_{0}, \ldots, g_{N-n}$ be i.i.d. standard Gaussian variables independent of the sequence $\left(X_{i}\right)$. By Proposition 4.4 from the Appendix we obtain

$$
\mathbb{E}\|\tilde{M}\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq \pi^{2} \mathbb{E}\|M\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}}
$$

where the matrix $M$ is defined as in Proposition 2.1 with $a_{i}=X_{i}$. Therefore, applying this proposition conditionally on ( $X_{i}$ ) we get

$$
\begin{align*}
\mathbb{E}\|\tilde{M}\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq & C \mathbb{E}\left(\sum_{0 \leq i, j \leq N-n} X_{i}^{2} X_{j}^{2} \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}\right)^{1 / 2} \sqrt{\log n} \\
& +C \mathbb{E} \max _{0 \leq k \leq\lceil(N-n+1) / n\rceil-1}\left(\sum_{k n \leq i \leq((k+2) n-1) \wedge(N-n)} X_{i}^{2}\right) \log n \tag{10}
\end{align*}
$$

(note that we have enlarged the second summand of the estimate given in Proposition 2.1 by adding the diagonal terms).

Bounding the first summand on the right hand side of the above inequality is easy. By Jensen's inequality, independence and the assumption $\mathbb{E} X_{i}^{2}=1$ we get

$$
\begin{equation*}
\mathbb{E}\left(\sum_{0 \leq i, j \leq N-n} X_{i}^{2} X_{j}^{2} \mathbf{1}_{\{1 \leq|i-j| \leq n-1\}}\right)^{1 / 2} \sqrt{\log n} \leq \sqrt{2 N n \log n} \tag{11}
\end{equation*}
$$

Let us now take care of the second term. Denote

$$
Z_{k}=\sum_{k n \leq i \leq((k+2) n-1) \wedge(N-n)} X_{i}^{2}, \bar{Z}_{k}=Z_{k}-\mathbb{E} Z_{k}
$$

$k=0,1, \ldots,\lceil(N-n+1) / n\rceil-1$.
Set $q=(p / 2) \wedge 2 \leq 2$. Let also $\varepsilon_{0}, \ldots, \varepsilon_{N-n}$ be independent Rademacher variables, independent of the sequence $\left(X_{i}\right)$. By standard symmetrization techniques and the Khintchine inequality we have

$$
\begin{aligned}
\mathbb{E}\left|\bar{Z}_{k}\right|^{q} & \leq 2^{q} \mathbb{E}\left|\sum_{k n \leq i \leq((k+2) n-1) \wedge(N-n)} \varepsilon_{i} X_{i}^{2}\right|^{q} \leq C \mathbb{E}\left(\sum_{k n \leq i \leq((k+2) n-1) \wedge(N-n)} X_{i}^{4}\right)^{q / 2} \\
& \leq C \mathbb{E}\left(\sum_{k n \leq i \leq((k+2) n-1) \wedge(N-n)} X_{i}^{2 q}\right) \leq C\left(\sum_{k n \leq i \leq((k+2) n-1) \wedge(N-n)} L^{2 q}\right) \leq C n L^{2 q}
\end{aligned}
$$

where in the 3 -rd inequality we used the fact $q \leq 2$ and in the fourth one, $2 q \leq p$ and the definition of $L$. We thus get

$$
\begin{aligned}
& \mathbb{E} \max _{0 \leq k \leq\lceil(N-n+1) / n\rceil-1}\left(\sum_{k n \leq i \leq((k+2) n-1) \wedge(N-n)} X_{i}^{2}\right) \\
& \leq \max _{0 \leq k \leq\lceil(N-n+1) / n\rceil-1}\left(\sum_{k n \leq i \leq((k+2) n-1) \wedge(N-n)} \mathbb{E} X_{i}^{2}\right)+\mathbb{E} \sum_{0 \leq k \leq\lceil(N-n+1) / n\rceil-1}\left|\bar{Z}_{k}\right| \\
& \leq 2 n+\left(\sum_{0 \leq k \leq\lceil(N-n+1) / n\rceil-1} \mathbb{E}\left|\bar{Z}_{k}\right|^{q}\right)^{1 / q} \leq 2 n+\left(C \frac{N}{n} n L^{2 q}\right)^{1 / q} \leq 2 n+C L^{2} N^{1 / q}
\end{aligned}
$$

which together with (10) and (11) gives

$$
\begin{equation*}
\mathbb{E}\|\tilde{M}\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq C\left(\sqrt{N n \log n}+n \log n+L^{2} N^{1 / q} \log n\right) \leq C_{p} L^{2}(N+n \log n) \tag{12}
\end{equation*}
$$

where we used that $q>1$. Going back to (9), we see that it remains to estimate the second term on the right hand side. Clearly $\mathbb{E} \sum_{i=0}^{N-n} X_{i}^{2}=N-n$, which together with (12) gives $\mathbb{E}\|\Gamma\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{N}}^{2}=\mathbb{E}\left\|\Gamma^{T} \Gamma\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq C_{p} L^{2}(N+n \log n)$ (recall that $L \geq 1$ ) and proves the first assertion of the theorem.

To prove the second part, note that in the same way as for $\bar{Z}_{k}$ above, we get

$$
\mathbb{E}\left|\sum_{i=0}^{N-n}\left(X_{i}^{2}-1\right)\right| \leq C N^{1 / q} L^{2}
$$

Thus by the first inequality of (12), one obtains

$$
\mathbb{E}\left\|\Gamma^{T} \Gamma-(N-n+1) \operatorname{Id}_{n}\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq C\left(\sqrt{N \log n}+n \log n+L^{2} N^{1 / q} \log n\right)
$$

which gives

$$
\mathbb{E}\left\|\frac{1}{N} \Gamma^{T} \Gamma-\operatorname{Id}_{n}\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq \varepsilon \delta
$$

for $N \geq C_{L, p, \delta, \varepsilon} n \log n$. By Markov's inequality this yields

$$
\left\|\frac{1}{N} \Gamma^{T} \Gamma-\operatorname{Id}_{n}\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq \varepsilon
$$

with probability at least $1-\delta$, which (after a suitable change of $\varepsilon$ ) easily implies the second part of the theorem.

Remark In the proof above we did not try to obtain explicit dependence of the constant $C_{L, p, \delta, \varepsilon}$ on the parameters. Certain suboptimal estimates can be clearly read from the proof. Moreover, once the expectations of the variables involved are estimated, one can use general concentration inequalities for sums of independent random variables and suprema of polynomial chaoses to get a better estimate on the constants (depending on integrability properties of the underlying sequence of random variables). We do not pursue this direction here.

## 3 Proof of Proposition 1.2

We can again assume that $N \geq n \geq 2$ and prove the corresponding estimate for the matrix $\Gamma$. Going back to the equality (4) we obtain

$$
\mathbb{E}\left\|\Gamma^{T} \Gamma\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq \mathbb{E}\left\|\sum_{0 \leq i \leq N-n} X_{i}^{2} A_{i}^{T} A_{i}\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}}+\mathbb{E}\left\|\sum_{0 \leq i \neq j \leq N-n} X_{i} X_{j} A_{i}^{T} A_{j}\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}}
$$

Since $A_{i}^{T} A_{i}=\operatorname{Id}_{n}$ and $\mathbb{E} X_{i}^{2}=1$, the first term on the right hand side equals $N-n+1 \leq N$. To bound the second term we use the fact that the space of $n \times n$ matrices equipped with the operator norm has type 2 constant bounded by $C \sqrt{\log n}$ (see Proposition 4.6 in the Appendix). Thus we can use Proposition 4.5 from the Appendix and get

$$
\left(\mathbb{E}\left\|\sum_{0 \leq i \neq j \leq N-n} X_{i} X_{j} A_{i}^{T} A_{j}\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}}\right)^{2} \leq C\left(\sum_{0 \leq i \neq j \leq N-n}\left\|A_{i}^{T} A_{j}\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}}^{2}\right) \log ^{2} n
$$

Note that if $|i-j| \geq n$ then $A_{i} A_{j}^{T}=0$, moreover for all $i, j,\left\|A_{i} A_{j}^{T}\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq 1$, which together with the above inequality gives

$$
\mathbb{E}\left\|\sum_{0 \leq i \neq j \leq N-n} X_{i} X_{j} A_{i}^{T} A_{j}\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq C \sqrt{N n} \log n
$$

Combining this with the previous estimates we get $\mathbb{E}\|\Gamma\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{N}}^{2}=\mathbb{E}\left\|\Gamma^{T} \Gamma\right\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq C(N+$ $\sqrt{n N} \log n$, which ends the proof.

## 4 Appendix

For reader's convenience we gather here several by now standard results which have been used in the proofs above. For most of them we provide detailed references, however in some cases we haven't been able to find the formulation we need in the literature, so we briefly describe how they follow from available references.

The first proposition gives estimates on the operator norm of a square random Toeplitz matrix. It was proved in [1] for symmetric random Toeplitz matrices. A simple modification of the proof gives the result in the non-symmetric case, however it can be also easily obtained by exploring the type 2 property of the space of symmetric matrices (see Proposition 4.6 below) or e.g. by noncommutative Bernstein inequalities, since a random square Toeplitz matrix can be written as a linear combination with random coefficients of norm one matrices.

Proposition 4.1. If $N=n$ and $\left(X_{i}\right)_{i \leq 1-n \leq n-1}$ are independent, centered random variables, then

$$
\mathbb{E}\|T\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}} \leq C\left(\sum_{i=1}^{n} \mathbb{E} X_{i}^{2}\right)^{1 / 2} \sqrt{\log n}
$$

We will now state concentration results on Gaussian chaoses of order 2. In a weaker form they can be traced to [10]. The present formulation can be deduced from results on a Banach space valued case in [4, 2] and appears explicitly in [11] and [12] (where a generalization to chaoses of higher degree has been obtained).

Proposition 4.2. Let $g_{1}, g_{2}, \ldots, g_{n}$ be independent standard Gaussian random variables and let $A=\left(a_{i j}\right)_{1 \leq i, j \leq n}$ be an array of real numbers such that for all $1 \leq i \leq n, a_{i i}=0$. Then for any $t \geq 0$,

$$
\mathbb{P}\left(\left|\sum_{1 \leq i, j \leq n} a_{i j} g_{i} g_{j}\right| \geq t\right) \leq 2 \exp \left(-\frac{1}{C} \min \left(\frac{t^{2}}{\|A\|_{H S}^{2}}, \frac{t}{\|A\|_{\ell_{2}^{n} \rightarrow \ell_{2}^{n}}}\right)\right)
$$

The next proposition is a consequence of the previous one, Theorem 1.2.7 in [17] and a standard comparison between $\gamma_{p}$ functionals and entropy integrals.

Proposition 4.3. Consider a set $T$ provided with two distances $d_{1}$ and $d_{2}$ and a stochastic process $\left(X_{t}\right)_{t \in T}$ such that $\mathbb{E} X_{t}=0$ for all $t \in T$ and for all $s, t \in T$ and $u>0$,

$$
\mathbb{P}\left(\left|X_{s}-X_{t}\right| \geq u\right) \leq 2 \exp \left(-\min \left(\frac{u^{2}}{d_{1}(s, t)^{2}}, \frac{u}{d_{2}(s, t)}\right)\right)
$$

Then

$$
\mathbb{E} \sup _{s, t \in T}\left|X_{s}-X_{t}\right| \leq C\left(\int_{0}^{\infty} \sqrt{\log N\left(T, d_{1}, \varepsilon\right)} d \varepsilon+\int_{0}^{\infty} \log N\left(T, d_{2}, \varepsilon\right) d \varepsilon\right)
$$

Let us now state a simple proposition which combines standard symmetrization techniques with comparison between Gaussian and Rademacher averages.

Proposition 4.4. Let $X_{1}, \ldots, X_{n}$ be independent centered random variables and let $\left(a_{i j}\right)_{1 \leq i \neq j \leq n}$ be coefficients from a normed space $(F,\|\cdot\|)$. Finally let $g_{1}, \ldots, g_{n}$ be standard Gaussian variables independent of the sequence $X_{1}, \ldots, X_{n}$. Then

$$
\mathbb{E}\left\|\sum_{1 \leq i \neq j \leq n} a_{i j} X_{i} X_{j}\right\| \leq \pi^{2} \mathbb{E}\left\|\sum_{1 \leq i \neq j \leq n} a_{i j} g_{i} g_{j} X_{i} X_{j}\right\|
$$

Proof. Let $\varepsilon_{1}, \ldots, \varepsilon_{n}$ be independent Rademacher variables, independent of the sequences $\left(X_{i}\right)$, $\left(g_{i}\right)$. Using repetitively (and conditionally) the fact that for any convex function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ we have $\mathbb{E} \varphi\left(X_{i}\right) \leq \mathbb{E} \varphi\left(2 \varepsilon_{i} X_{i}\right)$, we get

$$
\mathbb{E}\left\|\sum_{1 \leq i \neq j \leq n} a_{i j} X_{i} X_{j}\right\| \leq 4 \mathbb{E}\left\|\sum_{1 \leq i \neq j \leq n} a_{i j} \varepsilon_{i} \varepsilon_{j} X_{i} X_{j}\right\|
$$

Now, by symmetry of $g_{i}$ and Jensen's inequality,

$$
\begin{aligned}
\frac{4}{\pi^{2}} \mathbb{E}\left\|\sum_{1 \leq i \neq j \leq n} a_{i j} \varepsilon_{i} \varepsilon_{j} X_{i} X_{j}\right\| & =\mathbb{E}\left\|\sum_{1 \leq i \neq j \leq n} a_{i j} \varepsilon_{i} \varepsilon_{j} \mathbb{E}_{g}\left|g_{i} g_{j}\right| X_{i} X_{j}\right\| \\
& \leq \mathbb{E}\left\|\sum_{1 \leq i \neq j \leq n} a_{i j} \varepsilon_{i} g_{i} \varepsilon_{j} g_{j} X_{i} X_{j}\right\| \\
& =\mathbb{E}\left\|\sum_{1 \leq i \neq j \leq n} a_{i j} g_{i} g_{j} X_{i} X_{j}\right\|
\end{aligned}
$$

which ends the proof.
Recall that a Banach space $(F,\|\cdot\|)$ is of type 2 if there exists a finite constant $T_{F}$, such that for all $a_{1}, \ldots, a_{n} \in F$ and independent Rademacher variables $\varepsilon_{1}, \ldots, \varepsilon_{n}$, we have

$$
\begin{equation*}
\mathbb{E}\left\|\varepsilon_{1} a_{1}+\ldots+\varepsilon_{n} a_{n}\right\|^{2} \leq T_{F}^{2} \sum_{i=1}^{n}\left\|a_{i}\right\|^{2} \tag{13}
\end{equation*}
$$

The next proposition concerns basic properties of polynomial chaoses in spaces of type 2. It is very well known, so we skip the proof and remark only that it consists of the three following steps: 1) decoupling inequalities for chaoses (see e.g. Theorem 3.1.1. in [8]), 2) an iterative application of symmetrization inequalities, 3 ) iterative application of (13) conditionally on $\left(X_{i}\right)_{i=1}^{n}$.

Proposition 4.5. Let $X_{1}, \ldots, X_{n}$ be independent centered, variance one random variables and let $\left(a_{i j}\right)_{1 \leq i \neq j \leq n}$ be coefficients from a normed space $(F,\|\cdot\|)$ with type 2 constant $T_{F}$. Then

$$
\mathbb{E}\left\|\sum_{1 \leq i \neq j \leq n} a_{i j} X_{i} X_{j}\right\|^{2} \leq C T_{F}^{4} \sum_{1 \leq i \neq j \leq n}\left\|a_{i j}\right\|^{2}
$$

Finally, the last proposition gives the type constant for the space of symmetric $n \times n$ matrices equipped with the operator norm.

Proposition 4.6. The space $F=S_{\infty}^{n}$ of $n \times n$ symmetric matrices equipped with the operator norm has type 2 with constant $T_{F} \leq C \sqrt{\log n}$.

This proposition follows easily from estimates of type 2 constants for Schatten classes $S_{p}^{n}$ given in [18] $\left(T_{2}\left(S_{p}^{n}\right) \leq C \sqrt{p}\right)$ and the fact that the Banach-Mazur distance between $S_{\infty}^{n}$ and $S_{p}^{n}$ is equal to $n^{1 / p}$ (it is enough to take $p=\log n$ ). We refer the reader e.g. to [19] for details on the Banach-Mazur distance and geometry of Banach spaces.
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