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Abstract. Let G be a linear semisimple algebraic group and B its Borel subgroup. Let
T ⊂ B be the maximal torus. We study the inductive construction of Bott-Samelson
varieties to obtain recursive formulas for the twisted motivic Chern classes of Schubert
cells in G/B. To this end we introduce two families of operators acting on the equivariant
K-theory KT(G/B)[y], the right and left Demazure-Lusztig operators depending on a
parameter. The twisted motivic Chern classes coincide (up to normalization) with the
K-theoretic stable envelopes. Our results imply wall-crossing formulas for a change of
weight chamber and slope parameters. The right and left operators generate a twisted
double Hecke algebra. We show that in the type A this algebra acts on the Laurent
polynomials. This action is a natural lift of the action on KT(G/B)[y] with respect to
the Kirwan map. We show that the left and right twisted Demazure-Lusztig operators
provide a recursion for twisted motivic Chern classes of matrix Schubert varieties.

1. Introduction

Schubert varieties and their cohomological invariants are important objects of enu-
merative geometry. These varieties are usually singular, yet they admit a well-studied
resolution of singularities called Bott-Samelson resolution. In many cases the inductive
construction of Bott-Samelson varieties gives rise to recursive formulas for various coho-
mological invariants. These formulas allow to compute the class of a Schubert cell from
classes of smaller cells.

The study of inductive properties of various characteristic classes of Schubert va-
rieties is widely presented in the literature. Starting from formulas for fundamental
classes in cohomology [BGG73] or in K-theory [LS82, KK90] the recursion based on
word length became a standard feature of cohomological study of homogenous vari-
eties. Among further important contributions we mention [Bri97, Knu03] for funda-
mental classes, [AM16, MNS22] for cSM classes, [AMSS19, MNS22, MS22] for motivic
Chern classes, [AMSS22] for Hirzebruch-Todd classes, [SZZ20, SZZ21] for stable en-
velopes, [RW20, KRW20] for elliptic classes and [MNS22] for classes in the quantum
cohomology. Most of the mentioned results are nicely reviewed in [MNS22]. In [RW22a]
the study of such recurrences allowed to observe an instance of mirror symmetry. In this
paper we study the inductive properties of the twisted motivic Chern class.

The motivic Chern class mC was defined in [BSY10]. It generalizes several other classes
such as Chern-Schwartz-MacPherson cSM class [Mac74], Baum-Fulton-MacPherson Todd
class [BFM75], or L-class (see [SY07] for a broad survey). It may be thought of as a
relative, K-theoretic version of the Hirzebruch-Todd genus [Hir56], which is also defined
for singular varieties. The equivariant versions are due to [Ohm06, Web16, FRW21,
AMSS19]. In [KW22] the twisted version of the motivic Chern class was defined. It takes
into account a chosen fractional line bundle. The motivic Chern class (and its twisted
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version) of a locally closed subvariety X ⊂ M can be explicitly computed in terms of a
resolution of singularities of the closure of X.

We consider semisimple, simply connected algebraic group G with a chosen Borel sub-
group B and a maximal torus T. The rational Picard group Pic(G/B)⊗Q is isomorphic
to the space of rational characters Hom(T,C∗)⊗Q. We study the twisted motivic Chern
class mCT(w, λ) = mCT(Xw, ∂Xw;L(λ)) of the Schubert variety Xw for a Weyl group
element w and a fractional character λ (see section 5.3 for a definition). To compute such
classes we use the Bott-Samelson resolution. It assigns to a reduced word decomposition
w of a Weyl group element w a resolution of singularities of the Schubert variety Xw

pw : Zw → Xw ⊂ G/B .

Let s be a simple reflection, αs the corresponding simple root and Ps the corresponding
minimal parabolic subgroup. Suppose that w is a Weyl group element such that ws is
longer than w. The Bott-Samelson variety Zws can be constructed inductively as a fiber
product

Zws

pws //

��

G/B

��
Zw

pw // G/B // G/Ps

This construction induces a recursive formula for the twisted class. We define the twisted
Demazure-Lusztig operator

T r
s,λ =

1 + yL∗
s

1− Ls

· sr − (1 + y) · L⌈−⟨λ,α∨
s ⟩⌉

s

1− Ls

· idKT(G/B)[y] ,

where Ls is the relative tangent bundle of the projection G/B → G/Ps and sr denotes the
right Weyl group action of s (see section 3.2). Our first result is the following theorem.

Theorem (6.12). Let w ∈ (G/B)T ≃ W be a fixed point and λ a general enough fractional
character. Then

(−y)
1
2
(l(w)+1−l(ws)) ·mCT(ws, sλ) = T r

s,λ(mCT(w, λ)) .

We obtain also a left counterpart of the above recursive formula. We define the left
twisted Demazure-Lusztig operator

T l
s,λ :=

1 + yα−1
s

1− α−1
s

· sl − (1 + y) · α−⌈⟨λ,α∨
s ⟩⌉

s

1− α−1
s

· idKT(G/B)[y] .

We use the recursive formula 6.12 to obtain the following theorem.

Theorem (8.1). Let w ∈ (G/B)T ≃ W be a fixed point and λ a general enough fractional
character. Then

(−y)
1
2
(l(w)+1−l(sw))mCT(sw, λ) = T l

s,wλ(mCT(w, λ)) .

One of the important features of the twisted motivic Chern class is its connection
with the K-theoretic stable envelope. Stable envelopes are characteristic classes defined
initially for symplectic resolutions in three types: cohomological [MO19], K-theoretic
[Oko17, OS22] and elliptic [AO21]. Their definition is still evolving see e.g. [Oko21] for
a recent progress. In this paper we consider only the K-theoretic stable envelopes. They
depend on a fractional line bundle called slope.

Stable envelopes for the cotangent variety of a homogeneous space were extensively
studied see e.g [Su17, RTV15, RTV19, RSVZ19, SZ20]. They are tightly connected to
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the characteristic classes mentioned earlier. See [FR18, RV18, AMSS17] for a comparison
with the cSM class in cohomology. In the K-theory, a comparison between the stable
envelope for a small anti-ample slope and the motivic Chern class was carried out in
[AMSS19, FRW21, Kon22]. The twisted class of [KW22] is a generalization of the motivic
Chern class which agrees with the stable envelope for a general enough slope. It allows to
define the stable envelope in terms of a resolution of singularities of the Schubert variety.
Our recursive formulas may be restated in the language of stable envelopes.

Corollary (6.13, 8.11). Let w ∈ (G/B)T ≃ W be a fixed point. Consider a general
enough fractional character λ. Then

q1/2 · stabsλ
C+
(ws) = T r,q

s,λ (stabλ
C+
(w)) ,

q1/2 · stabλ
C+
(sw) = T l

s,wλ(stab
λ
C+
(w)) .

where T r,q
s,λ and T l,q

s,wλ denote operators T r
s,λ and T l

s,wλ after substitution y = −q, respec-
tively.

Corollary (6.14). Let w ∈ (G/B)T ≃ W be a fixed point. Suppose that ws is longer than
w. Consider an arbitrary fractional character λ and a small anti-ample character λ−.
For a small enough positive real number ε we have

q1/2 · stabsλ+ελ−

C+
(ws) = T r,q

s,λ (stabλ+ελ−

C+
(w)) .

Best known recursive formulas computing the stable envelope for G/B concern only
specific values of the slope parameter (see e.g. [SZZ20, proposition 3.3 and theorem 3.5]
and [SZZ21, theorem 5.4]). Our formulas generalize these results and work for an arbitrary
slope.

One of the important notions in the theory of K-theoretic stable envelopes are R-
matrices (also called wall-crossing formulas). They describe the behavior of the stable
envelope for elementary modifications of parameters (weight chamber and slope). They
were studied in e.g. [OS22, SZZ21, GN17, Smi21]. In [SZZ21] the slope R-matrix was
fully computed for generalized flag varieties.

Our recursive formulas allow for an alternative, geometric approach to the wall-crossing
problem based on the study of Bott-Samelson resolution. The right recursion leads to the
wall-crossing formula related to the change of slope (theorem 9.3), which is equivalent to
the results of [SZZ21]. The left induction implies the wall-crossing formula related to the
change of weight chamber (theorem 8.12).

Recursive formulas in the K-theory surprisingly rely on simple algebraic operators
involving characters and the classes of line bundles. It turns out that one can build an
algebra generated by natural lifts of operators T r

s,λ and T l
s,λ, denoted by T r

s,λ and T l
s,λ, or

their variants depending on a scalar Tr
s,a and Tl

s,a. That algebra acts on the representation
ring R(T2) extended by the formal variable y. Practically this means, that to check
identities in this algebra it is enough to perform calculus involving Laurent polynomials
in two sets of variables and y. This algebra formally resembles the construction of Hecke
algebra of Ginzburg-Kapranov-Vasserot, but there is a difference: the algebra of [GKV97]
acts on R(T×T∨), where T∨ is the dual torus. On the other hand we have a dependence
on λ, which means that our operators can be treated as functions on t∗. It is remarkable
that the braid relations hold for the lifted operators. Braid relations can be deduced
from the properties of the motivic Chern classes or simply checked by hand performing
elementary transformation of rational functions. Our twisted Hecke algebra is presented
in full generality in the last section. Before, starting from section 10 we analyze the An
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case. The braid relations have the form (satisfied by left and right operators)
Ti,si+1siλ ◦ Ti+1,siλ ◦ Ti,λ = Ti+1,sisi+1λ ◦ Ti,si+1λ ◦ Ti+1,λ

or
Ti,a ◦ Ti+1,a+b ◦ Ti,b = Ti+1,b ◦ Ti,a+b ◦ Ti+1,a ,

see lemma 11.3 and propositions 11.7, 11.9 The quadratic relations hold: if ⟨λ, α∨
i ⟩ ̸∈ Z,

a ̸∈ Z
T l

i,siλ
◦ T l

i,λ = −y id ,
Tl

i,−a ◦ Tl
i,a = −y id .

For integer values of the parameter a the relation is different, we have
Tl

i,1−a ◦ Tl
i,a = −y id ,

see lemma 11.1. Dependence on the parameter is not a surprise. Felder in [Fel95], see also
[EV98], stated braid relations in their incarnation of Yang-Baxter equation for R-matrices

R(12)(z)R(13)(z + w)R(23)(w) = R(23)(w)R(13)(z + w)R(12)(z) .

A natural question arises: How the operators T l
s,λ and T r

s,λ are related to geometry?
What do they compute? We give an answer in the An case. We prove that after a
suitable normalization the operators T l

s,λ and T r
s,λ provide recursive formulas for the

twisted motivic Chern classes of matrix Schubert varieties Xw. We consider only the
maximal rank Schubert varieties in Hom(Cn,Cn), i.e. B × B-orbits of the permutation
matrices. We prove

Theorem (12.6). The left and right recursions hold

T l
i,wλ

(
B−1mCT2

(Xw, ∂Xw;Dw,λ)
)
= B−1mCT2

(Xsiw, ∂Xsiw;Dsiw,λ) if l(siw) > l(w) ,

T r
i,λ

(
B−1mCT2

(Xw, ∂Xw;Dw,λ)
)
= B−1mCT2

(Xwsi , ∂Xwsi ;Dwsi,siλ) if l(wsi) > l(w) .

Here B is a certain fixed rational function (see the formula (19)) and Dw,λ is a dis-
tinguished divisor contained in the boundary of the matrix Schubert variety (definition
15). The factor B is responsible for the motivic Chern class of the fiber of the projection
GLn → GLn/B, and it is present in a similar formula for Rimányi-Tarasov-Varchenko
weight function, [RTV15, section 6.1]. For the proof we apply two resolutions of ma-
trix Schubert varieties: left resolution and right resolution, giving rise to left and right
Demazure-Lusztig operators.

The geometry hidden behind the operators T l
s,λ and T r

s,λ for a general semisimple
group is not discussed. We plan to present it in another paper, not enlarging the present
exposition.
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2. Notations

All considered varieties are complex and quasi-projective. We consider an algebraic
torus T ≃ (C∗)rkT.

2.1. Line bundles and divisors. Let X be a quasiprojective T-variety and L → X
an equivariant line bundle i.e. a line bundle together with a linearization. For any fixed
point x ∈ XT, the fiber L|x is a representation of the torus T.
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Suppose that X is a smooth T-variety, x ∈ XT a fixed point and D a T-invariant codi-
mension one subvariety. The line bundle OX(D) (treated as a subsheaf of meromorphic
functions) has the natural linearization such that

• OX(D)|x is trivial when x /∈ D,
• OX(D)|x is the normal weight to D at x when x is a smooth point of D.

Suppose now that D =
∑n

i=1 aiDi is an arbitrary T-invariant divisor on X. The isomor-
phism

OX(D) ≃
n⊗

i=1

OX(Di)
ai

induces the natural linearization of the bundle OX(D).

2.2. Round-up divisor.

Definition 2.1 ([Laz04, definition 9.1.2]). Let D =
∑
qiDi be a Q-divisor. The round-up

divisor ⌈D⌉ is given by
⌈D⌉ =

∑
⌈qi⌉Di .

In general rounding-up does not commute with pullbacks (cf. [Laz04, remark 9.1.4]).
The following proposition shows commutation in a special case.

Proposition 2.2. Let X be a smooth variety and π : Y → X a smooth morphism (for
example a P1-bundle). Let D be a Q-divisor on X. Then

⌈π∗D⌉ = π∗⌈D⌉ .

The proof is straightforward.

2.3. Equivariant K-theory. For a quasiprojective T-variety X we consider the equi-
variant K-theory of coherent sheaves GT(X) and the equivariant K-theory of vector bun-
dles KT(X). For a smooth T-variety X these two notions coincide i.e. we have a canonical
isomorphism

KT(X) ≃ GT(X) ,

induced by taking the sheaf of sections.
The equivariant K-theory of a point is isomorphic to the ring of Laurent polynomials

KT(pt) ≃ Z[Hom(T,C∗)] ≃ Z[t±1 , . . . , t±rkT] .
Let S ⊂ KT(pt) be the multiplicative system consisting of all nonzero elements. By the
localized K-theory of X we denote the ring S−1KT(X). The localization theorem [Tho92,
theorem 2.1] implies that the restriction map induces an isomorphism

S−1KT(X) ≃ S−1KT(X
T) .

Suppose that a T-variety X is smooth and projective. Suppose moreover that the fixed
point set XT is finite. Then the equivariant K-theory of X is a free KT(pt)-module1 In
this case we have an inclusion of rings

KT(X) ⊂ S−1KT(X) ≃ S−1KT(X
T)

and
KT(X

T) ≃
⊕
x∈XT

Z[t±1 , . . . , t±rkT] .

1The proof is fairly easy induction on Białynicki-Birula skeleta, as in [FRW21, section 9]. For the
structure of the K-theory of homogeneous spaces see [KK90] or [Uma13].
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For an equivariant complex vector bundle E over a T-variety X we define λy class as

λy(E) :=

rk(E)∑
k=0

yk[ΛkE] ∈ KT(X)[y] .

The K-theoretic Euler class of E is defined as

eu(E) := λ−1(E
∗) =

rk(E)∑
k=0

(−1)k[ΛkE∗] ∈ KT(X) .

The Lefschetz-Riemann-Roch formula (LRR for short) allows to compute push-forwards
using restriction to the fixed point set. Let us remind it here.

Theorem 2.3 ([Tho92, theorem 3.5] and [CG10, theorem 5.11.7]). Let X and Y be
smooth T-varieties. Let p : X → Y be an equivariant proper morphism. Consider a
component of the fixed point set F ⊂ Y T. Let I be the set of components of the fixed point
set p−1(F )T. For α ∈ S−1KT(X) we have

(p∗α)|F
eu(ν(F ⊂ Y ))

=
∑
F ′∈I

(pF ′)∗
α|F ′

eu(ν(F ′ ⊂ X))
∈ S−1KT(F ) ,

where ν(F ⊂ Y ) is the normal bundle and pF ′ : F ′ → F is the restriction of p.

We will apply LRR theorem for Bott-Samelson resolution, where the fixed point sets
are finite, hence the pushforward maps (pF ′)∗ are isomorphism and in practice, identifying
F ′ ≃ F ≃ pt, can be treated as the identities.

3. Generalized flag varieties

We summarize the facts from Lie theory and about Coxeter groups which we will
further use.

3.1. Notation and assumptions.
• G is a connected, semisimple, simply connected complex Lie group with a chosen

Borel subgroup B and a maximal torus T, such that T ⊂ B ⊂ G .
• W is the Weyl group of G. We use the identification W ≃ (G/B)T.
• For a Weyl group element w ∈ W letX◦

w be its B-orbit. We call this orbit Schubert
cell of w. The Schubert variety Xw is the closure of the Schubert cell X◦

w in G/B.
Denote by ∂Xw the boundary

∂Xw = Xw \X◦
w .

• ιw denotes the inclusion ιw : Xw ↪→ G/B .
• Hom(T,C∗) is the group of characters.
• t is the real part of Lie algebra of the torus T, i.e.

t∗ ≃ Hom(T,C∗)⊗Z R .
Weyl group acts on t∗ from the left.

• We fix a W -invariant inner product ⟨−,−⟩ on t∗.
• For a root α ∈ t∗ of G let

α∨ =
2α

⟨α, α⟩
be the dual root. If a root appears as an element of t∗ then we use the additive
notaion. If a root appears as an element of the representation ring R(T), then the
multiplicative notation is applied. For example the dual of the line representation
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given by the root α is denoted α−1, which in some sources would be denoted by
e−α.

• We call a reflection s ∈ W simple if it corresponds to a simple root.
• For w ∈ W let l(w) be its length. It is equal to the dimension of the Schubert

variety of w, i.e.
dim(Xw) = l(w) .

• For a simple reflection s ∈ W we consider the corresponding minimal parabolic
subgroup Ps containing B and a lift of s in NT. Let

πs : G/B → G/Ps

be the projection
• For a character λ ∈ Hom(T,C∗) ≃ Hom(B,C∗) let L(λ) ∈ Pic(G/B) be a line

bundle of the form
L(λ) ≃ G×B C−λ .

• The bundle L(λ) has a natural linearization such that for a fixed point w ∈
(G/B)T ≃ W we have

L(λ)|w = −wλ ∈ Hom(T,C∗) .

• For a Q-character λ ∈ Hom(T,C∗) ⊗Z Q let L(λ) ∈ Pic(G/B) ⊗Z Q be the
corresponding fractional line bundle. This assignment induces an isomorphism

Hom(T,C∗)⊗Q ≃ Pic(G/B)⊗Q .

• We say that λ ∈ t∗ is general enough if ⟨λ, α∨⟩ ̸∈ Z for all roots α.
• We say that λ ∈ t∗ is anti-ample if ⟨λ, α∨⟩ < 0 for all simple roots α.

3.2. Weyl group actions. The Weyl group acts on the maximal torus T by conjugation.
This induces a left Weyl group action on the characters Hom(T,C∗). The action extends
naturally to an action on fractional characters and the equivariant K-theory of a point

KT(pt) ≃ Z[Hom(T,C∗)] .

For a generalized flag variety G/B we have two actions (left and right) of the Weyl group
on the equivariant K-theory KT(G/B). The left action of W = NT/T is well defined
on (G/B)T. It does not preserve the torus action. It is invariant when twisted by the
torus automorphism given by W action. On the other hand the right action is torus
equivariant, but it is not holomorphic. It is obtained by the identification G/B ≃ K/T ,
where K ⊂ G is a maximal compact group and T ⊂ K is a maximal compact torus.
We can assume that T ⊂ T. The right action is the natural action of W = NT/T . See
[MNS22, section 3.1] or [Knu03] for a definition and detailed discussion of these actions.
For an element w ∈ W we denote the left action of w by wl and the right one by wr. On
restrictions to the fixed point set the actions are given by the following formulas.

Proposition 3.1. For w, σ ∈ W and x ∈ KT(G/B) we have

wr(x)|σ = x|σw ,

wl(x)|σ = w(x|w−1σ) .

Remark 3.2. The action of W on KT(G/B) via wr satisfies (uw)r = urwr i.e. is an action
from the left, despite its name.
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3.3. Reflections. The Weyl group can be identified with the group generated by the
reflections in the simple roots of the Lie algebra. We record the following proposition
following directly from the properties of root systems (cf. [Hum90, proposition in sec-
tion 1.2]).

Proposition 3.3. Let α and β be roots and sα, sβ the corresponding reflections. Let
w ∈ W be a Weyl group element. Then

sβ = wsαw
−1 ⇐⇒ β = ±wα ∈ t∗ .

We will need further properties of the Weyl group.

Proposition 3.4. Let s ∈ W be any reflection. There exists w ∈ W such that wsw−1 is
a simple reflection.

Proof. Let α be the positive root corresponding to s. By proposition 3.3 it is enough to
show that there exists w ∈ W such that wα is a simple root. This is a standard fact, see
e.g. [Car05, proposition 5.12]. □

Proposition 3.5. Suppose q1, q2, q3 ∈ W are reflections such that q3 = q1q2q1, q1 is
simple and q1 ̸= q2. Let w ∈ W be any Weyl group element. Then

l(wq1) < l(wq1q2) ⇐⇒ l(w) < l(wq3) .

Proof. First let us note that l(w) < l(wqi) if and only if the weight of the tangent space
of the one dimensional T-orbit joining w with wqi at w is a negative root. Let α2, α3

be positive roots corresponding to reflections q2 and q3, respectively. The reflection q1 is
simple and q1 ̸= q2, therefore q1α2 is also a positive root (see e.g. [Car05, lemma 5.9]).
Thus q1α2 = α3 (cf. proposition 3.3). The tangent weight at w to the one-dimensional
T-orbit connecting wq3 and w is equal to −wα3. The tangent weight at wq1 to the one-
dimensional T-orbit connecting wq1q2 and wq1 is equal to −wq1α2. These two weights
are equal which proves the lemma. □

Proposition 3.6. Let s be a simple reflection, αs the corresponding simple root and
w ∈ W a Weyl group element.

• Suppose that l(w) < l(ws) then wαs is a positive root.
• Suppose that l(w) < l(sw) then w−1αs is a positive root.

Proof. The first part follows from the fact that −wαs is the tangent weight at w of the
orbit connecting w and ws. The second part follows from the first since l(w) < l(sw) if
and only if l(w−1) < l(w−1s). □

4. Bott-Samelson resolution

The construction of Demazure-Lusztig operators are based on the geometry of Bott-
Samelson resolution. We briefly summarize what we need below.

4.1. Inductive construction. Let w be a reduced word decomposition of w ∈ W . We
denote by

pw : Zw → Xw ⊂ G/B

the corresponding Bott–Samelson resolution of singularities (see e.g. [BK05, section 2.2],
[AMSS19, section 2] or [RW20, section 3]). Let

∂Zw = p−1
w (∂Xw), Z◦

w = Zw \ ∂Zw .
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It is a standard fact that

pw : (Zw, ∂Zw) → (Xw, ∂Xw) .

is a simple normal crossing resolution of singularities. The boundary ∂Zw consists of l(w)
components corresponding to omitting a single letter in w. Denote these components
by ∂jZw for j ∈ {1, 2, . . . , l(w)}.

The Bott–Samelson resolution may be constructed inductively. Consider a simple
reflection s. Suppose that l(ws) > l(w). Then we have a pullback diagram

Zws

pws //

πws

��

Xws
ιws // G/B

πs

��
Zw

pw // Xw
ιw // G/B

πs // G/Ps

(1)

The map πws : Zws → Zw has a T-invariant section i : Zw → Zws. We have an equality

∂Zws = π−1
ws (∂Zw) ∪ i(Zw) .

One may use the above construction to inductively describe the fixed point set ZT
w. It

can be identified with the set of binary sequences of length l(w). For the empty word
identification is obvious, the variety Z∅ is a single point. Suppose that l(ws) > l(w). Let
ε be a binary sequence of length l(w). By the inductive assumption it corresponds to a
fixed point in ZT

w. The preimage π−1
ws (ε) is a projective line P1 equipped with a nontrivial

action of T. The set π−1
ws (ε)

T consists of two points. Identify these fixed points with (ε, 0)
and (ε, 1). We assume that (ε, 0) = i(ε) is the point that lies in the image of section i.
For a detailed discussion of the fixed point set and an example see [RW20, section 3.2].

4.2. Pull-backs of line bundles. Consider a fractional character λ ∈ Hom(T,C∗)⊗ZQ.
We are interested in the pullback p∗wL(λ) of the corresponding line bundle to the Bott–
Samelson variety. Let us recall several classical results.

Proposition 4.1 (Kempf lemma [Kem76, section 2, lemma 3]). Let w be a reduced word
decomposition of w ∈ W . Suppose that s is the reflection corresponding to a simple
root αs. Assume that l(ws) > l(w). Then, we have an isomorphism

p∗wsL(sλ) ≃ π∗
wsp

∗
wL(λ)⊗OZws(−⟨λ, α∨

s ⟩ · i(Zw)) ∈ Pic(Zws) .

Corollary 4.2. Kempf lemma holds equivariantly. Consider the natural T-linearization
of bundle L(λ) (i.e. such that the weight at id ∈ G/B is equal to −λ) and the natural
linearization of OZws(i(Zw)). We have an isomorphism

p∗wsL(sλ) ≃ π∗
wsp

∗
wL(λ)⊗OZws(−⟨λ, α∨

s ⟩ · i(Zw)) ∈ PicT(Zws) .

Proof. We only need to prove that T-linearizations of both sides agree. Due to [Bri15,
proposition 2.10] it is enough to check that the weights at some chosen fixed point agree.
On the maximal fixed point p−1

ws(ws) both bundles have weight −wλ. □

Proposition 4.3 (Chevalley formula [Dem74, Paragraph 4.3], see also [KRW20, proposi-
tion 4.1] for this formulation). Let w = si1 , si2 , . . . , sil(w)

be a reduced word decomposition
of w ∈ W . Let αj be the simple root corresponding to the reflection sij . Consider elements

γj = sil(w)
sil(w)−1

. . . sij+1
· αj ∈ t∗ .
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There is an isomorphism

p∗wL(λ) ≃ OZw

( l(w)∑
j=1

⟨λ, γ∨j ⟩ · ∂jZw

)
∈ Pic(Zw) .

Proposition 4.4. The coefficients ⟨λ, γ∨j ⟩ from Chevalley formula belong to the set

{⟨λ, α∨⟩|α is a root, l(w) > l(wsα)} ,
where sα is the reflection corresponding to the root α.

Proof. Let sγj be the reflection corresponding to the root γj. We need to prove that

l(w) > l(wsγj) .

Let w>j = sij+1
sij+2

. . . sil(w)
∈ W . We have γj = w−1

>j · αj. Proposition 3.3 implies that

sγj = w−1
>jsijw>j ∈ W .

It follows that wsγj is represented by the word w with sij omitted. Therefore l(w) > l(wsγj) .
□

Remark 4.5. In proposition 4.4 we do not assume that roots are positive. Of course the
set of coefficients may be much smaller, e.g. all appearing coefficients are nonnegative if
λ is dominant.

5. Twisted motivic Chern class

The K-theoretic characteristic classes of singular varieties are our main protagonists.
Below we recall the twisted version of motivic Chern classes.

5.1. Motivic Chern class. The motivic Chern class was defined in [BSY10] (see also
[SY07] for a survey). Its equivariant version is due to [AMSS19, FRW21]. Here we remind
only the definition of T-equivariant motivic Chern class. Consult [AMSS19, FRW21] for
a detailed account.

Definition 5.1 (after [FRW21, section 2.3]). The motivic Chern class assigns to every
T-equivariant map of quasi-projective T-varieties f : Z → Y an element

mCT(f) = mCT(Z
f−→ Y ) ∈ GT(Y )[y]

such that the following properties are satisfied
1. Additivity: Let Z be a T-variety and U ⊂ Z an invariant open subvariety. Then

mCT(Z
f−→ Y ) = mCT(U

f|U−→ Y ) + mCT(Z \ U
f|Z\U−→ Y ) .

2. Functoriality: For an equivariant proper map g : Y → Y ′ we have

mCT(Z
g◦f−→ Y ′) = g∗mCT(Z

f−→ Y ) .

3. Normalization: For a smooth T-variety X we have
mCT(idX) = λy(T

∗X) .

The equivariant motivic Chern class is the unique assignment satisfying the above prop-
erties. For a smooth T-variety X we may consider the class mCT(Z → X) as an element
of KT(X)[y].

The above definition is meaningful also in the non-equivariant setting, i.e. for T equal
to the trivial group (cf. [BSY10]). See [AMSS19, theorem 4.2] for an equivalent definition
in terms of a natural transformation of functors.
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5.2. Twisted class. The twisted motivic Chern class was defined in [KW22]. We repeat
its definition here. Let (Y, ∂Y ) be a pair, consisting of an algebraic quasiprojective T-
variety Y and an invariant closed subvariety ∂Y ⊂ Y . We assume that the complement
Y ◦ = Y \ ∂Y is smooth. Let ∆ be an invariant Q-Cartier divisor on Y with support
contained in the boundary |∆| ⊂ ∂Y .

Definition 5.2 ([KW22, definition 2.2]). The twisted motivic Chern class of a triple
(Y, ∂Y ; ∆) as above is defined by the formula

mCT(Y, ∂Y ; ∆) = f∗

(
OZ(⌈f ∗(∆)⌉) ·mCT(Z◦ ⊂ Z)

)
,

where f : (Z, ∂Z) → (Y, ∂Y ) is a resolution of singularities such that ∂Z = f−1(∂Y ) is a
simple normal crossing divisor and Z◦ = Z \ ∂Z. We assume that f|Z◦ : Z◦ → Y ◦ is an
isomorphism.

It is proved in [KW22, corollary 4.6] that this class is well defined, i.e. it does not
depend on a choice of a SNC resolution of singularities.

Remark 5.3. The twisted motivic Chern class may be obtained as a limit of the equivari-
ant version of Borisov-Libgober elliptic class [BL03], whenever it is defined, see [KW22,
Section 3] for a detailed discussion.

5.3. Twisted classes of Schubert cells and stable envelopes. The K-theoretic sta-
ble envelopes were defined in [Oko17, OS22]. They depend on a fractional line bundle
called slope. It turns out that for homogeneous varieties the stable envelopes for a
small anti-ample slope coincide (up to normalization) with the motivic Chern classes of
Schubert varieties, see [AMSS19, theorem 8.5], [FRW21] and [Kon22, theorem 6.2]. The
twisted class is a class depending on a fractional line bundle which generalizes the motivic
Chern class and coincides with the stable envelopes for an arbitrary slope, see [KW22,
theorem 7.1]. Consider a generalized flag variety G/B. Let λ ∈ Hom(T,C∗) ⊗Z Q be a
fractional character and w ∈ W a fixed point.

Proposition 5.4 ([KW22, section 10]). There exists a unique T-invariant Q-Cartier
divisor ∆w,λ on Xw such that

(1) Divisor ∆w,λ represents L(λ)|Xw .
(2) Support of ∆w,λ is contained in the boundary ∂Xw.

Definition 5.5. The twisted motivic Chern class of a Schubert cell is defined as
(2) mCT(w, λ) := ιw∗mCT(Xw, ∂Xw; ∆w,λ) ∈ KT(G/B)[y] .

Remark 5.6. To compute the class mCT(w, λ) one may use the Bott-Samelson resolution.
The divisor p∗w∆w,λ is the unique T-invariant Q-divisor representing p∗wL(λ) with support
contained in ∂Zw. Its coefficients are computed by Chevalley formula (cf. propositions 4.2
and 4.4).

Remark 5.7 ([KW22, proposition 2.5]). The twisted motivic Chern class generalizes the
motivic Chern class, i.e. for a small anti-ample λ we have

mCT(w, λ) = mCT(w, 0) = mCT(X◦
w ⊂ G/B) .

Theorem 5.8 ([KW22, theorem 7.1 and remark 6.4]). Suppose that a fractional charac-
ter λ is general enough. Then the class

q−
1
2
dimX+

w mCT
−q(w, λ) ∈ KT(G/B)[q1/2, q−1/2]

is equal to the stable envelope stabλ
C+
(w) .
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Remark 5.9. We write mCT
−q for the image of the class mCT in a map

ρ : KT(G/B)[y] → KT(G/B)[q−1/2, q1/2] ,

which sends y to −q.

Corollary 5.10. Let λ be an arbitrary rational character. Let λ− be a small anti-ample
fractional character and ε a small enough positive rational number. Then the class

q−
1
2
dimX+

w mCT
−q(w, λ) ∈ KT(G/B)[q1/2, q−1/2]

is equal to the stable envelope stabλ+ελ−

C+
(w) .

Remark 5.11. We do not include the definition of stable envelope here. For a definition
adapted to generalized flag varieties see e.g. [AMSS19, SZZ20, KW22]

Remark 5.12. We write stabλ
C(w) for the stable envelope of the fixed point w ∈ W for

weight chamber C, slope λ and the tangent polarization. We consider stable envelopes
only for the tangent bundle TG/B as a polarization. This restriction does not reduce
the generality of results. Stable envelopes corresponding to different polarizations are
related by a shift of slope and renormalization, see [Oko17, Paragraph 9.1.12]. We usually
consider stable envelopes for the positive weight chamber C+.

6. Twisted Demazure-Lusztig operators

Many cohomological invariants of Schubert varieties can be computed inductively due
to the inductive construction of resolution of singularities. By application of Demazure
or Bernstein-Gelfand-Gelfand operators, starting from the class of 0-dimensional Schu-
bert variety, the fundamental class can be computed, [BGG73]. The same is true for
the motivic Chern classes in K-theory as proven in [AMSS19], where Demazure-Lusztig
operators are employed. The twisted version demands a twisted version of operators.

6.1. The definitions and main properties. Let αs be a simple root and s ∈ W the
corresponding reflection. Denote by Ls the relative tangent bundle of the projection
πs : G/B → G/Ps. Let us recall the definition of Demazure-Lusztig operator.

Definition 6.1. The Demazure-Lusztig operator T r
s is defined by

T r
s = λy(L∗

s) · π∗
sπs∗ − idKT(G/B)[y]

=
1 + yL∗

s

1− Ls

· sr − (1 + y)

1− Ls

· idKT(G/B)[y] .

They appeared already in Lusztig’s article [Lus85] on the K-theory of flag varieties. In
fact, KT(G/B)[q, q−1] is a free, rank one module over the Hecke algebra, hence it admits
both right and left Hecke action. The relation with characteristic classes was exposed in
[AMSS19]. Because of the relation with Hirzebruch χy-genus we use the variable y which
is equal to −q from the Lusztig’s work. The left Demazure-Lusztig T l

s operator is defined
by (cf. [MNS22, Section 5.3])

T l
s :=

1 + yα−1
s

1− α−1
s

· sl − (1 + y)

1− α−1
s

· idKT(G/B)[y] .

Note that here α−1
s denotes the one-dimensional representation, the dual of αs. We use

here the multiplicative notations for characters.
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Remark 6.2. For the flag varieties in type A the left Demazure-Lusztig operators ap-
peared in form of the R-matrix relations connecting weight functions [RTV15, section
7.2], [RTV19, theorem 3.2]. In [FRW21] it was shown, that the trigonometric weight
functions coincide with the motivic Chern classes of Schubert cells.

We define a twisted version of the Demazure-Lusztig operators operators.

Definition 6.3.
1) For a ∈ R we define the twisted Demazure-Lusztig operator

T r
s,a :=

1 + yL∗
s

1− Ls

· sr − (1 + y) · L⌈a⌉
s

1− Ls

· idKT(G/B)[y]

=
1 + yL∗

s

1− Ls

· sr + (1 + y) · L⌈a⌉−1
s

1− L∗
s

· idKT(G/B)[y]

2) Let λ ∈ Hom(T,C∗) ⊗ Q be a fractional character. We define the twisted
Demazure-Lusztig operator T r

s,λ : KT(G/B)[y] → KT(G/B)[y] by

T r
s,λ = T r

s,−⟨λ,α∨
s ⟩ .

3) For a ∈ R we define the left twisted Demazure-Lusztig operator

T l
s,a :=

1 + yα−1
s

1− α−1
s

· sl − (1 + y) · α−⌈a⌉
s

1− α−1
s

· idKT(G/B)[y]

=
1 + yα−1

s

1− α−1
s

· sl + (1 + y) · α1−⌈a⌉
s

1− αs

· idKT(G/B)[y] .

4) Let λ ∈ Hom(T,C∗) ⊗ Q be a fractional character. We define the twisted left
Demazure-Lusztig operator T l

s,λ : KT(G/B)[y] → KT(G/B)[y] by

T l
s,λ = T l

s,⟨λ,α∨
s ⟩ .

Formally the definitions make sense after the inversion of the elements 1−L and 1−α,
but it will be clear later, that the operations lead to KT(G/B)[y], see remark 6.5.

6.2. Right Demazure-Lusztig operators. We note several straightforward consequences
of the above definition.

Proposition 6.4. Let s be a simple reflection, λ a fractional character and a ∈ R a real
number.

(1) For a ∈ (−1, 0] the twisted operators are equal to Demazure-Lusztig operators

T r
s = T r

s,a , T l
s = T l

s,a

(2) Operators T r
s,λ are morphisms of KT(pt)[y]-modules.

(3) For a small enough positive real number ε > 0 we have

T r
s,a = T r

s,a−ε , T l
s,a = T l

s,a−ε

(4) Let λ− ∈ Hom(T,C∗) ⊗ Q be an anti-ample fractional character. For a small
enough positive real number ε > 0 we have

T r
s,a = T r

s,λ−ελ− , T l
s,a = T l

s,λ+ελ−
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(5) Let λ be a fractional character. The twisted Demazure-Lusztig operator is equal
to

T r
s,λ = λy(L∗

s) · π∗
sπs∗ −

(
1 +

(1 + y)(1− L⌈−⟨λ,αs⟩⌉
s )

1− Ls

)
· id

= T r
s − (1 + y)(1− L⌈−⟨λ,αs⟩⌉

s )

1− Ls

· id .

Remark 6.5. For every integer n ∈ Z the element 1−Ln
s is divisible by 1−Ls in the equi-

variant K-theory KT(G/B). Therefore, the twisted Demazure-Lusztig operators define
maps

T r
s,a : KT(G/B)[y] → KT(G/B)[y] .

Similarly T l
s,a acts on KT(G/B)[y]. This action does not preserve the KT(pt)-module

structure. On the other hand, unlike T r
s,a, it descenss to an action on KT(G/P )[y] for any

parabolic group P ⊃ B.

We prove quadratic relation for the twisted Demazure-Lusztig polynomials.

Proposition 6.6. Let s ∈ W be a simple reflection and a ∈ R a real number. Suppose
that a /∈ Z. Then

T r
s,a ◦ T r

s,−a = −y idKT(G/B)[y] .

Proof. For two real numbers a, b and ξ ∈ KT(G/B)[y] the composition T r
s,a◦T r

s,b evaluated
at ξ is of the form

1 + yL∗
s

1− Ls

(
1 + yLs

1− L∗
s

ξ − (1 + y)L−⌈b⌉
s

1− L∗
s

srξ

)
− (1 + y)L⌈a⌉

s

1− Ls

(
1 + yL∗

s

1− Ls

srξ − (1 + y)L⌈b⌉
s

1− Ls

ξ

)
.

Suppose that b = −a and the number a is not an integer, then
−⌈b⌉ = −⌈−a⌉ = ⌊a⌋ = ⌈a⌉ − 1 .

In the expression above the coefficient of srξ is equal to

−1 + yL∗
s

1− Ls

· (1 + y)L⌈a⌉−1
s

1− L∗
s

− (1 + y)L⌈a⌉
s

1− Ls

· 1 + yL∗
s

1− Ls

= 0 .

The coefficient of ξ is equal to

1 + yL∗
s

1− Ls

· 1 + yLs

1− L∗
s

+
(1 + y)L⌈a⌉

s

1− Ls

· (1 + y)L1−⌈a⌉
s

1− Ls

.

Simplifying we obtain −y. □

Corollary 6.7. Suppose that a ∈ Z. Then

T r
s,a ◦ T r

s,−a = −y − (1 + y)La
s · T r

s,−a .

For a = 0 we obtain the standard relation

(T r
s + y)(T r

s + 1) = 0 .

Proof. Let ε > 0 be a small enough positive real number. We have
T r
s,−a = T r

s,−a−ε , T r
s,a = T r

s,a+ε − (1 + y)La
s .

Therefore
T r
s,a ◦ T r

s,−a = (T r
s,a+ε − (1 + y)La

s) ◦ T r
s,−a−ε = T r

s,a+ε ◦ T r
s,−a−ε − (1 + y)La

s · T r
s,−a

The result follows from proposition 6.6. □
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Corollary 6.8. Let s ∈ W be a simple reflection and λ ∈ Hom(T,C∗) ⊗ Q a fractional
character.

(1) Suppose that ⟨λ, α∨
s ⟩ ̸∈ Z, then

T r
s,λ ◦ T r

s,sλ = −y id .
(2) Suppose that ⟨λ, α∨

s ⟩ ∈ Z. Then

T r
s,λ ◦ T r

s,sλ = −y · id− (1 + y)L−⟨λ,αs⟩
s · T r

s,sλ .

Further properties of the twisted Demazure-Lusztig operators are treated in section 7.

6.3. Bott-Samelson recursion. In this section we prove our first inductive formula.
Let αs be a simple root and s ∈ W the corresponding reflection. Denote by Ls the
relative tangent bundle of the projection πs : G/B → G/Ps.

Theorem 6.9. Let λ ∈ Hom(T,C∗)⊗Q be a fractional character and w ∈ W ≃ (G/B)T

a fixed point such that l(ws) > l(w). Then

mCT(ws, sλ) = T r
s,λ(mCT(w, λ)) .

Remark 6.10. Theorem 6.9 is the limit case of the induction for the elliptic classes of
[RW20]. We prefer to stay entirely in the framework of K-theory and analyze the Bott-
Samelson construction from the point of view of twisted motivic Chern classes.

Before proving the above theorem we note several corollaries.

Corollary 6.11. For λ = 0 we recover [AMSS19, corollary 5.2].

Corollary 6.12. Let λ ∈ Hom(T,C∗)⊗Q be a general enough fractional character, i.e.
such that ⟨λ, αs⟩ is not an integer. For a fixed point w ∈ W such that l(w) > l(ws) we
have

(−y) ·mCT(ws, sλ) = T r
s,λ(mCT(w, λ)) .

Therefore, for an arbitrary w ∈ W we have

(−y)
1
2
(l(w)−l(ws)+1) ·mCT(ws, sλ) = T r

s,λ(mCT(w, λ)) .

Proof. It follows from theorem 6.9 and corollary 6.8. □

We recall that the condition general enough means here and elsewhere that ⟨λ, α∨⟩ ̸∈ Z
for any root α. The above corollary may be restated in the language of stable envelopes.

Corollary 6.13. Let w ∈ W be an arbitrary fixed point and λ a general enough fractional
character. Then

q1/2 · stabsλ
C+
(ws) = T r,q

s,λ (stabλ
C+
(w)) ,

where T r,q
s,λ denotes the operation T r

s,λ after substitution y = −q.

Proof. It follows directly from theorem 5.8 and corollary 6.12. □

We may obtain a new interesting recursion for stable envelopes choosing non-generic
value of λ.

Corollary 6.14. Let w ∈ W be a fixed point such that l(ws) > l(w).Let λ be an arbitrary
character and λ− ∈ Hom(T,C∗) ⊗ Q a small anti-ample character. For a small enough
positive real number ε > 0 we have

q1/2 · stabsλ+ελ−

C+
(ws) = T r,q

s,λ (stabλ+ελ−

C+
(w)) ,

where T r,q
s,λ denotes operator T r

s,λ after substitution y = −q.
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Proof. It follows directly from corollary 5.10 and theorem 6.9. □

Remark 6.15. Corollaries 6.14 and 6.13 induce different recursive formulas, e.g. we may
obtain [SZZ20, theorem 3.5] taking λ = 0 in corollary 6.14 and [SZZ21, theorem 5.4] from
corollary 6.13 (see corollary 7.12).

The rest of this section is devoted to the proof of theorem 6.9. We split the proof into
several lemmas. For an arbitrary element σ ∈ W with a reduced word decomposition σ
we define

mCT
loc(σ, λ) :=

mCT(σ, λ)

eu(TG/B)
∈ S−1KT(G/B)[y] ,

mCT
loc(σ, λ) :=

mCT(Z◦
σ ⊂ Zσ) · OZσ(⌈p∗σ∆σ,λ⌉)

eu(TZσ)
∈ S−1KT(Zσ)[y] .

Consider the situation as in theorem 6.9. Fix a reduced word decomposition w of w. It
induces a reduced word decomposition ws of ws.

Lemma 6.16. Consider the situation as in theorem 6.9. Let ε be a binary sequence cor-
responding to a fixed point in Zw. Let ε̂ be a binary sequence of the form ε̂ = (ε, δ), where
δ ∈ {0, 1}. We have following equalities in the localized K-theory of a point S−1KT(pt)[y].

(1)
eu(TZws)|ε̂ = eu(TZw)|ε · (1− L∗

s)|ε̂ ,

(2)

OZws(⌈p∗ws∆ws,sλ⌉)|ε̂ =

{
OZw(⌈p∗w∆w,λ⌉)|ε · L⌈−⟨λ,αs⟩⌉

s |ε̂ when δ = 0 ,

OZw(⌈p∗w∆w,sλ⌉)|ε when δ = 1 ,

(3)

mCT
loc(ws, sλ)|ε̂ =


mCT

loc(w, λ)|ε ·
(

(1+y)·L⌈−⟨λ,αs⟩⌉−1
s

1−L∗
s

)
|ε̂

when δ = 0 ,

mCT
loc(w, λ)|ε ·

(
1+yL∗

s

1−L∗
s

)
|ε̂

when δ = 1 .

(4) In particular

mCT(Z◦
ws ⊂ Zws)|ε̂ =

{
mCT(Z◦

w ⊂ Zw)|ε · (1 + y) · L∗
s |ε̂ when δ = 0 ,

mCT(Z◦
w ⊂ Zw)|ε · (1 + yL∗

s)|ε̂ when δ = 1 .

Proof. 1) The bundle p∗wsLs is the relative tangent bundle of the projection πws. Therefore
we have a short exact sequence

0 → p∗wsLs → TZws → π∗TZw → 0 .

The claim follows from the multiplicative properties of Euler class.

2) Denote the divisor i(Zw) ⊂ Zws by D. The bundle OZws(D)|D is isomorphic to Ls|D.
The point ε̂ belongs to D if and only if δ = 0. Therefore

OZws(D)|ε̂ =

{
Ls|ε̂ when δ = 0

1 when δ = 1
(3)

Kempf lemma (proposition 4.1) implies that
p∗ws∆ws,sλ = π∗

wsp
∗
w∆w,λ + ⟨−λ, αs⟩ ·D .



18 JAKUB KONCKI AND ANDRZEJ WEBER

We use this equality to obtain

OZws(⌈p∗ws∆ws,sλ⌉)|ε̂ = OZws(⌈π∗
wsp

∗
w∆w,λ + ⟨−λ, αs⟩ ·D⌉)|ε̂

= OZws(π
∗
ws⌈p∗w∆w,λ⌉)|ε̂ · OZws(⌈⟨−λ, αs⟩⌉ ·D)|ε̂

= OZw(⌈p∗w∆w,λ⌉)|ε · OZws(D)
⌈⟨−λ,αs⟩⌉
|ε̂

where the second equality follows from proposition 2.2. The claim follows from for-
mula (3).
4) Suppose that δ = 0. Then ε̂ ∈ D. The divisor ∂Zws is SNC. Therefore (cf. [KW22,
lemma 9.7])

mCT(Z◦
ws ⊂ Zws)|D = (1 + y) · OZws(−D)|D ·mCT(D◦ ⊂ D)

= (1 + y) · L∗
s |D ·mCT(Z◦

w ⊂ Zw)

Suppose that δ = 1 then

mCT(Z◦
ws ⊂ Zws)|ε̂ = mCT(π−1

ws (Z
◦
w) ⊂ Zws)|ε̂

= mCT(Z◦
w ⊂ Zw)|ε · λy(L∗

s)|ε̂ ,

where the first equality comes from localness of the motivic Chern class [FRW21, sec-
tion 2.3] and the second from the Verdier-Rieman-Roch formula [AMSS19, theorem 4.2
(4)].

3) This point follows from 1–2) and 4). □

Lemma 6.17. Consider the situation as in theorem 6.9. For σ ∈ (G/B)T we have

mCT
loc(ws, sλ)|σ = mCT

loc(w, λ)|σ ·
(1 + y) · L⌈−⟨λ,αs⟩⌉−1

s |σ

1− L∗
s |σ

+mCT
loc(w, λ)|σs ·

1 + yL∗
s |σ

1− L∗
s |σ

.

Proof. By definition

mCT(ws, sλ) = pws∗mCT(Z◦
ws ⊂ Zws) · OZws(⌈p∗ws∆ws,λ⌉) .

The LRR formula (theorem 2.3) implies that

mCT
loc(ws, sλ)|σ =

∑
ε̂∈(Zws)T, pws(ε′)=σ

mCT
loc(ws, sλ)|ε′ .(4)

We have a set decomposition

{ε̂ ∈ ZT
ws|pws(ε̂) = σ} = {(ε, 0)|ε ∈ ZT

w, pw(ε) = σ} ⊔ {(ε, 1)|ε ∈ ZT
w, pw(ε) = σs} .

This allows to split the sum (4) into two sums. Lemma 6.16 (4) and the LRR formula
implies that the first part is equal to∑
ε∈(Zw)T, pw(ε)=σ

mCT
loc(w, λ)|ε ·

(1 + y) · L⌈−⟨λ,αs⟩⌉−1
s |ε̂

1− L∗
s |ε̂

= mCT
loc(w, λ)|σ ·

(1 + y) · L⌈−⟨λ,αs⟩⌉−1
s |σ

1− L∗
s |σ

,

and the second part to∑
ε∈(Zw)T, pw(ε)=σs

mCT
loc(w, λ)|ε ·

1 + yL∗
s |ε̂

1− L∗
s |ε̂

= mCT
loc(w, λ)|σs ·

1 + yL∗
s |σ

1− L∗
s |σ

.

This proves the lemma. □
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Proof of theorem 6.9. Let σ ∈ (G/B)T be an arbitrary fixed point. We multiply the
equation from lemma 6.17 by the Euler class eu(TσG/B). After simplification we obtain

mCT(ws, sλ)|σ =
1 + yL∗

s |σ

1− Ls|σ
·mCT(w, λ)|σs −

(1 + y) · L⌈−⟨λ,αs⟩⌉
s |σ

1− Ls|σ
·mCT(w, λ)|σ .

Theorem 6.9 follows from the localization isomorphism. □

7. Twisted Hecke algebra

We describe the algebra of operations T r
s,a ∈ End(KT(G/B)[y]). In this section we show

that one can define the operators T r
w,a for any w ∈ W in a way that the resulting algebra

is a deformation of the Hecke algebra and it acts in the expected way on the twisted
Schubert classes. Further on, in section 15, purely algebraically, we lift this action to the
endomorphisms of the representation ring R(T × T)[y]. From that point of view both
operators T r

s,a and T l
s,a play equal roles.

Proposition 7.1. Let s be a simple reflection and a ∈ R a real number. The operator
T r
s,a commute with the left Weyl group action.

Proof. The proof is analogous to [MNS22, proposition 5.9 (a)]. The left and right Weyl
group actions commute (see [MNS22, proposition 5.3 (c)]). Moreover, the line bundle Ls

is G-equivariant, so it is preserved by the left Weyl group action. □

Proposition 7.2. Left and right twisted Demazure-Lusztig operators commute. Let
s1, s2 ∈ W be simple reflections and a, b ∈ R real numbers. Then

T r
s1,a

◦ T l
s2,b

= T l
s2,b

◦ T r
s1,a

.

Proof. The twisted Demazure-Lusztig operator T r
s1,a

commutes with both the left Weyl
group action and multiplication by a character from S−1KT(pt)[y], see proposition 7.1. □

Corollary 7.3. Let s1, s2 ∈ W be simple reflections and λ1, λ2 ∈ Hom(T,C∗) ⊗ Q frac-
tional characters. Then

T r
s1,λ1

◦ T l
s2,λ2

= T l
s2,λ2

◦ T r
s1,λ1

.

The twisted operators satisfy certain braid relations with parameters described in
lemma 11.3 which allows to define operator T r

w,λ for an arbitrary element w ∈ W .

Definition 7.4. Let w ∈ W be a Weyl group element and w = (si1 , si2 , . . . , sil) its reduced
word decomposition. Let w>k ∈ W be composition of the last l − k letters of w, i.e.

w>k = sik+1
sik+2

. . . sil ∈ W .

For a fractional character λ we define the twisted Demazure-Lusztig operator T r
w,λ by

T r
w,λ := T r

si1 ,w>1λ
◦ T r

si2 ,w>2λ
◦ · · · ◦ T r

sil−1
,silλ

◦ T r
sil ,λ

.

Proposition 7.5. Let λ be a fractional character and w ∈ W a Weyl group element. Let
w and w′ be two reduced word representations of w. Then

T r
w,λ = T r

w′,λ .

Proof. It is enough to check that the equality holds on some basis of S−1KT(G/B)[y] over
S−1KT(pt)[y]. The elements {σl(mCT(id, λ))}σ∈W form such a basis. Thus, it is enough
to check that

T r
w,λ(σ

l(mCT(id, λ))) = T r
w′,λ(σ

l(mCT(id, λ))) .
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Proposition 7.1 and multiple use of theorem 6.9 prove that both sides are equal to

σl(mCT(w−1, wλ)) .

□

The proof above uses the fact that the motivic Chern classes for a fixed λ span
S−1KT(G/B)[y]. An alternative proof is provided by using directly the braid relation.
Eventually the result follows from the calculus of operations acting on Laurent polyno-
mials, see section 11.2.

Example 7.6. Let G = SL3 ⊂ GL3, λ = (λ1, λ2, λ3) ∈ t∗ ≃ R3 ⊂ gl3. For the word
w = s2s1s2 we have:

T r
s1s2s1,λ

= T r
s1,s2s1λ

◦ T r
s2,s1λ

◦ T r
s1,λ

= T r
s1,(λ2,λ3,λ1)

◦ T r
s2,(λ2,λ1,λ3)

◦ T r
s1,(λ1,λ2,λ3)

.

The corresponding parameters ⌈⟨−w−1
<jλ, αsij

⟩⌉ in definition 6.3 (4) are equal to:

⌈λ3 − λ2⌉, ⌈λ3 − λ1⌉, ⌈λ2 − λ1⌉ .
For the word w = s2s1s2:

T r
s2s1s2,λ

= T r
s2,s1s2λ

◦ T r
s1,s2λ

◦ T r
s2,λ

= T r
s2,(λ3,λ1,λ2)

◦ T r
s1,(λ1,λ3,λ2)

◦ T r
s2,(λ1,λ2,λ3)

.

The corresponding parameters ⌈⟨−w−1
<jλ, αsij

⟩⌉ are equal to:

⌈λ2 − λ1⌉, ⌈λ3 − λ1⌉, ⌈λ3 − λ2⌉ .
We obtain relation

T r
s1,λ3−λ2

◦ T r
s2,λ3−λ1

◦ T r
s1,λ2−λ1

= T r
s2,λ2−λ1

◦ T r
s1,λ3−λ1

◦ T r
s2,λ3−λ2

.

Definition 7.7. Let λ be a fractional character and w ∈ W a Weyl group element. We
define

T r
w,λ := T r

w,λ ,

For any reduced word representation of w of w.

Proposition 7.8. Let w,w′ ∈ W be Weyl group elements and λ ∈ Hom(T,C∗) ⊗ Q
a fractional character.

(1) Suppose that l(w′) + l(w) = l(w′w), then

T r
w−1,λ(mCT(w′, λ)) = mCT(w′w,w−1λ) .

(2) Suppose that λ is general enough, then

T r
w−1,λ(mCT(w′, λ)) = (−y)

1
2
(l(w′)+l(w)−l(w′w))mCT(w′w,w−1λ) .

Proof. The first part follows from theorem 6.9. The second is a consequence of corol-
lary 6.12. □

Remark 7.9. „General enough” means that ⟨λ, α∨⟩ ̸∈ Z for any root α.

Corollary 7.10. Let w,w′ ∈ W be Weyl group elements and λ ∈ Hom(T,C∗) ⊗ Q
a general enough fractional character. Then the corresponding stable envelopes are related
by the recursive relation

T r,q
w−1,λ(stab

λ
C+
(w′)) = ql(w)/2 · stabw−1λ

C+
(w′w) .

The above results imply [SZZ21, theorem 5.4]. To see this we need the following
proposition.
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Proposition 7.11. Let s ∈ W be a simple reflection and w ∈ W a Weyl group element
such that l(sw) > l(w). Let λ− ∈ Hom(T,C∗)⊗Q be a small anti-ample slope. Then

T r
s,swλ− = T r

s .

Proof. It is enough to show that

⌈−⟨swλ−, α∨
s ⟩⌉ = ⌈⟨wλ−, α∨

s ⟩⌉ = 0 .

The slope λ− is small enough, therefore we only need to prove that ⟨wλ−, α∨
s ⟩ is negative.

We have
⟨wλ−, α∨

s ⟩ = ⟨λ−, w−1α∨
s ⟩ < 0 ,

where the last inequality follows from proposition 3.6 implying that w−1α∨
s is positive. □

Corollary 7.12 ([SZZ21, theorem 5.4]). Let w,w′ ∈ W be Weyl group elements and
λ− ∈ Hom(T,C∗)⊗Q a small anti-ample slope. Then

T r,q
w−1(stab

wλ−

C+
(w′)) = ql(w)/2 · stabλ−

C+
(w′w) .

Proof. Set λ = wλ−. By the corollary 7.10

T r,q
w−1,wλ−(stab

wλ−

C+
(w′)) = ql(w)/2 · stabλ−

C+
(w′w) .

It is enough to prove that T r
w−1,wλ− = T r

w−1 . Fix any reduced word decomposition w =

(si1 , si2 , . . . , sim) of w. By definition of the twisted operators it is enough to prove that
for any k we have

T r
sik ,(w<k)−1wλ− = T r

sik ,w≥kλ− = T r
sik ,sikw>kλ− = T r

sik
,

where w<k is the element corresponding to the first k − 1 letters of the word w and
w≥k = sikw>k = w−1

<kw. The last equation follows from proposition 7.11. □

Remark 7.13. In [SZZ20, 7.12] a different notation is used. Namely our stabwλ−

C+
(w′)

denotes stab
+,w∇−
w′ .

8. Left induction

So far we have concentrated on the right Demazure-Lusztig operator. Below we study
the left operations purely algebraically, not giving any geometric interpretation. The geo-
metric source of the algebraic formulas is explained (at least in the An-case) by analysing
resolutions of matrix Schubert varieties, see section 13.

8.1. Recursive formula for G/B. In this section we prove a counterpart of theorem
6.9 concerning the left Weyl group action. The proof is similar to the proof [RW20,
proposition 7.3], see also [MNS22].

Theorem 8.1. Let λ ∈ Hom(T,C∗)⊗Q be a fractional character and w ∈ (G/B)T ≃ W
a fixed point.

(1) Suppose that l(sw) > l(w), then

mCT(sw, λ) = T l
s,wλ(mCT(w, λ)) .

(2) Suppose that λ is general enough, then

(−y)
1
2
(l(w)−l(sw)+1)mCT(sw, λ) = T l

s,wλ(mCT(w, λ)) .
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Proof. First we prove the theorem for w = id. The Schubert variety of id is a single point.
Thus, the class mCT(id, λ) does not depend on the character λ. It vanishes at all fixed
points other than id and at the fixed point id we have

mCT(id, λ)|id = eu(TidG/B) .

Restrictions of the relative tangent bundle Ls are given by Ls|id = α−1
s and Ls|s = αs.

(We treat αs as a character and we apply the multiplicative notation.) It follows that

T l
s,λ(mCT(id, λ)) = T r

s,sλ(mCT(id, λ)) = T r
s,sλ(mCT(id, sλ)) = mCT(s, λ) .(5)

This proves the theorem for w = id .
Let us focus on the case l(ws) > l(w). Then l(ws) = l(w) + l(s). We have

T l
s,wλ(mCT(w, λ)) = T l

s,wλ ◦ T r
w−1,wλ(mCT(id, wλ))

= T r
w−1,wλ ◦ T l

s,wλ(mCT(id, wλ))

= T r
w−1,wλ(mCT(s, wλ))

= mCT(sw, λ) ,

where the first and the fourth equality follow from proposition 7.8 (1), the second from
lemma 7.2 and the third from equation (5).
The proof of the other case is analogous. In the last equality we need to use proposition
7.8 (2) instead of proposition 7.8 (1). □

Remark 8.2. Alternatively, we may prove theorem 8.1 using another inductive construc-
tion of the Bott-Samelson varieties and reasoning similar to the proof of theorem 6.9. Let
w be a Weyl group element such that sw is longer than w. Then the variety Zsw admits
a locally trivial morphism to the projective line P1 with fiber Zw. Compare the proof of
proposition 14.2.

8.2. Recursion for G/P . The left induction is also valid for homogeneous varieties G/P
where P is an arbitrary parabolic subgroup. Denote by π the projection π : G/B → G/P .
LetWP be a subgroup ofW corresponding to P . The fixed point set (G/P )T is in bijection
with the set of left cosetsW/WP . LetW P ⊂ W be a set of minimal length representatives.
For a coset wWP we consider the Schubert variety

XwWP
= Bπ(w) ⊂ G/P , X◦

wWP
= Bπ(w) ⊂ G/P , ∂XwWP

= XwWP
\X◦

wWP
.

Denote by iwWP
the inclusion XwWP

→ G/P . The rational Picard group PicQ(G/P )
coincides with PicQ(G/B)WP . For a coset wWP and a rational character λ ∈ PicQ(G/P )
let ∆P

wWP ,λ be the unique T-invariant divisor with support contained in the boundary
∂XwWP

, which represents L(λ)|XwWP
. We use notation

mCT(wWP , λ) := iwWP ∗mCT(XwWP
, ∂XwWP

; ∆P
wWP ,λ) ∈ KT(G/P )[y] .

Lemma 8.3. Let w ∈ W P and λ ∈ PicQ(G/P ). Then

mCT(wWP , λ) = π∗mCT(w, λ) .

Proof. Fix a reduced word decomposition w of w. The element w is a minimal length
representative, therefore the map

π|Xw : Xw → XwWP

is birational. It is isomorphic on the Schubert cell and π−1
|Xw

(∂XwWP
) = ∂Xw. Thus

(Zw, ∂Zw)
pw−→(Xw, ∂Xw)

π|Xw−−−→(XwWP
, ∂XwWP

)
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is a SNC resolution of singularities.
The divisor π∗

|Xw
∆P

wWP ,λ represents L(λ)|Xw . It is T-invariant and contained in the bound-
ary of Schubert variety Xw. Therefore (cf. [KW22, section 10])

π∗
|Xw

∆P
wWP ,λ = ∆w,λ .

It follows that both considered classes are equal to the push-forward of

mCT(Zw, ∂Zw; p
∗
w∆w,λ) .

□

Lemma 8.4 ([Deo87, lemma 2.1]). Suppose that w ∈ W P and s is a simple root. There
are three possibilities:

(1) l(sw) < l(w), then sw ∈ W P ,
(2) l(sw) > l(w) and sw ∈ W P ,
(3) l(sw) > l(w) and sw ̸∈ W P , then there exists a simple reflection s̃ ∈ WP , such

that sw = ws̃.

Let us analyse the first possibility:

Proposition 8.5. Consider w ∈ W P . Let s be a simple reflection and λ ∈ PicQ(G/P ) a
general enough fractional character. Suppose that l(sw) < l(w), then

T l
s,wλ(mCT(wWP , λ)) = (−y)mCT(swWP , λ) .

Proof. The proof is analogous to proof of [MNS22, theorem 4.3]. We have

T l
s,wλ(mCT(wWP , λ)) = T l

s,wλ(π∗mCT(w, λ)) =

= π∗T l
s,wλ(mCT(w, λ)) = (−y) · π∗mCT(sw, λ) = (−y) ·mCT(swWP , λ) .

The first equality follows from lemma 8.3. The second from commutation of π∗ with the
left Weyl group action [MNS22, proposition 5.3 (d)], and the third from theorem 8.1 (2).
The last one follows from lemmas 8.3 and 8.4. □

For a generic slope λ we have T l
s,wλ◦T l

s,swλ = (−y)id. This is proven purely algebraically,
as in proposition 6.6, see also section 11.1. Replacing w by sw and using the identity we
obtain the corollary:

Corollary 8.6. Consider w ∈ W P . Let s be a simple reflection and λ ∈ PicQ(G/P ) a
general enough fractional character. Suppose that l(sw) > l(w) and sw ∈ W P , then

T l
s,wλ(mCT(wWP , λ)) = mCT(swWP , λ) .

It remains to describe the result of the action of the left Demazure-Lusztig operator in
the case when swWP = wWP .

Proposition 8.7. Consider w ∈ W P . Let s be a simple reflection and λ ∈ tWQ ≃
PicQ(G/P ) a general enough fractional character. Suppose that l(sw) > l(w) and sw ̸∈
W P then

T l
s,wλ(mCT(wWP , λ)) = −ymCT(wWP , λ) .

Proof. We have

T l
s,wλ(mCT(wWP , λ)) = π∗

(
T l
s,wλ(mCT(w, λ))

)
= π∗

(
mCT(sw, λ)

)
=

= π∗
(
mCT(ws̃, λ)

)
= π∗

(
T r
s̃,s̃λ(mCT(w, s̃λ))

)
= π∗

(
T r
s̃,λ(mCT(w, λ))

)
,
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where s̃ is given by lemma 8.4.(3). By our assumptions s̃λ = λ, hence the last equality.
It remains to show that

π∗
(
T r
s̃,λ(mCT(w, λ))

)
= −yπ∗

(
mCT(w, λ)

)
.

The statemant follows from the followin lemma. □

Lemma 8.8. Let s̃ be a simple reflection, such that s̃λ = λ. Consider a parabolic subgroup
P ⊂ G such that Ps̃ ⊂ P . Denote by π the projection π : G/B → G/P . Then

(1)
T r
s̃,λ = T r

s̃ ,

(2)
π∗ ◦ T r

s̃ = −y π∗ .

Proof. The part (1) follows from proposition 6.4 (5), since ⟨λ, α∨
s̃ ⟩ = 0. For the proof of

(2) we can assume, that P = Ps̃. Then for ξ ∈ KT(G/B)[y]

π∗T r
s̃ (ξ) = π∗((1 + yL∗

s̃) · π∗π∗(ξ))− ξ) = π∗((1 + yL∗
s̃)π

∗π∗(ξ))− π∗(ξ) .

We set η = π∗(ξ) and apply the projection formula

π∗T r
s̃ (ξ) = π∗((1 + yL∗

s̃) · π∗η)− η = π∗(1 + yL∗
s̃) · η − η .

Since π is a P1-fibration π∗(1 + yL∗
s̃) = (1− y). Hence

π∗T r
s̃ (ξ) = (1− y)η − η = −y π∗(ξ) .

□

We sum up the properties of the left action:

Theorem 8.9. Let w ∈ W P . Let s be a simple reflection and λ ∈ PicQ(G/P ) a general
enough fractional character. Then

T l
s,wλ(mCT(wWP , λ)) = (−y)dimXP

w−dimXP
sw+1 mCT(swWP , λ) .

Remark 8.10. For λ = 0 theorem 8.1 implies [MNS22, theorem 7.6].

8.3. Wall crossing for change of the coweight chamber. Due to theorem 5.8 we
obtained a recursive formula for twisted motivic Chern classes. After translation to stable
envelopes it reads as follows:

Corollary 8.11. Let λ ∈ Hom(T,C∗)⊗Q be a general enough fractional character and
w ∈ (G/B)T ≃ W a fixed point. Then

q1/2 · stabλ
C+
(sw) = T l,q

s,wλ(stab
λ
C+
(w)) ,(6)

where T l,q
s,wλ denotes the operator T l

s,wλ after substitution y = −q.

Stable envelopes depend on a choice of a coweight chamber C. Up to this point we
considered only the positive coweight chamber C+. All other chambers are of the form
σC+ for some σ ∈ W . It follows from the naturality of stable envelopes ([AMSS19, lemma
8.2 (a)]) that for Weyl group elements σ,w ∈ W , arbitrary slope λ and arbitrary coweight
chamber C we have

σl(stabλ
C(w)) = stabλ

σC(σw) .(7)

For any choice of coweight chamber C and slope λ classes {stabλ
C(w)}w∈W form a base of

the localized K-theory
S−1KT(G/B)[q1/2, q−1/2]
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over the localized Laurent polynomials ring

S−1KT(pt)[q
1/2, q−1/2] .

Let C1 and C2 be two coweight chambers. Wall-crossing formula (or R-matrix) describes
the base change matrix from the basis {stabλ

C1
(w)}w∈W to {stabλ

C2
(w)}w∈W (see [Oko17,

Paragraph 9.2.11]). Recursion (6) may be used to obtain such a formula.

Theorem 8.12. Let λ ∈ Hom(T,C∗) ⊗ Q be a general enough fractional character and
w, σ ∈ W Weyl group elements. Let s ∈ W be a simple reflection. Then

stabλ
σsC+

(w) =
(1− q) · σα⌊⟨wλ,σαs⟩⌋

s

1− qσα−1
s

stabλ
σC+

(σsσ−1w) +
q1/2(1− σα−1

s )

1− qσα−1
s

stabλ
σC+

(w) .

Proof. Let w̃ = sσ−1w. Corollary 8.11 for w̃ implies that

q1/2 · stabλ
C+
(sw̃) =

1− qα−1
s

1− α−1
s

· sl(stabλ
C+
(w̃))− (1− q) · α−⌈⟨w̃λ,αs⟩⌉

s

1− α−1
s

· stabλ
C+
(w̃) ,

which may be rewritten as

sl(stabλ
C+
(w̃)) =

(1− q) · α−⌈⟨w̃λ,αs⟩⌉
s

1− qα−1
s

stabλ
C+
(w̃) +

q1/2(1− α−1
s )

1− qα−1
s

stabλ
C+
(sw̃) .

We apply the left Weyl group action of σl to this equation and use formula (7). Note
that σl acts also on the coefficients αs ∈ KT(pt). We obtain

stabλ
σsC+

(σsw̃) =
(1− q) · σα−⌈⟨w̃λ,αs⟩⌉

s

1− qσα−1
s

stabλ
σC+

(σw̃) +
q1/2(1− σα−1

s )

1− qσα−1
s

stabλ
σC+

(σsw̃) .

Substitution w̃ = sσ−1w completes the proof. The exponent

−⌈⟨sσ−1wλ, αs⟩⌉ = −⌈−⟨σ−1wλ, αs⟩⌉

is equal to ⌊⟨wλ, σαs⟩⌋. □

The above theorem describes the wall-crossing formula from the coweight chamber σC+

to σsC+. All chambers are of the form σ′C+ for some σ′ ∈ W . Therefore, repetitive use
of the above theorem determines the wall-crossing formula between arbitrary coweight
chambers.

9. Wall-crossing formula for a change of the slope

As an application of the action of the left and right Demazure-Lusztig operators we
will give an easy proof of the wall-crossing formula for the slope.

For a root α and an integer n ∈ Z let

Hα,n = {λ ∈ t∗|⟨λ, α∨⟩ = n} ⊂ Hom(T,C∗)⊗Z R ≃ Pic(G/B)⊗Z R .

Definition 9.1. Alcove is a connected component of the complement of hyperplanesHα,n.

Let λ1 and λ2 be slopes belonging to two adjacent alcoves. The slope R-matrix is
the base change matrix from the basis {stabλ1

C+
(w)}w∈W to {stabλ2

C+
(w)}w∈W (see [OS22,

Section 2.2]). In [SZZ21] the slope R-matrix for G/B was computed.
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Theorem 9.2 ([SZZ21, theorems 4.1 and 5.1]). Let α be a positive root and s the corre-
sponding reflection. Suppose that alcoves ∇1 and ∇2 are adjacent and separated by the wall
Hα,0 and the functional ⟨−, α∨⟩ is positive on ∇2. For any fixed point w ∈ (G/B)T ≃ W
we have

stab∇1
C+
(w) =

{
stab∇2

C+
(w) + (q1/2 − q−1/2) · stab∇2

C+
(ws) if l(w) > l(ws) ,

stab∇2
C+
(w) if l(ws) > l(w) .

We propose an alternative approach to this result based on the geometry of Bott-
Samelson resolution. Theorem 5.8 states that stable envelopes can be computed using
twisted motivic Chern classes. We will prove that

Theorem 9.3. Let α be a positive root and s the corresponding reflection. Suppose that
alcoves ∇1 and ∇2 are adjacent and separated by the wall Hα,0 and the functional ⟨−, α∨⟩
is positive on ∇2. Let w ∈ (G/B)T ≃ W be a fixed point. Then

a) The twisted motivic Chern class is constant on alcoves, i.e. if slopes λ1, λ2 belong
to the same alcove, then

mCT(w, λ1) = mCT(w, λ2) .

b) Choose slopes λ1 ∈ ∇1 and λ2 ∈ ∇2. Suppose that l(ws) > l(w) then

mCT(w, λ1) = mCT(w, λ2) .

c) Choose slopes λ1 ∈ ∇1 and λ2 ∈ ∇2. Suppose that l(ws) < l(w) then

mCT(w, λ1) = mCT(w, λ2)− (−y)
1
2
(l(w)−l(ws)−1)(1 + y) ·mCT(wsα, λ2) .

Remark 9.4. The above theorem is equivalent to theorem 9.2.

Remark 9.5. In theorems 9.2 and 9.3 only the walls Hα,0 are considered. The formulas
for general walls Hα,n can be deduced from the periodicity of the twisted motivic Chern
classes and the stable envelopes (cf. [AMSS19, lemma 8.2(a)] and [KW22, remark 2.4]).
For an integral weight µ ∈ Hom(T,C∗) we have

mCT(w, λ+ µ) = L(µ)−1
|w L(µ) ·mCT(w, λ) ,

stab∇+µ
C+

(w) = L(µ)−1
|w L(µ) · stab∇

C+
(w) .

See [SZZ21, corollary 5.3 and discussion after lemma 3.7] for a detailed account.

Proof of parts a) and b) of theorem 9.3. Choose a reduced world decomposition w of w.
By definition the twisted motivic Chern class mCT(w, λ) is determined by the pullback
bundle p∗wL(λ). This bundle is described by the Chevalley formula. The conclusion
follows from proposition 4.4. □

The rest of this section is devoted to the proof of part c) of theorem 9.3. Due to the
part a) we may assume that λ2 = sλ1.

Lemma 9.6. Consider the situation described in the part c). Suppose that s is a simple
reflection. Then the theorem holds, i.e.

mCT(w, λ1) = mCT(w, sλ1)− (1 + y)mCT(ws, sλ1) .
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Proof. Let Ls be the relative tangent bundle of the projection G/B → G/Ps. Theorem
6.9 implies that

mCT(w, λ1) = sr
(
mCT(ws, sλ1)

)
· 1 + yL∗

s

1− Ls

−mCT(ws, sλ1) ·
1 + y

1− Ls

,(8)

mCT(w, sλ1) = sr
(
mCT(ws, λ1)

)
· 1 + yL∗

s

1− Ls

−mCT(ws, λ1) ·
(1 + y) · Ls

1− Ls

.(9)

Moreover, part b) implies that mCT(ws, λ1) = mCT(ws, sλ1). Subtracting equations
(8)–(9) we obtain the desired equality. □

Lemma 9.7. Suppose r, s̃ ∈ W are reflections such that s = rs̃r, r is simple and r ̸= s̃.
If part c) of theorem 9.3 holds for reflection s̃ then it also holds for s.

Proof. Let

a =
1

2
(l(w)− l(wr)− 1) , b =

1

2
(l(wr)− l(wrs̃)− 1) , c =

1

2
(l(wrs̃)− l(ws) + 1) .

Let αr be the positive root defining the reflection r. We compute the difference using
corollary 6.12

mCT(w, λ1)−mCT(w, sλ1) = (−y)a
(
T r
r,rλ1

(
mCT(wr, rλ1)

)
− T r

r,rsλ1

(
mCT(wr, rsλ1)

))
.

The exponents in the definition of T r
r,rsλ1

and T r
r,rλ1

(definition 6.3) are equal to ⌈−⟨rλ1, αr⟩⌉
and ⌈−⟨rsλ1, αr⟩⌉ correspondingly. We have

−⟨rλ1, α∨
r ⟩ = ⟨λ1, α∨

r ⟩ , −⟨rsλ1, α∨
r ⟩ = ⟨sλ1, α∨

r ⟩ .
Since λ1 and sλ1 are separated from each other only by the wall Hα,0 and α ̸= αr, thus

⌈⟨λ1, α∨
r ⟩⌉ = ⌈⟨sλ1, α∨

r ⟩⌉ ,
hence

⌈−⟨rλ1, αr⟩⌉ = ⌈−⟨rsλ1, αr⟩⌉ , and T r
r,rλ1

= T r
r,rsλ1

.

Therefore

mCT(w, λ1)−mCT(w, sλ1) =(−y)a · T r
r,rλ1

(
mCT(wr, rλ1)−mCT(wr, s̃rλ1)

)
=(−1) · (−y)a+b · (1 + y) · T r

r,rλ1

(
mCT(wrs̃, rλ1)

)
=(−1) · (−y)a+b+c · (1 + y) ·mCT(ws, λ1) .

The second equality follows from theorem 9.3 for s̃ and the third from corollary 6.12.
Note that the assumption l(wr) > l(wrs̃) for c) is satisfied by proposition 3.5. □

Proof of the part c). Choose σ ∈ W of minimal length such that s0 = σ−1sσ is a simple
reflection (cf. proposition 3.4). Choose a reduced word decomposition σ of σ. Let σk ∈ W
be the product of last k letters of σ. Let

sk = σks0(σk)
−1 .

We prove the theorem by induction on k. Lemma 9.6 proves the inductive assumption
for k = 0. Lemma 9.7 proves the inductive step. □

10. Upgrade from GLn/B to End(Cn).

From now on (except the last section) we concentrate on the An-case. We show that
the construction which we performed for the flag varieties can be lifted to the level of
matrices.
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10.1. The Kirwan map. In the study of the homogeneous spaces for SLn it is convenient
to consider G = GLn instead of SLn. Let B be the standard Borel subgroup of GLn

consisting of the upper-triangular matrices. Let T ⊂ GLn be the diagonal torus. Let
α1, . . . , αn ∈ t∗ be the simple roots of SLn, i.e.

αk = (0, 0, . . . , 1,−1,︸ ︷︷ ︸
k, k+1

. . . , 0) ∈ Rn ≃ t∗ .

The root αk corresponds to the simple reflection sk = (k, k + 1).
For i ∈ {1, 2, . . . , n} denote by ti the characters of T associated with coordinates. The
equivariant K-theory of the point

KT(pt) = Z[t±1
1 , t±1

2 , . . . , t±1
n ]

will be denoted by Z[t±1] for short. The equivariant K-theory of the flag manifold

GLn/B = {V0 ⊂ V1 ⊂ · · · ⊂ Vn = Cn : dimVi = i for i ∈ {0, 1, . . . , n}}
is generated over Z[t±1] by the classes of the tautological line bundles Vi/Vi−1. Let
x = {xi}i=1,2,...,n be a set of variables. The surjection

KT×T(End(Cn)) ≃ Z[t±1, x±1] → KT(GLn/B) ,

xi 7→ [Vi/Vi−1]

has a geometric interpretation. Let T2 be the product of tori and let t and x be the sets
of coordinate characters. The first copy of T2 acts on End(Cn) by the left multiplication,
the second copy acts by the right multiplication. The composition of the restriction map
and the natural isomorphism

(10) Z[t±1, x±1] ≃ KT2(End(Cn)) −→ KT2(GLn) ≃ KT(GLn/B)

will be denoted by κ and called the Kirwan map. Let Li,x = xi+1

xi
and Li,t = ti+1

ti
for

i ∈ {1, 2, . . . , n− 1}. We have

κ(Li,t) = L(αi) , κ(Li,x) = α−1
i .(11)

The bundle L(αi) is the line bundle tangent to the fibers of the elementary contraction
G/B → G/Pi. It is induced from the representation C−αi

, see section 3.1. For compu-
tation it is convenient to use the composition of κ with the restriction to the fixed point
set. The composition is of the form

κ : Z[t±1, x±1, y] → KT((GLn/B)T[y]) =
⊕
σ∈Sn

Z[t±1, y] ,

f(t, x, y) 7→
⊕
σ∈Sn

f(t, x, y)xi:=tσ(i)
.

Here Sn denotes the group of permutations of n elements, the Weyl group of GLn. For a
detailed description of the equivariant K-theory of the flag variety see e.g. [Uma13].

10.2. Matrix Schubert varieties. The action of B ×B on End(Cn) is given by

(b1, b2) · a = b1ab
−1
2 .

We identify End(Cn) with the space of n×n matrices and we identify permutations with
their matrices. For w ∈ Sn we denote by Ow the B × B-orbit of w. Let Xw = Ow be its
closure. It is a maximal rank matrix Schubert variety. In general, by the matrix Schubert
variety we understand the closure of a B×B orbit in End(Cn). We will discuss here only
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the maximal rank orbits. They are exactly the orbits of the permutation matrices. For
more details see [MS05, chapter 15]. Let pr : GLn → GLn/B be the quotient map. Then

Xw ∩GLn = pr−1(Xw) .

10.3. The lift of boundary divisors. Let sk = (k, k + 1) be a simple reflection and let
w0 be the longest permutation. The Schubert variety Xw0sk ⊂ GLn/B is of codimension
one. By the Chevalley formula for a fractional character λ ∈ Hom(T,C∗)⊗Z Q ≃ Qn the
line bundle L(λ) can be written (nonequivariantly) in terms of Schubert divisors as

L(λ) = OGLn/B

(
n−1∑
i=k

(λk − λk+1)Xw0sk

)
.

The analogous formula for the restriction of L(λ) to Schubert variety Xw is given e.g. in
[Bri05, proposition 1.4.5]. We will repeat this construction in End(Cn).

For a matrix a = {ai,j}1≤i,j≤n and 1 ≤ k ≤ n let

mk(a) = det ({ai,j}1≤i,j≤k)

be the first principal k-minor. Define

(12) Mw,k = {a ∈ Xw | mk(w
−1a) = 0} .

Remark 10.1. The Schubert divisor Xw0sk ⊂ GLn/B is pulled back from the Grassman-
nian Grk(Cn), hence it is the zero locus of a section of the bundle ΛkVk. The divisor
Mw0,k restricted to GLn is the inverse image of the Schubert divisor in Xw0sk

Mw0,k ∩GLn = pr−1(Xw0sk) .

The divisor Mw,k is the restriction to Xw of a left shift of Mw0,k.

Proposition 10.2. For w ∈ Sn the divisors Mw,k are contained in the boundary of Xw,
i.e. they do not intersect Ow.

Proof. First let us note that for a ∈ End(Cn), b ∈ B we have

(13) mk(ab) = 0 ⇐⇒ mk(a) = 0 .

Also for b ∈ B, w ∈ Sn

(14) mk(w
−1bw) ̸= 0 .

We show that mk(w
−1a) ̸= 0 for a = b1wb

−1
2 , b1, b2 ∈ B. Since

mk(w
−1b1wb

−1
2 ) = 0 ⇐⇒ mk(w

−1b1w) = 0

and b1 ∈ B by (13–14) we obtain the claim. □

For a fixed sequence of rational numbers λ = (λ1, λ2, . . . , λn) let

(15) Dw,λ =
n∑

k=1

(λk − λk+1)Mw,k .

We set for convenience λn+1 = 0. In this way for w = id

Did,λ = div
( n∏

i=1

aλi
ii

)
⊂ Xid = B .
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Here div(f) stands for the Q-divisor of the formal expression with rational exponents.
The divisor Dw,λ is defined so that

(Dw,λ)|GLn∩Xw = pr∗(∆w,λ) .(16)

See section 5.3 for the definition of ∆w,λ.

Example 10.3. For n = 2, S2 = {id, s1}

Did,λ = (λ1 − λ2) div(a11) + λ2 div det
(
a11 a12
0 a22

)
= λ1 div(a11) + λ2 div(a22) ,

Ds1,λ = (λ1 − λ2) div(a21) + λ2 div det
(
a11 a12
a21 a22

)
.

The boundary of the open orbit consists of the degenerate or upper-triangular matrices

∂Xs1 = {a ∈ End(C2) : det(a) = 0 ∨ a21 = 0}
Consider the map resolving the singularity of the boundary

µ : P1 ×B B → End(C2) .

In one of the standard affine charts it is given by the formula

µ(c, b11, b12, b22) =

(
1 0
c 1

)
·
(
b11 b12
0 b22

)
=

(
b11 b12
c b11 c b12 + b22

)
.

Then

µ∗(Ds1,λ) = div
(
(c b11)

λ1−λ2(b11b22)
λ2
)

= (λ1 − λ2) div(c) + λ1 div(b11) + λ2 div(b22) .

11. Universal algebra

We define an algebra acting on the ring of Laurent polynomials. We will show that the
generating operations satisfy the same quadratic and braid relations, as those acting on
the level of K-theory of GLn/B. The described algebra can be compared with the algebra
generated by Demazure-Lusztig operators which computes the motivic Chern classes of
matrix Schubert varieties.

11.1. The small algebra. Let us define operations

Tr
i,a : Z[z±1

1 , z±1
2 , . . . , z±1

n , y] −→ Z[z±1
1 , z±1

2 , . . . , z±1
n , y]

on Laurent polynomials in z1, z2, . . . , zn. The operations depend on i ∈ {1, 2, . . . , n− 1}
and a ∈ Q. For f ∈ Z[z±1

1 , z±1
2 , . . . , z±1

n , y] let

Li =
zi+1

zi
and

Tr
i,a(f) = −

(1 + y)L
⌈a⌉
i · f −

(
1 + y L−1

i

)
· sif

1− Li

,

where
sif(z1, z2, . . . , zi, zi+1, . . . , zn, y) = f(z1, z2, . . . , zi+1, zi, . . . , zn, y) .

If we set zi = zi+1 then the numerator is equal to 0, therefore, it is divisible by zi−zi+1,
which is equivalent to divisibility in Laurent polynomials by 1− zi

zi+1
. Hence the operators

Tr
i,a transform Laurent polynomials into Laurent polynomials. The operators Tr

i,a can be
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treated as variants of the isobaric divided differences, see e.g. [RS18, section 2.1]. Another
way of writing the operators Tr

i,a is the following

Tr
i,a(f) =

(
1 + y L−1

i

)
· sif

1− Li

+
(1 + y)L

⌈a⌉−1
i · f

1− L−1
i

.

This form is adapted to the localization formula. A slight modification of the operator Tr
i,a

will be useful

Tl
i,a(f) = −

(1 + y)L
⌈a⌉
i · f −

(
1 + y Li

)
· sif

1− Li

=

(
1 + y Li

)
· sif

1− Li

+
(1 + y)L

⌈a⌉−1
i · f

1− L−1
i

.

It is elementary to note that

Tl
i,a((1 + y Li)f) = (1 + y Li) T

r
i,a(f) ,

i.e. Tl
i,a differs from Tr

i,a by conjugation with the multiplication by (1 + y Li).
The properties described below hold for both Tr

i,a and Tl
i,a, therefore we will simply

use the notation Ti,a.

Lemma 11.1 (Quadratic relation). Suppose a /∈ Z, then

Ti,−a ◦ Ti,a = −y id .

If a ∈ Z, then
Ti,1−a ◦ Ti,a = −y id .

Proof. The proof is identical as in proposition 6.8. □

Remark 11.2. For a formula involving the composition Ti,b ◦ Ti,a for arbitrary a, b ∈ Q
see theorem 15.1.

The operators Ti,a satisfy the braid relation with parameters:

Lemma 11.3. For λ1, λ2, λ3 ∈ Q we have

Ti,λ3−λ2 ◦ Ti+1,λ3−λ1 ◦ Ti,λ2−λ1 = Ti+1,λ2−λ1 ◦ Ti,λ3−λ1 ◦ Ti+1,λ3−λ2

Remark 11.4. The vector λ = (λ1, λ2, λ3) can be understood as the weight for the maximal
torus of GL3, then the above formula coincides with the formula from example 7.6.

Proof. The formula can be checked by hand (or rather using a computer algebra software).
We can assume that n = 3, i = 1. Since in the formulas appears ⌈λi − λj⌉ one is led
to consider various cases depending on the fractional parts. Setting a = λ1 − λ2 and
b = λ2 − λ3 it is enough to check two cases assuming for a, b ∈ Z

T1,a ◦ T2,a+b ◦ T1,b = T2,b ◦ T1,a+b ◦ T2,a

and
T1,a ◦ T2,a+b+1 ◦ T1,b = T2,b ◦ T1,a+b+1 ◦ T2,a .

Verification is an elementary, although lengthy, calculation.

There is an alternative method of the proof, not demanding direct calculation, but
relying on the fact that Demazure-Lusztig operators generate an action of the Hecke
algebra on the K-theory of GLn/B. It will be presented after theorem 11.11. □
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11.2. Operators with parameters in t∗n ⊂ gl∗n.

Definition 11.5. For λ ∈ t∗n we define operator T r
i,λ acting on Z[x±1, y]

T r
i,λ = Tr

i,−⟨λ,α∨
i ⟩
,

after substitution xi = zi. We extend the action of the operator T r
i,λ to

T r
i,λ : Z[t±1, x±1, y] → Z[t±1, x±1, y]

linearly with respect to Z[t±1]. Explicitly for f ∈ Z[x±1, t±1, y] we have

(17) T r
i,λ(f) =

(1 + y)
(

xi

xi+1

)
1−⌈λi+1−λi⌉

1− xi

xi+1

f +

(
1 + y xi

xi+1

)
1− xi+1

xi

sxi f ,

where the reflection sxi acts on x-variables, switching xi with xi+1.

Remark 11.6. The assignment λ 7→ T r
i,λ is constant on the alcoves in t∗.

Directly from lemmas 11.1 and 11.3 we obtain:

Proposition 11.7. For a generic λ we have

T r
i,λ ◦ T r

i,siλ
= −y id .

and for arbitrary λ

T r
i,si+1siλ

◦ T r
i+1,siλ

◦ T r
i,λ = T r

i+1,sisi+1λ
◦ T r

i,si+1λ
◦ T r

i+1,λ .

We define the left operator using T l
i,λ acting on t–variables.

Definition 11.8. For λ ∈ t∗n we define operator T l
i,λ acting on Z[t±1, y]

T l
i,λ = Tl

i,⟨λ,α∨
i ⟩
,

after substitution ti = zi. We extend the action of the operator T l
i,λ to

T l
i,λ : Z[t±1, x±1, y] → Z[t±1, x±1, y]

linearly with respect to Z[x±1]. Explicitly for f ∈ Z[x±1, t±1, y] we have

(18) T l
i,λ(f) =

(1 + y)
(

ti
ti+1

)
1−⌈λi−λi+1⌉

1− ti
ti+1

f +

(
1 + y ti+1

ti

)
1− ti+1

ti

sti(f) .

where the reflection sti acts on t-variables, switching ti with ti+1.

Directly from lemmas 11.1 and 11.3 we obtain braid and quadratic relations for T l
i,λ

operators.

Proposition 11.9. For a generic λ we have

T l
i,siλ

◦ T l
i,λ = −y id .

and for arbitrary λ

T l
i,si+1siλ

◦ T l
i+1,siλ

◦ T l
i,λ = T l

i+1,sisi+1λ
◦ T l

i,si+1λ
◦ T l

i+1,λ .

Example 11.10. For n = 2 and λ = (λ1, λ2) we have

T r
1,λ(f)(t1, t2, x1, x2, y) =

=
(1 + y)

(
x1

x2

)
1−⌈λ2−λ1λ2−λ1λ2−λ1⌉

1− x1

x2

f (t1, t2, x1, x2, y) +
1 + yx1

x2

x1

x2

x1

x2

1− x2

x1

f (t1, t2, x2, x1, y) ,
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while

T l
1,λ(f)(t1, t2, x1, x2, y) =

=
(1 + y)

(
t1
t2

)
1−⌈λ1−λ2λ1−λ2λ1−λ2⌉

1− t1
t2

f (t1, t2, x1, x2, y) +
1 + y t2

t1

t2
t1
t2
t1

1− t2
t1

f (t2, t1, x1, x2, y) .

11.3. Comparison with KT(GLn/Bn). The main reason why we introduced the oper-
ators T r

i,λ and T l
i,λ is the following theorem:

Theorem 11.11. The operators T r
i,λ are lifts of the operators T r

si,λ
and the operators T l

i,λ

are lifts of the operators T l
si,λ

:

Z[t±1, x±1, y] Z[t±1, x±1, y]

KT(GLn/B)[y] KT(GLn/B)[y],

T r
i,λ

κ κ

T r
si,λ

Z[t±1, x±1, y] Z[t±1, x±1, y]

KT(GLn/B)[y] KT(GLn/B)[y].

T l
i,λ

κ κ

T l
si,λ

Proof. We compare the equations (17) and (18) with definition 6.3. We use the fact that
Kirwan map commutes with both Weyl group action i.e.

κ ◦ sxi = srαi
◦ κ , κ ◦ sti = slαi

◦ κ
and formula (11), i.e.

κ(Li,t) = κ

(
ti+1

ti

)
= α−1

i , κ(Li,x) = κ

(
xi+1

xi

)
= L(αi) .

□

Remark 11.12. We have four different types of operators and we denote them using
different fonts:

(i) T r
s,a and T l

s,a act on the K-theory KT(G/B)[y] (definitions 6.3.1 and 6.3.3). The
parameter a is a rational number. Real parameter makes sense as well.

(ii) T r
s,λ and T l

s,λ act on the K-theory KT(G/B)[y] for a semisimple group G, (defini-
tions 6.3.2 and 6.3.4). The group GLn is allowed as well. The parameter λ is a
weight of the fixed maximal torus T ⊂ B and s is a simple reflection.

(iii) Tr
i,a and Tl

i,a act on Laurent polynomials or rational functions, a ∈ Q is a param-
eter (section 11.1).

(iv) T r
i,λ and T l

i,λ act on Laurent polynomials or rational functions, λ ∈ t∗ = Rn is a
fractional character of the standard maximal torus in GLn (definitions 11.5 and
11.8).

Example 11.13. Let n = 2, and consider the composition of κ with the restriction to the
fixed points

κ : Z[t±1
1 , t±1

2 , x±1
1 , x±1

2 , y] → KT((GL2/B)T[y]) =
⊕
σ∈S2

Z[t±1
1 , t±1

2 , y] ,

f(t1, t2, x1, x2, y) 7→ ( f(t1, t2, t1, t2, y) , f(t1, t2, t2, t1, y) ) .

The polynomial f0 = 1 − x1

t2
is sent to (1 − t1

t2
, 0), which is the restriction of the class of

the point Xid. Applying T r
1,λ we obtain

(1 + y)
(
x1

x2

)
1−⌈λ2−λ1⌉

1− x1

x2

(
1− x1

t2

)
+

1 + y x1

x2

1− x2

x1

(
1− x2

t2

)
.
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After restriction to the fixed point set we arrive at the formula for the twisted motivic
Chern class of C ⊂ P1 (

(1 + y)
(
t1
t2

)
1−⌈λ2−λ1⌉ , 1 + y t2

t1

)
.

By theorem 11.11 and the inductions given in theorem 6.9

κ(T r
1,λ(f0)) = T r

s1,λ
(κ(f0)) = mCT(s1, s1λ) .

On the other hand applying T l
1,s1λ

we obtain

(1 + y)
(
t1
t2

)
1−⌈λ2−λ1⌉

1− t1
t2

(
1− x1

t2

)
+

1 + y t2
t1

1− t2
t1

(
1− x1

t1

)
.

After restriction to the fixed point and simplifying we obtain the twisted motivic Chern
class of C ⊂ P1 (

(1 + y)
(
t1
t2

)
1−⌈λ2−λ1⌉ , 1 + y t2

t1

)
,

which by theorem 8.1 is equal to

κ(T l
1,s1λ

(f0)) = T l
s1,s1λ

(κ(f0)) = mCT(s1, λ) .

Although we have equality

κ(T r
1,λ(f0)) = κ(T l

1,s1λ
(f0)) ,

but one can check that

T r
1,λ(f0) ̸= T l

1,s1λ
(f0) .

This discrepancy can be repaired by a different choice of the initial polynomial f0. A
better choice for beginning of the induction is proposed in the next section.

Alternative proof of lemma 11.3. We know that the braid relations hold in KT(GLn/B),
see proposition 7.5 and example 7.6. Take n = 3 and apply the Kirwan map (10) com-
posed with restriction to the fixed point corresponding to [id] ∈ GL3/B

Z[z±1
1 , z±1

2 , z±1
3 , y]

zi 7→xi
↪→ KT×T(End(C3))[y]

κ−→
κ−→ KT(GL3/B)[y]

ι∗−→ KT(pt)[y] = Z[t±1
1 , t±1

2 , t±1
3 , y] .

The composition sends xi variables to the equivariant variables ti, therefore the map

Z[z±1
1 , z±1

2 , z±1
3 , y] → KT(GL3/B)[y]

is injective. The operators T r
i,λ are lifts of the twisted Demazure-Lusztig operators. Hence

the braid relations hold in Z[z±1
1 , z±1

2 , z±1
3 , y]. □

12. Comparison with the matrix Schubert varieties

We will show that the purely algebraic definition of the operator T r
i,λ and T r

i,λ have
geometric meaning. They describe how the twisted motivic Chern classes change when
we pass from Xw to Xws or to Xsw. We start with untwisted classes and reformulate the
results of [RW22b].
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12.1. Corollaries from the work on square-zero matrices. A relation between mo-
tivic Chern classes of invariant subvarieties of a G-manifold and motivic Chern classes
of quotients is studied in [FRW20, section 8]. In our situation we consider GLn/B as a
quotient End(Cn)//B (quotient by the right action). Let

B = mCT(B ⊂ B)

with T acting on B by conjugation, expressed in x-variables. Here B is the closure of B
in End(Cn). The closure B is the vector space consisting of upper-triangular matrices.
In terms of the coordinate torus characters
(19) B = (1 + y)n

∏
1≤i<j≤n

(1 + y
xj

xi
) ∈ KT(B)[y] = Z[x, y] .

It follows that

Proposition 12.1. [FRW20, theorems 8.9 and 8.12] For a subvariety Y ⊂ End(Cn)
which is invariant with respect to the right B action and left T action

mCT((Y ∩GLn)/B ⊂ GLn/B) = κ(B−1mCT2

(Y ⊂ End(Cn))) ,

where κ is the Kirwan map (10).

The formulation in [FRW20] is given in terms of Segre classes. That is why we divide
the motivic Chern class by B. We will give an alternative proof, which is valid for twisted
motivic Chern classes as well, see proposition 12.5.

We can identify the space End(Cn) with the subspace of square-zero upper-triangular
matrices of the dimension 2n × 2n of the block form

(
0 a
0 0

)
. The results of [RW22b] for

B-orbits of square-zero matrices apply. In particular the motivic Chern classes (for the
trivial slope) can be computed inductively. We translate that result to our situation. The
Euler class of End(Cn) is equal to

E =
n∏

i=1

n∏
j=1

(1− xj

ti
) .

The localized motivic Chern class of a T2–invariant subvariety Y ⊂ End(Cn) is defined
as the quotient

mCT2

loc(Y ⊂ End(Cn)) = E −1mCT2

(Y ⊂ End(Cn)) .

By [RW22b, corollary 5.4] for i ∈ {1, 2, . . . , n− 1}

(20) mCT2

loc(Osiw ⊂ End(Cn)) = At
i(mCT2

loc(Ow ⊂ End(Cn))) ,

(21) mCT2

loc(Owsi ⊂ End(Cn)) = Ax
i (mCT2

loc(Ow ⊂ End(Cn))) .

The operations At
i and Ax

i are defined in a more general context of square zero matrices
by a uniform formula2. In our situation

At
i(f) =

(1 + y) ti
ti+1

1− ti
ti+1

f +
1 + y ti+1

ti

1− ti+1

ti

stif ,

Ax
i (f) =

(1 + y) xi

xi+1

1− xi

xi+1

f +
1 + y xi+1

xi

1− xi+1

xi

sxi f

2Setting tn+i := xi we do not have to distinguish between t–variables and x–variables. Instead, in
[RW22b], the superscript is used to indicate that we deal with K-theory.
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for i ∈ {1, 2, . . . , n−1}. Above, the reflections sti act on t–variables and sxi on x–variables.
Since E is symmetric with respect to both sets of variables {ti}i=1,2,...,n and {xi}i=1,2,...,n

separately and mCT2

(−) = E ·mCT2

loc(−), the localized classes in the formulas (20–21) can
be replaced by the usual motivic Chern classes. The operation At

i coincides with T l
i,0.

It commutes with multiplication by B since B is expressed only by x-variables. On the
other hand Ax

i differs from T r
i,0 by the conjugation with 1 + y xi+1

xi
. For any f we have

T r
i,0(B

−1f) = B−1Ax
i (f) .

Therefore we obtain

Proposition 12.2. Let 1 ≤ i ≤ n− 1. If l(siw) > l(w), then

B−1mCT2

(Osiw ⊂ End(Cn)) = T l
i,0

(
B−1mCT2

(Ow ⊂ End(Cn))
)
.

If l(wsi) > l(w), then

B−1mCT2

(Owsi ⊂ End(Cn)) = T r
i,0

(
B−1mCT2

(Ow ⊂ End(Cn))
)
.

Setting fw = B−1mCT2

(Owsi ⊂ End(Cn)) we obtain the following corollary:

Corollary 12.3. There exist rational functions fw for w ∈ Sn, such that
(1)

fid = B−1

n∏
i=1

(
(1 + y)xi

ti

) ∏
1≤i<j≤n

(
1 + y

xj

ti

) ∏
1≤j<i≤n

(
1− xj

ti

)
(2) if l(wsi) > l(w), then

fwsi = T r
i,0(fw) ,

(3) if l(siw) > l(w), then
fsiw = T l

i,0(fw) .

(4) for each permutation σ ∈ Sn after the substitution xi = tσ(i) the function fw
specializes to mCT(w, 0)|σ, i.e.

κ(fw) = mCT(w, 0) .

Remark 12.4. The function fw differs from the weight function of [RTV19], which does
not satisfy the property (2). The weight function is related to a different presentation of
the flag variety: either as the quiver variety associated with An-quiver or as the quotient
Hom(Cn−1,Cn)/Bn−1. See the explanation in [RW22b, section 7].

12.2. Twisted motivic Chern classes of matrix Schubert varieties. We will de-
scribe the twisted motivic Chern classes of Xw with respect to a family of divisors Dw,λ

which we defined in section 10.3. Let us introduce notation for the images of the twisted
motivic Chern classes in KT2(End(Cn))[y]. Let

mCT2

(w, λ) = ι̂w∗mCT2

(Xw, ∂Xw;Dw,λ) ∈ Z[x±, t±, y] ,

where ι̂w : Xw → End(Cn) is the embedding.
First we generalize proposition 12.1 to the case of twisted classes of Schubert varieties:

Proposition 12.5. With the notation as above and the notation of definition (5.5)

κ
(
B−1mCT2

(w, λ)
)
= mCT(w, λ) .
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Proof. We compare the restrictions of both classes at the fixed points. First, we con-
centrate on the point [id] ∈ G/B. Let N− be the group consisting of lower-triangular
unipotent matrices. The composition of the inclusion and the quotient map

N− ↪→ GLn → GLn/B

is an isomorphism to the image which is a neighbourhood of [id]. Over that neighbourhood
the bundle GLn → GLn/B is trivial. The trivialization map

(n, b) 7→ nb

φ̂id : N− ×B −→ GLny y pr

φid : N− −→ GLn/B

is equivariant with respect to the diagonal torus T ⊂ T2 acting by conjugation on
N−, B and GLn. Thus N− ↪→ GLn is a local T-equivariant slice of the B-bundle
pr : GLn → GLn/B. The inverse image φ̂−1

id (Xw) is of the product form φ−1
id (Xw) × B.

Moreover the divisor Dw,λ is the preimage of ∆w,λ, see formula (16). Therefore [KW22,
proposition 4.7 (ii)] implies that(

mCT2

(w, λ)xi:=ti

)
|N−·B = pr∗mCT(w, λ)|N− ⊠mCT(idB) .

We have B ≃ T×N+ and the conjugation action on the torus is trivial. We restrict the
above class to id ∈ GLn and obtain(

mCT2

(w, λ)xi:=ti

)
|id = mCT(w, λ)|[id] · (1 + y)n ·

∏
1≤i<j≤n

(1 +
tj
ti
) .

The second and the third factor give B with xi substituted by ti. Thus

mCT2

(w, λ)xi:=ti = κ(B)|[id] ·mCT(w, λ)|[id] .

For an arbitrary fixed point σ ∈ (G/B)T we consider the translated slice σN−. It is
invariant with respect to the subtorus Tσ ⊂ T2 consisting of pairs (t, σ−1tσ). Indeed for
σg ∈ σN−

t(σg)(σ−1tσ)−1 = σ(σ−1tσ)g(σ−1tσ)−1 ∈ σN− .

In particular g = σ is a fixed point for the action of Tσ. We apply the previous computa-
tion of mCT2

(w, λ) restricted to the torus Tσ at the point σ. The resulting substitution
is xi 7→ tσ(i). Therefore we obtain

mCT2

(w, λ)xi:=tσ(i)
= κ(B)|σ ·mCT(w, λ)|σ .

□

The main result relating the twisted motivic Chern classes with the algebra described
in section 11.2 is the following:

Theorem 12.6. The left and right recursions hold

T l
i,wλ

(
B−1mCT2

(w, λ)
)
= B−1mCT2

(siw, λ) if l(siw) > l(w) ,

T r
i,λ

(
B−1mCT2

(w, λ)
)
= B−1mCT2

(wsi, siλ) if l(wsi) > l(w) ,

where w(λ1, λ2, . . . , λn) = (λw(1), λw(2), . . . , λw(n)).

The theorem is proven in section 14.
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Remark 12.7. A good starting point for the induction of twisted classes is Xid = B ⊂
End(Cn). The rational function

B−1mCT2

(id, λ) = B−1

n∏
i=1

(
(1 + y)

(
xi

ti

)1−⌈λi⌉) ∏
1≤i<j≤n

(
1 + y

xj

ti

) ∏
1≤j<i≤n

(
1− xj

ti

)
has the property that equally well one can apply left or right Demazure-Lusztig operators,
obtaining distinguished representatives of higher dimensional cells. That was not so for
the easy representative of mCT(id, λ) given in example 11.13. The price to pay is that
B−1mCT2

(id, λ) is not a Laurent polynomial.

Remark 12.8. The class mCT2

(id, λ) which is the start of induction depends on λ. On
the other hand the class mCT(id, λ) = [Xid] ∈ KT(G/B)[y] does not depend on λ.

13. Resolution of matrix Schubert varieties

Before proceeding with the proof let us describe the geometry of resolutions of Xw.
We will extend the construction of the Bott-Samelson resolution in our case, basically
applying the more general method of [BP19].

13.1. The left resolution. For a reduced word w = si1si2 . . . sil let

Zl
w = Pi1 ×B Pi2 ×B · · · ×B Pil ×B B ,

where Pi is the minimal parabolic subgroup containing B and si. The resolution map

µw : Zl
w −→ Xw ,

is defined as the product of coordinates

µw([p1, p2, . . . , pl, b]) = p1 p2 . . . pl b , pj ∈ Pij , b ∈ B .

The Borel group acts on Zl
w from the left and from the right. Let

qw : Zl
w −→ Zw = Pi1 ×B Pi2 ×B · · · ×B Pil ×B {∗}

be the map induced by the contraction of B to a point. The map qw : Zl
w → Zw is a vector

bundle over Zw. Denote by ιw its zero section. The B×B-orbit of [si1 , si2 , . . . , sil , id] ∈ Zl
w

is open in Zl
w and maps isomorphically to Ow. The boundary

∂Zl
w = µ−1

w (∂Xw)

consists of the inverse image q−1
w (∂Zw) and the B-boundary

∂BZl
w = Pi1 ×B Pi2 ×B · · · ×B Pil ×B ∂B , ∂B = B \B .

The divisor ∂BZl
w is the sum of n irreducible components. For j ∈ {1, 2, . . . , n} set

∂B,jZl
w = Pi1 ×B Pi2 ×B · · · ×B Pil ×B ({ajj = 0} ∩B) .

Moreover q−1
w (∂Zw) decomposes into irreducible components ∂jZl

w = q−1
w (∂jZw) corre-

sponding to omitting the j-th letter in the word w. We obtain decomposition of the
boundary

∂Zl
w = ∂BZl

w ∪ q−1
w (∂Zw) =

n⋃
j=1

∂B,jZl
w ∪

l(w)⋃
j=1

∂jZl
w .

Note that ∂B is a SNC divisor in B. It follows that ∂Zl
w is a SNC divisor.
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Each fixed point pε ∈ (Zl
w)

T belongs to the zero section ιw(Zw) and it corresponds to
a binary sequence ε = (ε1, ε2, . . . , εl)

pε = [sε1i1 , s
ε2
i2
, . . . , sεlil , 0]

(the last 0 denotes the zero matrix belonging to B). Further we will denote the fixed
points simply by ε, dropping p from the notation. We will compute the multiplicity
µ∗
w(Mw,k) along the component ∂jZl

w (see (12) for the definition of Mw,k). Let us test the
multiplicity on a curve, which is transverse at the point

[si1 , . . . , sij−1
, id, sij+1

, . . . , sil , id] .

Let Ei(u) be the elementary matrix of the form

i
i+ 1



1
. . .

1 0
u 1

. . .
1


.

The testing curve is defined as

u 7→ [si1 , . . . , sij−1
, Eij(u), sij+1

, . . . , sil , id] .

The multiplicity is equal to the order of vanishing of the function

(22) u 7→ mk(w
−1si1 . . . sil−1

Eij(u)sil+1
. . . sil) = mk(w

−1
>j sij Eij(u)w>j) ,

where w>j = sij+1
sij+2

. . . sil . The resulting formula is fairly explicit. The matrix
w−1

>j sij Eij(u)w>j differs from the identity matrix only at four entries having indices
in the set

{w−1
>j (ij) , w

−1
>j (ij + 1)} .

The key 2× 2 submatrix is equal to (
u 1
1 0

)
.

It follows, that the coefficient of ∂jZl
w in µ∗

w(Mw,k) is 1 if

w−1
>j (ij) ≤ k < w−1

>j (ij + 1)

and otherwise it is equal to 0. Note that since the word w is reduced,

w−1
>j (ij) < w−1

>j (ij + 1) .

The multiplicity of µ∗
w(Mw,k) at ∂B,jZl

w is equal to 1 if k ≥ j and otherwise it is equal to
0. By the above discussion we find the multiplicities of the pull back of the divisor Dw,λ

(see the formula (15) for the definition of Dw,λ).

Proposition 13.1. We have

µ∗
w(Dw,λ) =

n∑
j=1

λj · ∂B,jZl
w +

l(w)∑
j=1

⟨w>jλ, α
∨
ij
⟩ · ∂jZl

w .

Note that ⟨wλ, α∨
i ⟩ = λw−1(i) − λw−1(i+1) .

Corollary 13.2. Let s be a simple reflection corresponding to the root αi. Suppose that
w ∈ W is a Weyl group element such that l(sw) > l(w). Let ε be a binary sequence of
length l(w) and ε̂ = (δ, ε) for δ ∈ {0, 1}.
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(1) For δ = 0 we have

OZl
sw
(⌈µ∗

sw(Dsw,λ)⌉)|ε̂ = OZl
w
(⌈µ∗

w(Dw,λ)⌉)|ε · OZl
sw
(⌈⟨wλ, α∨

i ⟩⌉∂1Zl
sw)|ε̂

(2) For δ = 1 we have

OZl
sw
(⌈µ∗

sw(Dsw,λ)⌉)|ε̂ = st(OZl
w
(⌈µ∗

w(Dw,λ)⌉)|ε)

Where st denotes the action on t–variables of KT2
(pt) = Z[t±1, x±1].

Proof. Let ε = (ε1, ε2, . . . , εl) ∈ (Zl
w)

T be a fixed point. The character in the normal
direction to ∂B,jZl

w at the point ε, is equal to

twε(j)/xj ,

where
wε = sε1i1 s

ε2
i2
. . . sεlil .

The remaining characters are the same as for the Bott-Samelson resolution Zw. Therefore
for j ∈ {1, . . . , n} we have

OZl
sw
(∂B,jZl

sw)|ε̂ =

{
OZl

w
(∂B,jZl

w)|ε when δ = 0 ,

st(OZl
w
(∂B,jZl

w)|ε) when δ = 1 .

Moreover for j ∈ {1, . . . , l(w)}, as in [RW20, section 3.2]

OZl
sw
(∂j+1Zl

sw)|ε̂ =

{
OZl

w
(∂jZl

w)|ε when δ = 0 ,

st(OZl
w
(∂jZl

w)|ε) when δ = 1 .

We apply proposition 13.1 to deduce the recursive formula of corollary 13.2. □

Example 13.3. Let n = 4, w = s2s3

w(1) = 1, w(2) = 3, w(3) = 4, w(4) = 2 .

Let us analyse the divisors Mw,k

P2 ×B P3 ×B B → End(C4)

in the neighbourhood of the empty word

s3 · s2 ·


1 0 0 0
0 1 0 0
0 u 1 0
0 0 0 1

 ·


1 0 0 0
0 1 0 0
0 0 1 0
0 0 v 1

 ·


a11 a12 a13 a14
0 a22 a23 a24
0 0 a33 a34
0 0 0 a44

 =

=


a11 a12 a13 a14
0 ua22 ua23 + a33 ua24 + a34
0 0 va33 va34 + a44
0 a22 a23 a24


The consecutive minors are equal to

a11, u a11a22, uv a11a22a33, a11a22a33a44

Therefore in the neighbourhood of the point corresponding to the empty word the divisor
Dw,λ is equal to

div
(
aλ1−λ2
11 (u a11a22)

λ2−λ3(uv a11a22a33)
λ3−λ4(a11a22a33a44)

λ4
)
=

= (λ2 − λ4) div(u) + (λ3 − λ4) div(v) +
4∑

i=1

λi div(aii) .
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13.2. The right resolution. Multiplying from the right the upper-triangular matrices
by the matrices belonging to Pi we obtain a different resolution

νw : Zr
w −→ Xw ,

Zr
w = B ×B Pi1 ×B Pi1 ×B · · · ×B Pil ,

νw([b, p1, p2, . . . , pl]) = b p1 p2 . . . pl , b ∈ B , pj ∈ Pij .

As before the boundary ∂Zr
w = ν−1

w (∂Xw) is a SNC divisor. It is a sum of irreducible
components

∂Zr
w =

n⋃
j=1

∂B,jZr
w ∪

l(w)⋃
j=1

∂jZr
w .

The divisor ∂jZr
w is defined by the condition pj ∈ B, the B-boundary divisor ∂B,jZr

w is
defined by ajj = 0. The argument as before leads us to the following conclusion

Proposition 13.4. We have

ν∗w(Dw,λ) =
n∑

j=1

(wλ)j · ∂B,jZr
w +

l(w)∑
j=1

⟨w>jλ, α
∨
ij
⟩ · ∂jZr

w .

Note that for ∂B,jZr
w the indices of λ are permuted, since we compute the degree of

mk(w
−1Ek(u)w), not mk(Ek(u)) as in the previous case.

Corollary 13.5. Let s be a simple reflection corresponding to the root αi. Suppose w ∈ W
is a Weyl group element such that l(ws) > l(w). Let ε be a binary sequence of length l(w)
and ε̂ = (ε, δ) for δ ∈ {0, 1}.

(1) For δ = 0 we have

OZr
ws
(⌈µ∗

ws(Dws,sλ)⌉)|ε̂ = OZr
w
(⌈µ∗

w(Dw,λ)⌉)|ε · OZr
ws
(⌈⟨sλ, α∨

i ⟩⌉∂l(ws)Zr
ws)|ε̂

(2) For δ = 1 we have

OZr
ws
(⌈ν∗ws(Dws,sλ)⌉)|ε̂ = sx(OZr

w
(⌈ν∗w(Dw,λ)⌉)|ε) ,

where sx denotes the action on x–variables of KT2
(pt) = Z[t±1, x±1].

Proof. Let ε = (ε1, ε2, . . . , εl) ∈ (Zr
w)

T be a fixed point. The character in the normal
direction to ∂B,jZr

w at the point ε, is equal to

tj/x(wε)−1(j) .

Therefore for j ∈ {1, . . . , n} we have

OZr
ws
(∂B,jZr

ws)|ε̂ =

{
OZr

w
(∂B,jZr

w)|ε when δ = 0 ,

sx(OZr
w
(∂B,jZr

w)|ε) when δ = 1 .

Moreover for j ∈ {1, . . . , l(w)} (see e.g. [RW20, section 3.2])

OZr
ws
(∂jZr

ws)|ε̂ =

{
OZr

w
(∂jZr

w)|ε when δ = 0 ,

sx(OZr
w
(∂jZr

w)|ε) when δ = 1 .

The claim follows from corollary 13.4. □
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Example 13.6. For the dual resolution

B ×B P2 ×B P3 → End(C4)

we have

s3 · s2 ·


a11 a12 a13 a14
0 a22 a23 a24
0 0 a33 a34
0 0 0 a44

 ·


1 0 0 0
0 1 0 0
0 u 1 0
0 0 0 1

 ·


1 0 0 0
0 1 0 0
0 0 1 0
0 0 v 1

 =

=


a11 a12 + ua13 a13 + va14 a14
0 ua33 a33 + va34 a34
0 0 va44 a44
0 a22 + ua23 a23 + va24 a24


the determinants are equal to

a11, u a11a33, uv a11a33a44, a11a22a33a44 .

Therefore in the neighbourhood of the point corresponding to the empty word the divisor
Dw,λ is equal to

div
(
aλ1−λ2
11 (u a11a33)

λ2−λ3(uv a11a33a44)
λ3−λ4(a11a22a33a44)

λ4
)
=

= (λ2 − λ4) div(u) + (λ3 − λ4) div(v) + λ1 div(a1) + λ4 div(a2) + λ2 div(a3) + λ3 div(a4).

14. Proof of theorem 12.6

Let us recall notation
Li,x =

xi+1

xi
, Li,t =

ti+1

ti
.

14.1. Left induction. For an arbitrary element w ∈ W with a reduced word decompo-
sition w we define

mCT2

loc(Zl
w, λ) :=

mCT((Zl
w)

◦ ⊂ Zl
w) · OZl

w
(⌈µ∗

w(Dσ,λ)⌉)
eu(TZl

w)

Let s = si be a simple reflection corresponding to the root αi. Suppose w ∈ W is a Weyl
group element such that l(sw) > l(w). Fix a reduced word decomposition w of w and
the resulting decomposition sw of sw.

Lemma 14.1. Let ε be a binary sequence corresponding to a fixed point in Zl
w. Let ε̂ be

a binary sequence of the form ε̂ = (δ, ε), where δ ∈ {0, 1}. We have following equalities
in the localized K-theory of a point S−1KT2

(pt)[y].
(1)

eu(TZl
sw)|ε̂ =

{
eu(TZl

w)|ε · (1− L−1
i,t ) when δ = 0 ,

st(eu(TZl
w)|ε) · (1− Li,t) when δ = 1 .

(2)

OZl
sw
(⌈µ∗

sw(Dsw,λ)⌉)|ε̂ =

{
OZl

w
(⌈µ∗

sw(Dw,λ)⌉)|ε · L
⌈⟨wλ,α∨

i ⟩⌉
i,t when δ = 0

st(OZl
w
(⌈µ∗

sw(Dw,λ)⌉)|ε) when δ = 1

(3)

mCT((Zl
sw)

◦ ⊂ Zl
sw)|ε̂ =

{
mCT((Zl

w)
◦ ⊂ Zl

w)|ε · (1 + y)L−1
i,t when δ = 0

st(mCT((Zl
w)

◦ ⊂ Zl
w)|ε) · (1 + yLi,t) when δ = 1

.
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(4)

mCT2

loc(Zl
sw, sλ)|ε̂ =

mCT2

loc(Zl
w, λ)|ε · (1 + y) · L

⌈⟨wλ,α∨
i ⟩⌉−1

i,t

1−L−1
i,t

when δ = 0

st(mCT2

loc(Zl
w, λ)|ε) ·

1+yLi,t

1−Li,t
when δ = 1

Proof. The following map is well defined and it is B ×B-equivariant:

ϖ : Zl
ws −→ Pi/B ≃ P1 , ϖ([p0, p1, p2, . . . , pl, x]) = [p0] ,

Let Fid, Fs be the fibers of ϖ over [id], [s] ∈ Pi/B respectively. The subvariety Fid ⊂ Zl
sw

coincides with divisor ∂1Zl
sw. It is equivariantly isomorphic to Zl

w. The variety Fs is also
isomorphic to Zl

w. This isomorphism is equivariant after the twist of the T2-torus action
by st. The fixed point ε̂ lies either in Fid when δ = 0 or in Fs when δ = 1.

1) Let Tϖ be the relative tangent bundle of ϖ. We have

eu(TZl
sw) = eu(Tϖ)(1−ϖ∗[T ∗Pi/B]) .

We observe that

(Tϖ)ε̂ =

{
(TZl

w)|ε for δ = 0 ,

st(TZl
w)|ε for δ = 1

and ϖ∗(T ∗Pi/B)|ϖ(ε̂) =

{
L−1
i,t for δ = 0 .

Li,t for δ = 1 .

The claim follows from the above formulas.

2) We have
OZl

sw
(∂1Zl

sw) = OZl
sw
(Fid) = ϖ∗OPi/B([id]) .

Therefore

OZl
sw
(∂1Zl

sw)|ε̂ = OPi/B([id])|ϖ(ε̂) =

{
Li,t for δ = 0 .

1 for δ = 1 .

The claim follows from proposition 13.2.

3) Suppose that δ = 0. Then ε̂ ∈ Fid. The divisor ∂Zsw is SNC. Therefore (cf. [KW22,
lemma 9.7])

mCT((Zl
sw)

◦ ⊂ Zl
sw)|Fid

= (1 + y) · OZl
sw
(−Fid)|Fid

·mCT(F ◦
id ⊂ Fid)

= (1 + y)L−1
t,i ·mCT((Zl

w)
◦ ⊂ Zl

w) .

Suppose that x = 1. The divisor ∂Zsw + Fs is SNC, therefore

mCT((Zl
sw)

◦ ⊂ Zl
sw)|Fs = (1 + yOZl

sw
(−Fs)|Fs) ·mCT(F ◦

s ⊂ Fs)

= (1 + yLt,i) · st(mCT((Zl
w)

◦ ⊂ Zl
w)) .

4) The last point follows from (2), (3) and definition 5.2. □

Lemma 14.2. We have

T l
i,wλ

(
mCT2

(w, λ)
)
= mCT2

(sw, λ) .

Proof. Since the Euler E class is symmetric, hence the multiplication by E comutes with
T l

i,wλ, it is enough to prove the equality

T l
i,wλ

(
mCT2

loc(w, λ)
)
= mCT2

loc(sw, λ) .
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By definition 6.3

mCT2

(sw, λ) = µsw∗
(
mCT((Zl

sw)
◦ ⊂ Zl

sw) · OZsw(⌈µ∗
wsDsw,λ⌉)

)
.

The LRR formula (theorem 2.3) implies that the local twisted motivic Chern class
mCT2

loc(sw, λ) is equal to the sum

mCT2

loc(sw, λ) =
∑

ε̂∈(Zl
sw)T

mCT2

loc(Zl
sw, λ)|ε̂ .

The above sum splits as the sum of two subsums: those with ε̂ = (0, ε) and with ε̂ = (1, ε),
cf. proof of lemma 6.17. The first summand is equal to∑

ε∈(Zl
w)T

(1 + y)L
⌈⟨wλ,α∨

i ⟩⌉−1
i,t

1− L−1
i,t

·mCT2

loc(Zl
w, λ)|ε =

(1 + y) · L⌈⟨wλ,α∨
i ⟩⌉−1

i,t

1− L−1
i,t

·mCT2

loc(w, λ) .(23)

The second summand is equal to∑
ε∈(Zl

w)T

1 + yLi,t

1− Li,t

· st(mCT2

loc(Zl
w, λ))|ε =

1 + yLi,t

1− Li,t

· stmCT2

loc(w, λ)(24)

The sum (23)+(24) is exactly the definition of T l
i,λ

(
mCT2

loc(w, λ)
)
. □

Proof of 12.6 (1). The operator T l
i,wλ commutes with multiplication by the classes E

and B. Therefore the result follows from lemma 14.2. □

Remark 14.3. It is possible to write a closed formula for mCT2

loc(Zl
w, λ). The restriction at

the point ε = (ε1, ε2, . . . , εl) ∈ {0, 1}l is equal to

(1 + y)n · wε

(
n∏

j=1

(xj

tj

)1−⌈λi⌉ ·
∏

1≤i<j≤n

1 + y xj/ti
1− xj/ti

)
·

l∏
j=1

wε
<j(ψ(w, ε, j)) ,

ψ(w, ε, j) =


(1+y)(tij /tij+1)

1−⌈a⌉

1−tij /tij+1
if εj = 0 , a = λw−1

>j (ij)
− λw−1

>j (ij+1),
1+y tij+1/tij
1−tij+1/tij

if εj = 1,

wε and wε
<j = sε1i1 s

ε2
i2
. . . s

εj−1

ij−1
are acting on the indices of t–variables.

The proof of this formula is a direct application of lemma 14.1.

14.2. Right induction. For an arbitrary element w ∈ W with a reduced word decom-
position w we define

mCT2

loc(Zr
w, λ) :=

mCT((Zr
w)

◦ ⊂ Zr
w) · OZr

w
(⌈ν∗w(Dw,λ)⌉)

eu(TZr
w)

.

Let s = si be a simple reflection corresponding to the root αi. Suppose w ∈ W is a Weyl
group element such that l(ws) > l(w). Fix a reduced word decomposition w of w. It
induces a reduced word decomposition ws of ws.

Lemma 14.4. Let ε be a binary sequence corresponding to a fixed point in Zr
w. Let ε̂ be

a binary sequence of the form ε̂ = (ε, δ), where δ ∈ {0, 1}. We have following equalities
in the localized K-theory of a point S−1KT2

(pt)[y].
(1)

eu(TZr
ws)|ε̂ =

{
eu(TZr

w)|ε · (1− L−1
i,x) when δ = 0 ,

st(eu(TZr
w)|ε) · (1− Li,x) when δ = 1 .
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(2)

OZr
ws
(⌈ν∗ws(Dws,sλ)⌉)|ε̂ =

{
OZr

w
(⌈ν∗ws(Dw,λ)⌉)|ε · L

⌈−⟨λ,α∨
i ⟩⌉

i,x when δ = 0

sx(OZr
w
(⌈ν∗ws(Dw,λ)⌉)|ε) when δ = 1

(3)

mCT((Zr
ws)

◦ ⊂ Zr
ws)|ε̂ =

{
mCT((Zr

w)
◦ ⊂ Zr

w)|ε · (1 + y)L−1
i,x when δ = 0

sx(mCT((Zr
w)

◦ ⊂ Zr
w)|ε) · (1 + yLi,x) when δ = 1

.

(4)

mCT2

loc(Zr
ws, sλ)|ε̂ =

mCT2

loc(Zr
w, λ)|ε · (1 + y) · L

⌈−⟨λ,α∨
i ⟩⌉

i,x −1

1−L−1
i,x

when δ = 0

sx(mCT2

loc(Zr
w, λ)|ε) ·

1+yLi,x

1−Li,x
when δ = 1

Proof. The proof differs from the proof of 14.1 by switching right with left actions. We
employ the natural map to the left coset B\Pi ≃ P1:

ϖ : Zr
ws −→ B\Pi , ϖ([x, p1, p2, . . . , pl(w)+1]) = [pl(w)+1] .

The map ϖ is B × B-equivariant. Let Fid, Fs be the fibers of ϖ over [id], [s] ∈ Pi/B
respectively. The subvariety Fid ⊂ Zr

ws coincides with the divisor ∂l(ws)Zr
ws. It is equiv-

ariantly isomorphic to Zr
w. The variety Fs is also isomorphic to Zr

w. This isomorphism is
equivariant after the twist of the T2-torus action by sx. The fixed point ε̂ lies either in
Fid when δ = 0 or in Fs when δ = 1.

The rest of the proof is essentially a repetition of the proof for the left induction. The
small differences are caused by the fact that the divisors Dw,λ are not symmetric with
respect to switch from left to right actions. We leave details to the reader. □

Definition 14.5. Let

T̃ r
i,λ(f) =

1 + y Li,x

1− Li,x

· sx +
(1 + y) · L⌈−⟨λ,α∨

i ⟩⌉−1
i,x

1− L−1
i,x

· id .

Note that T̃ r
i,λ is equal to Tl

i,−⟨λ,α∨
i ⟩

acting on x–variables.

Remark 14.6. The operator T̃ r
i,λ differs from T r

i,λ by conjugation by 1 + y Li,x, thus it
satisfies

(25) B−1T̃ r
r,λ(f) = T r

r,λ(B
−1f) .

Repeating the proof of lemma 14.2 we obtain

Lemma 14.7. We have

T̃ r
i,λ

(
mCT2

loc(w, λ)
)
= mCT2

loc(ws, sλ) .

Proof of 12.6 (2). We apply proposition 14.7 and the formula (25). The Euler class E

commutes with the operator T r
i,λ, hence we obtain the recursion for E B−1mCT2

loc(w, λ) =

B−1mCT2

(w, λ). □
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15. Twisted double Hecke algebra of the general type

Let G be a semisimple, simply-connected Lie group with a maximal torus T. Consider
the representation ring of T2. The characters of the first copy are decorated with the
superscript t, the characters of the second copy with x. For a simple reflection s let

Ls,t = α−1
s ⊗ 1 ∈ R(T)⊗R(T) ≃ R(T2) ,

Ls,x = 1⊗ α−1
s ∈ R(T)⊗R(T) ≃ R(T2) ,

Tl
s,a(f) =

1 + y Ls,t

1− Ls,t

stf +
(1 + y)L

⌈a⌉−1
s,t

1− L−1
s,t

f ,

Tr
s,a(f) =

1 + y L−1
s,x

1− Ls,x

sxf +
(1 + y)L

⌈a⌉−1
s,x

1− L−1
s,x

f ,

T l
s,λ = Tl

s,⟨λ,α∨
s ⟩ , T r

s,λ = Tr
s,−⟨λ,α∨

s ⟩ .

As in the An case the right operators commute with left operators. By construction T r
s,λ

and T l
s,λ are lifts of the operators T r

s,λ and T l
s,λ given in definition 6.3. Precisely, let

κ : R(T2) → KT(G/B)

be the surjection sending Ls,x to L(αs) and Ls,t to α−1
s = C−αs viewed as an element of

the coefficient ring KT(pt) ≃ R(T). Then

T r
s,λ ◦ κ = κ ◦ T r

s,λ , T l
s,λ ◦ κ = κ ◦ T l

s,λ .

The operators T r
s,λ and T l

s,λ satisfy quadratic relations, because when only one reflection
is involved, one can assume that G = SL2.

Theorem 15.1. Suppose a, b ∈ Q. If a ̸∈ Z, then

Ts,b ◦ Ts,a = (y + 1)
L⌈−a⌉ − L⌈b⌉

1− L
Ts,a − y id .

If a ∈ Z

Ts,b ◦ Ts,a = (y + 1)
L⌈1−a⌉ − L⌈b⌉

1− L
Ts,a − y id ,

where L = Ls,x or Ls,t and Ts,c = Tr
s,c or Tl

s,c correspondingly, c ∈ {a, b},

Proof. Directly by the definition above

Ts,b = Ts,−a + (y + 1)
L⌈−a⌉ − L⌈b⌉

1− L
id .

Hence, if a ̸∈ Z, by lemma 11.1

Ts,b ◦ Ts,a = Ts,−a ◦ Ts,a + (y + 1)
L⌈−a⌉ − L⌈b⌉

1− L
Ts,a = −y id + (y + 1)

L⌈−a⌉ − L⌈b⌉

1− L
Ts,a .

For a ∈ Z we replace −a by 1− a in the above formula. □

The braid relations for simply-laced groups already follow from the SL3 case. It remains
to check the braid relations for the C2 and G2 to obtain the general type. The proofs
are straightforward generalizations of the proof of proposition 11.3. We state the braid
relation without the superscripts l, r:
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15.1. Type C2.

T1,s2s1s2λ T2,s1s2λ T1,s2λ T2,λ = T2,s1s2s1λ T1,s2s1λ T2,s1λ T1,λ .

In the standard coordinates of t ⊂ sp2 the simple roots are the following

α1 = (1,−1) , α2 = (0, 2) .

Writing the weight λ = (a, b) in coordinates we have the identity

T1,a−b T2,a T1,a+b T2,b = T2,b T1,a+b T2,a T1,a−b .

15.2. Type G2.

T1,s2s1s2s1s2λT2,s1s2s1s2λT1,s2s1s2λT2,s1s2λT1,s2λT2,λ =

= T2,s1s2s1s2s1λT1,s2s1s2s1λT2,s1s2s1λT1,s2s1λT2,s1λT1,λ .

For the weight λ = (a, b) written in the basis of simple roots α1, α2 with |α1| > |α2| we
obtain an equivalent identity

T1,a T2,3a+3b T1,2a+3b T2,3a+6b T1,a+3b T2,3b = T2,3b T1,a+3b T2,3a+6b T1,2a+3b T2,3a+3b T1,a .

A geometric meaning T r
s,λ and T l

s,λ will be explained in a forthcoming paper. This
issue goes far beyond the scope of the current paper.
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