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#### Abstract

We introduce a method for the simultaneous study of a BMO function $\varphi$ and its dyadic square function $S(\varphi)$ that can yield sharp norm inequalities between the two. One of the applications is the sharp bound for the $p$-th moment of $S(\varphi), 0<p<\infty$, which in turn implies the square-exponential integrability of the square function. We also present sharp refinements of these inequalities in the more restrictive case when $\varphi$ is assumed to be bounded.


## 1. Introduction

Square function inequalities play an important role in both classical and noncommutative probability theory, harmonic analysis, potential theory and many other areas of mathematics. The purpose of this paper is to establish sharp bounds in the dyadic case, which are closely related to the works of Bollobás [2], Davis [3], John and Nirenberg [6], Littlewood [7], Marcinkiewicz [8], Paley [10], Slavin and Vasyunin [15], Wang [16] and many others.

Let us start with introducing some background and notation. In what follows, $\mathcal{I}=[0,1]$ and $\mathcal{D}$ stands for the collection of all dyadic subintervals of $\mathcal{I}$. Let $\left(h_{n}\right)_{n \geq 0}$ be the Haar system on $[0,1]$ :

$$
\begin{array}{ll}
h_{0}=\chi_{[0,1]}, & h_{1}=\chi_{[0,1 / 2)}-\chi_{[1 / 2,1)} \\
h_{2}=\chi_{[0,1 / 4)}-\chi_{[1 / 4,1 / 2)}, & h_{3}=\chi_{[1 / 2,3 / 4)}-\chi_{[3 / 4,1)} \\
h_{4}=\chi_{[0,1 / 8)}-\chi_{[1 / 8,1 / 4)}, & \\
h_{5}=\chi_{[1 / 4,3 / 8)}-\chi_{[3 / 8,1 / 2)},
\end{array}
$$

and so on. Let $\mathcal{H}$ be a separable Hilbert space with scalar product $\cdot$ and norm $|\cdot|$. For any $I \in \mathcal{D}$ and an integrable function $\varphi: \mathcal{I} \rightarrow \mathcal{H}$, we will write $\langle\varphi\rangle_{I}$ for the average of $\varphi$ over $I$ : that is, $\langle\varphi\rangle_{I}=\frac{1}{|I|} \int_{I} \varphi$ (throughout, unless stated otherwise, the integration is with respect to Lebesgue's measure). Furthermore, for any such $\varphi$ and any nonnegative integer $n$, we use the notation

$$
\varphi_{n}=\sum_{k=0}^{n} \frac{1}{\left|I_{k}\right|} \int_{\mathcal{I}} \varphi(s) h_{k}(s) \mathrm{d} s h_{k}
$$

for the projection of $\varphi$ on the subspace generated by the first $n+1$ Haar functions ( $I_{k}$ is the support of $h_{k}$ ). We define the dyadic square function of $\varphi$ by the formula

$$
S(\varphi)(x)=\left(\sum\left|\frac{1}{\left|I_{n}\right|} \int_{\mathcal{I}} \varphi(s) h_{n}(s) \mathrm{d} s\right|^{2}\right)^{1 / 2}
$$

[^0]where the summation runs over all nonnegative integers $n$ such that $x \in I_{n}$.
The inequalities comparing the sizes of $\varphi$ and its square function $S(\varphi)$ are of importance in analysis and have interested many mathematicians. A classical result of Paley [10] and Marcinkiewicz [8] states that there are finite absolute constants $c_{p}(0<p<\infty)$ and $C_{p}(1<p<\infty)$, such that for any $\varphi: \mathcal{I} \rightarrow \mathbb{R}$,
\[

$$
\begin{equation*}
\|\varphi\|_{p} \leq c_{p}\|S(\varphi)\|_{p} \tag{1.1}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\|S(\varphi)\|_{p} \leq C_{p}\|\varphi\|_{p} \tag{1.2}
\end{equation*}
$$

The question about the optimal values of $c_{p}$ and $C_{p}$ (still in the real-valued setting) was studied by Davis [3]. For $0<p<\infty$, let $\nu_{p}$ denote the smallest positive zero of a confluent hypergeometric function $M_{p}$ and let $\mu_{p}$ be the largest positive zero of the parabolic cylinder function of order $p$ (see Abramovitz and Stegun [1] for details). Using a related estimate for continuous-time martingales and Skorokhod embedding theorems, Davis [3] showed that if $0<p \leq 2$, then the best choice for $c_{p}$ is $\nu_{p}$, while for $p \geq 2$, the optimal value of $C_{p}$ is $\nu_{p}^{-1}$. This result was taken up by Wang [16], who studied (1.1) and (1.2) for Hilbert-space-valued functions: he proved that Davis' constants are the best in this setting and also showed that when $p \geq 3$, then the optimal choice for $c_{p}$ is $\mu_{p}$. In the remaining cases the best constants are not known. For $p=1$ the inequality (1.2) fails to hold, but there is a related weak-type estimate

$$
\lambda|\{S(\varphi) \geq \lambda\}| \leq K\|\varphi\|_{1}, \quad \lambda>0
$$

due to Bollobás [2], where $K=1,463 \ldots$ This constant is optimal, see [9].
We will study related sharp bounds for the dyadic square function, but with the particular emphasis put on $\varphi$ with bounded mean oscillation. Let

$$
\left.\mathrm{BMO}=\left\{\varphi: \mathcal{I} \rightarrow \mathcal{H}:\langle | \varphi-\left.\langle\varphi\rangle_{I}\right|^{2}\right\rangle_{I}<\infty \text { for every } I \in \mathcal{D}\right\}
$$

and for any $\varphi \in B M O$, define the corresponding norm

$$
\left.\|\varphi\|_{B M O}=\inf _{I \in \mathcal{D}}\left(\langle | \varphi-\left.\langle\varphi\rangle_{I}\right|^{2}\right\rangle_{I}\right)^{1 / 2}
$$

It is well-known that any function $\varphi \in B M O$ has very strong integrability properties, see the classical paper of John and Nirenberg [6], consult also the recent work of Slavin and Vasyunin [15]. In particular, $p$-th norms $\left.\left.\langle | \varphi\right|^{p}\right\rangle_{\mathcal{I}}$, as well as exponential expressions $\left\langle e^{c \varphi}\right\rangle_{\mathcal{I}}$ (for $c$ sufficiently small), are comparable to $\langle\varphi\rangle_{\mathcal{I}}$ (in the sense given below). We will introduce a Bellman-type method which enables the study of sharp bounds for various norms of $S(\varphi)$ under the assumption that $\varphi$ belongs to BMO. In particular, this method will lead us to the following statements. For any $0<p<\infty$ and $x \geq 0$, let

$$
C_{p}(x)= \begin{cases}\left(x^{2}+1\right)^{1 / 2} & \text { if } p<2 \\ {\left[e^{x^{2}} \int_{x^{2}}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s\right]^{1 / p}} & \text { if } p \geq 2\end{cases}
$$

Theorem 1.1. Suppose that $\varphi: \mathcal{I} \rightarrow \mathcal{H}$ satisfies $\|\varphi\|_{B M O} \leq 1$. Then for any $0<p<\infty$,

$$
\begin{equation*}
\|S(\varphi)\|_{p} \leq C_{p}\left(\left|\langle\varphi\rangle_{\mathcal{I}}\right|\right) \tag{1.3}
\end{equation*}
$$

and the inequality is sharp, even if $\mathcal{H}=\mathbb{R}$.

Here by sharpness we mean that for any $x \in \mathbb{R}$ and any $c<C_{p}(|x|)$, there is a function $\varphi: \mathcal{I} \rightarrow \mathbb{R}$ such that $\langle\varphi\rangle_{\mathcal{I}}=x$ and $\|S(\varphi)\|_{p}>c$. The above theorem yields the following square-exponential integrability (for an alternative proof in the real-valued setting, see e.g. Garsia [5]).
Theorem 1.2. Suppose that $\varphi: \mathcal{I} \rightarrow \mathcal{H}$ satisfies $\|\varphi\|_{B M O} \leq 1$. Then for any $0<c<1$,

$$
\begin{equation*}
\mathbb{E} e^{c S^{2}(\varphi)} \leq(1-c)^{-1} e^{c\langle\varphi\rangle_{I}^{2}} \tag{1.4}
\end{equation*}
$$

and the inequality is sharp, even if $\mathcal{H}=\mathbb{R}$.
Observe that in the both results above, the upper bounds depend on the function $\varphi$. This dependence cannot be removed, since the average $\langle\varphi\rangle_{\mathcal{I}}$ can take arbitrarily large values. By standard scaling, Theorems 1.1 and 1.2 can be formulated for arbitrary BMO functions, not necessarily satisfying $\|\varphi\|_{B M O} \leq 1$.

In the second part of the paper we study the special case $\varphi \in L^{\infty}$. Clearly, if $\|\varphi\|_{\infty} \leq 1$, then $\|\varphi\|_{B M O} \leq 2$ and the above theorems (applied to $\varphi / 2$ ) yield $L^{p}$ and square-exponential inequalities for $S(\varphi)$. Since $\left|\langle\varphi\rangle_{\mathcal{I}}\right| \leq 1$, one can choose the upper bounds which depend only on $p$ or $c$. However, this approach does not produce the optimal inequalities and our next contribution will be to provide sharp versions of these. Define $K_{p}=1$ for $0<p<2$ and

$$
K_{p}^{p}=\frac{\Gamma(p+1) 2^{p / 2-1}}{\Gamma\left(\frac{p+1}{2}\right) \pi^{p-3 / 2}} \cdot \frac{1-\frac{1}{3^{p+1}}+\frac{1}{5^{p+1}}-\frac{1}{7^{p+1}}+\ldots}{1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\frac{1}{7^{2}}+\ldots}
$$

for $p \geq 2$. We will establish the following statements.
Theorem 1.3. Suppose that $\varphi: \mathcal{I} \rightarrow \mathcal{H}$ satisfies $\|\varphi\|_{\infty} \leq 1$. Then for $0<p<\infty$,

$$
\begin{equation*}
\|S(\varphi)\|_{p} \leq K_{p}, \tag{1.5}
\end{equation*}
$$

and the inequality is sharp, even if $\mathcal{H}=\mathbb{R}$.
Theorem 1.4. Suppose that $\varphi: \mathcal{I} \rightarrow \mathcal{H}$ satisfies $\|\varphi\|_{\infty} \leq 1$. Then for any number $0<c<\pi^{2} / 8$ we have

$$
\begin{equation*}
\mathbb{E} e^{c S^{2}(\varphi)} \leq(\cos \sqrt{2 c})^{-1} \tag{1.6}
\end{equation*}
$$

and the inequality is sharp, even if $\mathcal{H}=\mathbb{R}$.
The description of the method and the proofs of Theorems 1.1 and 1.2 can be found in the next section. The final part of the paper concerns the bounded case.

## 2. BMO INEQUALITIES

2.1. On the method. Throughout this section, we distinguish the set

$$
\mathcal{C}=\left\{(x, y, z) \in \mathcal{H} \times[0, \infty) \times(0, \infty):|x|^{2} \leq y \leq|x|^{2}+1\right\} \cup\{(0,0,0)\}
$$

Let $V: \mathcal{H} \times[0, \infty) \rightarrow \mathbb{R}, \alpha: \mathcal{H} \rightarrow \mathbb{R}$ be given functions and suppose that we are interested in showing the estimate

$$
\begin{equation*}
\int_{\mathcal{I}} V(\varphi, S(\varphi)) \leq \alpha\left(\langle\varphi\rangle_{\mathcal{I}}\right) \tag{2.1}
\end{equation*}
$$

for all simple functions $\varphi: \mathcal{I} \rightarrow \mathcal{H}$ satisfying $\|\varphi\|_{B M O} \leq 1$. Here by simplicity we mean that $\varphi$ can be written as a finite sum $\sum_{k=0}^{m} a_{k} h_{k}$ for some integer $m$ and
some coefficients $a_{0}, a_{1}, \ldots, a_{m} \in \mathcal{H}$. The key to study such an estimate is a class $\mathcal{U}(V)$, which consists of all $U: \mathcal{C} \rightarrow \mathbb{R}$ satisfying

$$
\begin{align*}
U\left(x,|x|^{2}, z\right) & \geq V(x, z) & & \text { for all } x, z \text { such that }\left(x,|x|^{2}, z\right) \in \mathcal{C}  \tag{2.2}\\
U(x, y,|x|) & \leq \alpha(x) & & \text { for all } x, y \text { such that }(x, y,|x|) \in \mathcal{C} \tag{2.3}
\end{align*}
$$

and the further condition that for any $(x, y, z) \in \mathcal{C}$ and any $d \in \mathcal{H}, e \in \mathbb{R}$ satisfying $\left(x_{ \pm}, y_{ \pm}, \sqrt{z^{2}+|d|^{2}}\right):=\left(x \pm d, y \pm e, \sqrt{z^{2}+|d|^{2}}\right) \in \mathcal{C}$,

$$
\begin{equation*}
U(x, y, z) \geq \frac{1}{2}\left[U\left(x_{-}, y_{-}, \sqrt{z^{2}+|d|^{2}}\right)+U\left(x_{+}, y_{+}, \sqrt{z^{2}+|d|^{2}}\right)\right] \tag{2.4}
\end{equation*}
$$

The interplay between the class $\mathcal{U}(V)$ and the inequality (2.1) is described in the following statement.

Theorem 2.1. If the class $\mathcal{U}(V)$ is nonempty, then (2.1) is valid for all simple $\varphi$ satisfying $\|\varphi\|_{B M O} \leq 1$.

Proof. Fix $\varphi$ as in the statement. First we prove that the sequence

$$
\begin{equation*}
\left(\int_{\mathcal{I}} U\left(\varphi_{n},\left(|\varphi|^{2}\right)_{n}, S\left(\varphi_{n}\right)\right)\right)_{n \geq 0} \tag{2.5}
\end{equation*}
$$

is nonincreasing (note that $\left(|\varphi|^{2}\right)_{n}$ denotes the projection of the real-valued function $|\varphi|^{2}$ on the subspace spanned by the first $n+1$ Haar functions). To show this monotonicity, fix $n \geq 1$, denote by $I$ the support of $h_{n}$ and let $I^{\ell}, I^{r}$ be the left and the right halves of $I$. We have

$$
\begin{aligned}
& \int_{I} U\left(\varphi_{n},\left(|\varphi|^{2}\right)_{n}, S\left(\varphi_{n}\right)\right) \\
& \quad=\int_{I^{\ell}} U\left(\varphi_{n},\left(|\varphi|^{2}\right)_{n}, S\left(\varphi_{n}\right)\right)+\int_{I^{r}} U\left(\varphi_{n},\left(|\varphi|^{2}\right)_{n}, S\left(\varphi_{n}\right)\right) \\
& \quad=\frac{|I|}{2}\left[U\left(x-d, y-e, \sqrt{z^{2}+|d|^{2}}\right)+U\left(x+d, y+e, \sqrt{z^{2}+|d|^{2}}\right)\right]
\end{aligned}
$$

where $x, y, z$ are the (constant) values of $\varphi_{n-1},\left(|\varphi|^{2}\right)_{n-1}$ and $S\left(\varphi_{n-1}\right)$ on $I$, respectively, and $d \in \mathcal{H}, e \in \mathbb{R}$ are determined by the conditions $\varphi_{n}-\varphi_{n-1} \in$ $\{-d, d\},\left(|\varphi|^{2}\right)_{n}-\left(|\varphi|^{2}\right)_{n-1} \in\{-e, e\}$. Using (2.4), we obtain the bound

$$
\int_{I} U\left(\varphi_{n},\left(|\varphi|^{2}\right)_{n}, S\left(\varphi_{n}\right)\right) \leq|I| U(x, y, z)=\int_{I} U\left(\varphi_{n-1},\left(|\varphi|^{2}\right)_{n-1}, S\left(\varphi_{n-1}\right)\right)
$$

and since $\left(\varphi_{n},\left(|\varphi|^{2}\right)_{n}, S\left(\varphi_{n}\right)\right)$ and $\left(\varphi_{n-1},\left(|\varphi|^{2}\right)_{n-1}, S\left(\varphi_{n-1}\right)\right)$ coincide on $\mathcal{I} \backslash I$, we get the announced monotonicity property of the sequence (2.5). Next, since $\varphi$ is simple, there is $m$ such that $\varphi_{m}=\varphi,\left(|\varphi|^{2}\right)_{m}=|\varphi|^{2}$ and $S\left(\varphi_{m}\right)=S(\varphi)$. Combining this with (2.2) and (2.3), we obtain

$$
\begin{align*}
\int_{\mathcal{I}} V(\varphi, S(\varphi)) & \leq \int_{\mathcal{I}} U\left(\varphi_{m},\left(|\varphi|^{2}\right)_{m}, S\left(\varphi_{m}\right)\right) \\
& \leq \int_{\mathcal{I}} U\left(\varphi_{0},\left(|\varphi|^{2}\right)_{0}, S\left(\varphi_{0}\right)\right)  \tag{2.6}\\
& \left.=\int_{\mathcal{I}} U\left(\langle\varphi\rangle_{\mathcal{I}},\left.\langle | \varphi\right|^{2}\right\rangle_{\mathcal{I}},\left|\langle\varphi\rangle_{\mathcal{I}}\right|\right) \\
& \leq \alpha\left(\langle\varphi\rangle_{\mathcal{I}}\right) .
\end{align*}
$$

This completes the proof.

It turns out that the implication of the above theorem can be reversed. For $(x, y) \in \mathcal{H} \times[0, \infty)$ such that $|x|^{2} \leq y \leq|x|^{2}+1$, let $\mathcal{M}(x, y)$ denote the class of all simple functions $\varphi: \mathcal{I} \rightarrow \mathcal{H}$ from the unit ball of BMO, satisfying $\langle\varphi\rangle_{\mathcal{I}}=x$ and $\left.\left.\langle | \varphi\right|^{2}\right\rangle_{\mathcal{I}}=y$. The class $\mathcal{M}(x, y)$ is nonempty: for example, it contains the function $\varphi=(x-d) \chi_{[0,1 / 2)}+(x+d) \chi_{[1 / 2,1)}$, where $d \in \mathcal{H}$ is a vector satisfying $|d|^{2}=y-|x|^{2}$. Define $U^{0}: \mathcal{C} \rightarrow(-\infty, \infty]$ by the formula

$$
\begin{equation*}
U^{0}(x, y, z)=\sup \left\{\int_{\mathcal{I}} V\left(\varphi, \sqrt{z^{2}-|x|^{2}+S^{2}(\varphi)}\right): \varphi \in \mathcal{M}(x, y)\right\} \tag{2.7}
\end{equation*}
$$

Theorem 2.2. Suppose that the inequality (2.1) holds for all simple $\varphi: \mathcal{I} \rightarrow \mathcal{H}$ satisfying $\|\varphi\|_{B M O} \leq 1$. Then the class $\mathcal{U}(V)$ is nonempty and $U^{0}$ is its least element.

Proof. To see that $U^{0}$ is the least pick an element $U$ of $\mathcal{U}(V)$ and $\varphi \in \mathcal{M}(x, y)$. Repeating the argumentation from (2.6), we obtain

$$
\begin{aligned}
\int_{\mathcal{I}} V\left(\varphi, \sqrt{z^{2}-|x|^{2}+S^{2}(\varphi)}\right) & \leq \int_{\mathcal{I}} U\left(\varphi_{0},\left(|\varphi|^{2}\right)_{0}, \sqrt{z^{2}-|x|^{2}+S^{2}\left(\varphi_{0}\right)}\right) \\
& =U(x, y, z)
\end{aligned}
$$

Thus, taking supremum over $\varphi \in \mathcal{M}(x, y)$, we get $U^{0}(x, y, z) \leq U(x, y, z)$, i.e. the minimality of $U^{0}$.

Now we check that $U^{0}$ belongs to the class $\mathcal{U}(V)$. The majorization (2.2) is obvious: if $y=|x|^{2}$, then $\varphi \equiv x$ belongs to $\mathcal{M}(x, y)$, and for this choice of $\varphi$,

$$
\int_{\mathcal{I}} V\left(\varphi, \sqrt{z^{2}-|x|^{2}+S^{2}(\varphi)}\right)=V(x, z)
$$

The condition (2.3) is also straightforward: by (2.1), for any $\varphi \in \mathcal{M}(x, y)$ we have

$$
\int_{\mathcal{I}} V(\varphi, S(\varphi)) \leq \alpha(x)
$$

and hence, taking supremum over $\varphi$, we get $U^{0}(x, y,|x|) \leq \alpha(x)$. To prove (2.4), fix any $x, y, z, d, e$ as in the statement of this condition and pick $\varphi_{ \pm} \in \mathcal{M}\left(x_{ \pm}, y_{ \pm}\right)$. Next, splice these two functions together, using the formula

$$
\varphi(t)= \begin{cases}\varphi_{-}(2 t) & \text { if } t \in[0,1 / 2) \\ \varphi_{+}(2 t-1) & \text { if } t \in[1 / 2,1]\end{cases}
$$

The new function belongs to $\mathcal{M}(x, y)$. Indeed, it is simple,

$$
\langle\varphi\rangle_{\mathcal{I}}=\int_{0}^{1 / 2} \varphi_{-}(2 t) \mathrm{d} t+\int_{1 / 2}^{1} \varphi_{+}(2 t-1) \mathrm{d} t=\frac{\left\langle\varphi_{-}\right\rangle_{\mathcal{I}}+\left\langle\varphi_{+}\right\rangle_{\mathcal{I}}}{2}=x
$$

and similarly,

$$
\left.\left.\langle | \varphi\right|^{2}\right\rangle_{\mathcal{I}}=\frac{\left.\left.\left.\langle | \varphi_{-}\right|^{2}\right\rangle_{\mathcal{I}}+\left.\langle | \varphi_{+}\right|^{2}\right\rangle_{\mathcal{I}}}{2}=y
$$

Of course, $\|\varphi\|_{B M O} \leq 1$. Finally, it is a matter of a simple verification that

$$
-\langle\varphi\rangle_{\mathcal{I}}^{2}+S^{2}(\varphi)(t)= \begin{cases}|d|^{2}-\left\langle\varphi_{-}\right\rangle_{\mathcal{I}}+S^{2}\left(\varphi_{-}\right)(2 t) & \text { for } t \in[0,1 / 2) \\ |d|^{2}-\left\langle\varphi_{+}\right\rangle_{\mathcal{I}}+S^{2}\left(\varphi_{+}\right)(2 t-1) & \text { for } t \in[1 / 2,1]\end{cases}
$$

In consequence, by the definition of $U^{0}$,

$$
\begin{aligned}
U^{0}(x, y, z) \geq & \int_{\mathcal{I}} V\left(\varphi, \sqrt{z^{2}-|x|^{2}+S^{2}(\varphi)}\right) \\
= & \int_{0}^{1 / 2} V\left(\varphi, \sqrt{z^{2}-\langle\varphi\rangle_{\mathcal{I}}^{2}+S^{2}(\varphi)}\right) \\
& +\int_{1 / 2}^{1} V\left(\varphi, \sqrt{z^{2}-\langle\varphi\rangle_{\mathcal{I}}^{2}+S^{2}(\varphi)}\right) \\
= & \frac{1}{2}\left[\int_{\mathcal{I}} V\left(\varphi_{-}, \sqrt{z^{2}+|d|^{2}-\left\langle\varphi_{-}\right\rangle_{\mathcal{I}}^{2}+S^{2}\left(\varphi_{-}\right)}\right)\right. \\
& \left.+\int_{\mathcal{I}} V\left(\varphi_{+}, \sqrt{z^{2}+|d|^{2}-\left\langle\varphi_{+}\right\rangle_{\mathcal{I}}^{2}+S^{2}\left(\varphi_{+}\right)}\right)\right]
\end{aligned}
$$

Taking supremum over all $\varphi_{ \pm} \in \mathcal{M}\left(x_{ \pm}, y_{ \pm}\right)$yields (2.4). The final step is to show that $-\infty<U^{0}(x, y, z)<\infty$ for any $(x, y, z) \in \mathcal{C}$. The lower bound follows from the definition of $U^{0}$ and the already mentioned fact that the function $\varphi=$ $(x-d) \chi_{[0,1 / 2)}+(x+d) \chi_{[1 / 2,1)}$ (where $\left.|d|^{2}=y-|x|^{2}\right)$ belongs to $\mathcal{M}(x, y)$. We turn to the upper bound. The case $(x, y, z)=(0,0,0)$ follows immediately from (2.3): $U^{0}(0,0,0) \leq \alpha(0)<\infty$. Thus we may assume that $z>0$. Using induction, we shall prove that for any $\bar{x}, d_{1}, d_{2}, \ldots, d_{n} \in \mathcal{H}$ we have

$$
U^{0}\left(\bar{x}+d_{1}+d_{2}+\ldots+d_{n}, y, \sqrt{|\bar{x}|^{2}+\left|d_{1}\right|^{2}+\left|d_{2}\right|^{2}+\ldots+\left|d_{n}\right|^{2}}\right)<\infty
$$

The case $n=0$ follows at once from (2.3). To deal with the induction step, put $x=\bar{x}+d_{1}+\ldots+d_{n}, z=\sqrt{|\bar{x}|^{2}+\left|d_{1}\right|^{2}+\ldots+\left|d_{n}\right|^{2}}$ and $d=d_{n+1}$. An application of (2.4) gives

$$
U^{0}\left(x+d, y, \sqrt{z^{2}+|d|^{2}}\right) \leq 2 U^{0}(x, y, z)-U^{0}\left(x-d, y, \sqrt{z^{2}+|d|^{2}}\right)
$$

which is finite by the induction assumption and the lower bound

$$
-\infty<U^{0}\left(x-d, y, \sqrt{z^{2}+|d|^{2}}\right)
$$

which we have already established. It suffices to note that any point $(x, y, z) \in \mathcal{C}$ with $z>0$ can be written in the form

$$
\left(\bar{x}+d_{1}+d_{2}+\ldots+d_{n}, y, \sqrt{|\bar{x}|^{2}+\left|d_{1}\right|^{2}+\left|d_{2}\right|^{2}+\ldots+\left|d_{n}\right|^{2}}\right)
$$

for appropriate choice of vectors $\bar{x}, d_{1}, d_{2}, \ldots$ and $d_{n}$. A straightforward proof of this fact is left to the reader.

The method, after straightforward modifications, can be applied in many other settings. For example, if we want to establish (2.1) for nonnegative BMO functions $\varphi$ only, we need to take $\mathcal{H}=\mathbb{R}$ and change the definition of $\mathcal{C}$ to

$$
\{(x, y, z) \in[0, \infty) \times[0, \infty) \times(0, \infty)\} \cup\{(0,0,0)\}
$$

Another modification, which will be used below, concerns the case in which $\varphi$ is assumed to be bounded and there are no additional assumptions on the mean oscillation of $\varphi$. Then the method rests on the existence of appropriate special functions of two variables; we may remove the variable $y$, which controls the BMO norm of $\varphi$. To be more precise, suppose that $\mathcal{B}$ is the unit ball of $\mathcal{H}$ and let $V: \mathcal{B} \times[0, \infty) \rightarrow \mathbb{R}, \alpha: \mathcal{B} \rightarrow \mathbb{R}$ be given functions. Suppose we are interested in showing (2.1) for all simple $\varphi: \mathcal{I} \rightarrow \mathcal{B}$. Put $\mathcal{C}=(\mathcal{B} \times(0, \infty)) \cup\{(0,0)\}$. Then
the validity of the estimate is equivalent to the existence of a function $U: \mathcal{C} \rightarrow \mathbb{R}$, which satisfies

$$
\begin{array}{ll}
U(x, z) \geq V(x, z) & \text { for all }(x, z) \in \mathcal{C} \\
U(x,|x|) \leq \alpha(x) & \text { for all } x \in \mathcal{B} \tag{2.9}
\end{array}
$$

and the further condition that for any $(x, z) \in \mathcal{C}$ and any $d \in \mathcal{H}$ such that $x \pm d \in \mathcal{B}$ we have

$$
\begin{equation*}
U(x, z) \geq \frac{1}{2}\left[U\left(x+d, \sqrt{x^{2}+|d|^{2}}\right)+U\left(x-d, \sqrt{z^{2}+|d|^{2}}\right)\right] \tag{2.10}
\end{equation*}
$$

Essentially, the proof of the equivalence is a word-by-word repetition of the reasoning presented above. We leave the details to the interested reader; consult also Slavin and Vasyunin [15].

### 2.2. Applications: proofs of Theorem 1.1 and Theorem 1.2.

Proof of (1.3) for $p \geq 2$. By Lebesgue's monotone convergence theorem, it suffices to prove the claim for simple functions $\varphi$ only. The estimate (1.3) is of the form (2.1), with the following choice of parameters:

$$
V(x, z)=z^{p} \quad \text { and } \quad \alpha(x)=e^{|x|^{2}} \int_{|x|^{2}}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s
$$

The corresponding special function $U: \mathcal{C} \rightarrow \mathbb{R}$ is given by

$$
U(x, y, z)=\left(y-|x|^{2}\right) e^{z^{2}} \int_{z^{2}}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s+\left(1+|x|^{2}-y\right) z^{p}
$$

Let us check the conditions (2.2)-(2.4). The majorization is trivial; in fact, both sides are equal. The condition (2.3) is also straightforward: if $s \geq|x|^{2}$, then $s^{p / 2} \geq|x|^{p}$ and hence

$$
\begin{aligned}
U(x, y,|x|) & =\left(y-|x|^{2}\right) e^{|x|^{2}} \int_{|x|^{2}}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s+\left(1+|x|^{2}-y\right)|x|^{p} \\
& \leq\left(y-|x|^{2}\right) e^{|x|^{2}} \int_{|x|^{2}}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s+\left(1+|x|^{2}-y\right) e^{|x|^{2}} \int_{|x|^{2}}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s \\
& =\alpha(x, y)
\end{aligned}
$$

Finally, (2.4) is equivalent to

$$
\begin{aligned}
\left(y-|x|^{2}-|d|^{2}\right) e^{z^{2}+|d|^{2}} & \int_{z^{2}+|d|^{2}}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s+\left(1+|x|^{2}+|d|^{2}-y\right)\left(z^{2}+|d|^{2}\right)^{p / 2} \\
& \leq\left(y-|x|^{2}\right) e^{z^{2}} \int_{z^{2}}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s+\left(1+|x|^{2}-y\right) z^{p}
\end{aligned}
$$

If we substitute $A=y-|x|^{2} \in[0,1], Z=z^{2} \geq 0$, we see that all we need is to show that the function

$$
F(D):=(A-D) e^{Z+D} \int_{Z+D}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s+(1-A+D)(Z+D)^{p / 2}
$$

is nonincreasing on $[0, \infty)$. A little calculation yields

$$
\begin{aligned}
F^{\prime}(D) & =(1-A+D)\left[(Z+D)^{p / 2}+\frac{p}{2}(Z+D)^{p / 2-1}-e^{Z+D} \int_{Z+D}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s\right] \\
& =-\frac{p}{2}\left(\frac{p}{2}-1\right)(1-A+D) e^{Z+D} \int_{Z+D}^{\infty} e^{-s} s^{p / 2-2} \mathrm{~d} s \leq 0
\end{aligned}
$$

This completes the proof of (2.4) and the inequality (1.3) is established.
Sharpness of (1.3) for $p \geq 2$. Here we exploit Theorem 2.2. Fix a function $\beta: \mathbb{R} \rightarrow$ $\mathbb{R}$ and suppose that the inequality

$$
\int_{\mathcal{I}} S^{p}(\varphi) \leq \beta\left(\langle\varphi\rangle_{\mathcal{I}}\right)
$$

holds true for all simple real-valued $\varphi$ on $\mathcal{I}$ satisfying $\|\varphi\|_{B M O} \leq 1$. By Theorem 2.2 , the function $U^{0}$, given by (2.7), belongs to the class $\mathcal{U}(V)$ (here, as previously, $V(x, z)=z^{p}$ ). For any simple $\varphi: I \rightarrow \mathbb{R}$ and any $d \in \mathbb{R}$, we easily check that $\|\varphi\|_{B M O}=\|\varphi+d\|_{B M O}$ and, in addition, $\varphi \in \mathcal{M}\left(x, x^{2}+1\right)$ if and only if $\varphi+d \in$ $\mathcal{M}\left(x+d,(x+d)^{2}+1\right)$. In consequence, since $S^{2}(\varphi+d)-\langle\varphi+d\rangle_{\mathcal{I}}^{2}=S^{2}(\varphi)-\langle\varphi\rangle_{\mathcal{I}}^{2}$, we obtain the following additional property of $U^{0}$ : for any $x \in \mathbb{R}$ and $z>0$,

$$
\begin{align*}
U^{0}\left(x, x^{2}+1, z\right) & =\sup _{\varphi \in \mathcal{M}\left(x, x^{2}+1\right)}\left\{\int_{\mathcal{I}}\left(z^{2}-x^{2}+S^{2}(\varphi)\right)^{p}\right\} \\
& =\sup _{\varphi \in \mathcal{M}\left(x, x^{2}+1\right)}\left\{\int_{\mathcal{I}}\left(z^{2}-(x+d)^{2}+S^{2}(\varphi+d)\right)^{p}\right\}  \tag{2.11}\\
& =\sup _{\varphi \in \mathcal{M}\left(x+d,(x+d)^{2}+1\right)}\left\{\int_{\mathcal{I}}\left(z^{2}-(x+d)^{2}+S^{2}(\varphi)\right)^{p}\right\} \\
& =U^{0}\left(x+d,(x+d)^{2}+1, z\right)
\end{align*}
$$

Now we are ready to prove the sharpness. By (2.4), we have, for any $x>0, z>0$ and any $d \in(0,1)$,

$$
\begin{align*}
& U^{0}\left(x, x^{2}+1, z\right) \geq \frac{1}{2}\left[U^{0}\left(x-d, x^{2}+1-2 x d, \sqrt{x^{2}+d^{2}}\right)\right.  \tag{2.12}\\
&\left.+U^{0}\left(x+d, x^{2}+1+2 x d, \sqrt{x^{2}+d^{2}}\right)\right]
\end{align*}
$$

Next, note that for any $x, z$, the function $U(x, \cdot, z)$, given on $\left[x^{2}, x^{2}+1\right]$, is midconcave and hence concave, since $U^{0}$ is locally bounded from below (see the previous subsection). Thus,

$$
\begin{aligned}
U^{0}\left(x-d, x^{2}+1-2 x d, \sqrt{z^{2}+d^{2}}\right)= & U^{0}\left(x-d,(x-d)^{2}+1-d^{2}, \sqrt{z^{2}+d^{2}}\right) \\
\geq & d^{2} U^{0}\left(x-d,(x-d)^{2}, \sqrt{z^{2}+d^{2}}\right) \\
& +\left(1-d^{2}\right) U^{0}\left(x-d,(x-d)^{2}+1, \sqrt{z^{2}+d^{2}}\right) \\
\geq & d^{2}\left(z^{2}+d^{2}\right)^{p / 2} \\
& +\left(1-d^{2}\right) U^{0}\left(x, x^{2}+1, \sqrt{x^{2}+d^{2}}\right)
\end{aligned}
$$

where in the last passage we have used (2.2) and (2.11). The analogous reasoning leads to the same lower bound for $U^{0}\left(x+d, x^{2}+1+2 x d, \sqrt{z^{2}+d^{2}}\right)$. Plugging these
two estimates into (2.12) yields

$$
U^{0}\left(x, x^{2}+1, z\right) \geq d^{2}\left(z^{2}+d^{2}\right)^{p / 2}+\left(1-d^{2}\right) U^{0}\left(x, x^{2}+1, \sqrt{x^{2}+d^{2}}\right)
$$

Therefore, by induction,

$$
\begin{aligned}
& U^{0}\left(x, x^{2}+1, x\right) \\
& \quad \geq d^{2} \sum_{k=1}^{n}\left(1-d^{2}\right)^{k-1}\left(x^{2}+k d^{2}\right)^{p / 2}+\left(1-d^{2}\right)^{n} U^{0}\left(x, x^{2}+1, \sqrt{x^{2}+n d^{2}}\right) \\
& \quad \geq d^{2} \sum_{k=1}^{n}\left(1-d^{2}\right)^{k-1}\left(x^{2}+k d^{2}\right)^{p / 2} .
\end{aligned}
$$

Here, in the last line, we have used the fact that the function $V$ is nonnegative and hence so is $U^{0}$, by the very definition. Let $n \rightarrow \infty$ and pick $c>1$. If $d$ is sufficiently close to 0 , then $1-d^{2} \geq e^{-c d^{2}}$ and hence we obtain that

$$
U^{0}\left(x, x^{2}+1, x\right) \geq d^{2} \sum_{k=1}^{\infty} e^{-c(k-1) d^{2}}\left(x^{2}+k d^{2}\right)^{p / 2} \xrightarrow{d \rightarrow 0} e^{x^{2}} \int_{x^{2}}^{\infty} e^{-c s} s^{p / 2} \mathrm{~d} s
$$

Since $c>1$ was arbitrary, (2.3) implies

$$
\beta(x) \geq U^{0}\left(x, x^{2}+1, x\right) \geq e^{x^{2}} \int_{x^{2}}^{\infty} e^{-s} s^{p / 2} \mathrm{~d} s
$$

which is the desired sharpness.
Proof of (1.3), $0<p<2$. Though the bound follows easily from Jensen inequality:

$$
\left.\int_{\mathcal{I}} S^{p}(\varphi) \leq\left[\int_{\mathcal{I}} S^{2}(\varphi)\right]^{p / 2}=\left.\langle | \varphi\right|^{2}\right\rangle_{\mathcal{I}}^{p / 2} \leq\left(\left|\langle\varphi\rangle_{\mathcal{I}}\right|^{2}+1\right)^{p / 2}
$$

it is instructive to see how it can be established using the above methodology. We see that the estimate is of the form (2.1), with

$$
V(x, z)=z^{p} \quad \text { and } \quad \alpha(x)=\left(|x|^{2}+1\right)^{p / 2}
$$

Consider the function $U: \mathcal{C} \rightarrow \mathbb{R}$ given by $U(x, y, z)=\left(y-|x|^{2}+z^{2}\right)^{p / 2}$. Then $U \in \mathcal{U}(V)$ : indeed, the conditions (2.2) and (2.3) are trivial, while (2.4) follows from the concavity of the function $t \mapsto t^{p / 2}, t \geq 0$ :

$$
\begin{aligned}
& U\left(x+d, y+e, \sqrt{z^{2}+d^{2}}\right)+U\left(x-d, y-e, \sqrt{z^{2}+d^{2}}\right) \\
& =\left(y-|x|^{2}+z^{2}+(e-2 x \cdot d)\right)^{p / 2}+\left(y-|x|^{2}+z^{2}-(e-2 x \cdot d)\right)^{p / 2} \\
& \leq 2\left(y-|x|^{2}+z^{2}\right)^{p / 2}=2 U(x, y, z) .
\end{aligned}
$$

This finishes the proof.
Sharpness of (1.3), $0<p<2$. This time the simplest approach is to provide an appropriate example. For any $x \in \mathbb{R}$, put $\varphi=x+h_{1}$ and observe that $\langle\varphi\rangle_{\mathcal{I}}=x$ and $S(\varphi)=\sqrt{\langle\varphi\rangle_{\mathcal{I}}^{2}+1}$. Thus, both sides of (1.3) are equal and hence the bound is sharp.

Proof of (1.4). This follows immediately from the above considerations. Indeed, for any $c<1$ and any $\varphi: I \rightarrow \mathcal{H}$ with $\|\varphi\|_{B M O} \leq 1$,

$$
\begin{aligned}
\int_{\mathcal{I}} e^{c S^{2}(\varphi)} & =\sum_{k=0}^{\infty} \frac{c^{k}}{k!} \int_{\mathcal{I}} S^{2 k}(\varphi) \\
& \leq \sum_{k=0}^{\infty} \frac{c^{k}}{k!} e^{\langle\varphi\rangle_{\mathcal{I}}^{2}} \int_{\langle\varphi\rangle_{\mathcal{I}}^{2}}^{\infty} e^{-s} s^{k} \mathrm{~d} s \\
& =e^{\langle\varphi\rangle_{\mathcal{I}}^{2}} \int_{\langle\varphi\rangle_{\mathcal{I}}^{2}}^{\infty} e^{-s} e^{c s} \mathrm{~d} s=\frac{e^{c\langle\varphi\rangle_{\mathcal{I}}^{2}}}{1-c}
\end{aligned}
$$

which is the claim.
Sharpness of (1.4) for $\mathcal{H}=\mathbb{R}$. Again, we make use of Theorem 2.2. Fix $c \in(0,1)$, a function $\beta: \mathbb{R} \rightarrow \mathbb{R}$ and suppose that the inequality

$$
\left.\int_{\mathcal{I}} e^{c S^{2}(\varphi)} \leq \beta(\varphi\rangle_{\mathcal{I}}\right)
$$

holds true for all simple $\varphi: \mathcal{I} \rightarrow \mathbb{R}$ satisfying $\|\varphi\|_{B M O} \leq 1$. Let $V: \mathbb{R} \times[0, \infty) \rightarrow \mathbb{R}$ be given by $V(x, z)=e^{c z^{2}}$ and let $U^{0}$ be defined by (2.7). Repeating the reasoning leading to (2.11), we see that here we also have

$$
\begin{equation*}
U^{0}\left(x, x^{2}+1, z\right)=U^{0}\left(x+d,(x+d)^{2}+1, z\right) \tag{2.13}
\end{equation*}
$$

for all $x \in \mathbb{R}, z>0$ and $d \in \mathbb{R}$. Furthermore, for all $(x, y, z) \in \mathcal{C}$ and $d>0$,

$$
\begin{align*}
U^{0}\left(x, y, \sqrt{z^{2}+d^{2}}\right) & =\sup _{\varphi \in \mathcal{M}(x, y)}\left\{\int_{\mathcal{I}} e^{c\left(z^{2}+d^{2}-x^{2}+S^{2}(\varphi)\right)}\right\} \\
& =e^{c d^{2}} \sup _{\varphi \in \mathcal{M}(x, y)}\left\{\int_{\mathcal{I}} e^{c\left(z^{2}-x^{2}+S^{2}(\varphi)\right)}\right\}=e^{c d^{2}} U^{0}(x, y, z) . \tag{2.14}
\end{align*}
$$

Finally, a reasoning similar to that presented above yields that for any $d \in(-1,1)$,

$$
\begin{aligned}
& U^{0}\left(x-d, x^{2}+1-2 x d, \sqrt{x^{2}+d^{2}}\right) \\
& \quad=U^{0}\left(x-d,(x-d)^{2}+1-d^{2}, \sqrt{x^{2}+d^{2}}\right) \\
& \quad \geq d^{2} U^{0}\left(x-d,(x-d)^{2}, \sqrt{x^{2}+d^{2}}\right)+\left(1-d^{2}\right) U^{0}\left(x-d,(x-d)^{2}+1, \sqrt{x^{2}+d^{2}}\right) \\
& \quad \geq d^{2} e^{c\left(x^{2}+d^{2}\right)}+\left(1-d^{2}\right) U^{0}\left(x, x^{2}+1, \sqrt{x^{2}+d^{2}}\right) \\
& \quad=d^{2} e^{c\left(x^{2}+d^{2}\right)}+\left(1-d^{2}\right) e^{c d^{2}} U^{0}\left(x, x^{2}+1,|x|\right)
\end{aligned}
$$

where in the last passage we have used (2.14). Now, write down (2.12), combine it with the above lower bound and calculate a little bit to obtain

$$
U^{0}\left(x, x^{2}+1,|x|\right) \geq \frac{e^{c\left(x^{2}+d^{2}\right)}}{1-\left(1-d^{2}\right) e^{c d^{2}}}
$$

Letting $d \rightarrow 0$ and applying (2.3) gives

$$
\beta(x) \geq U^{0}\left(x, x^{2}+1,|x|\right) \geq \frac{e^{c x^{2}}}{1-c} .
$$

Thus the bound (1.4) is optimal.

## 3. INEQUALITY FOR BOUNDED FUNCTIONS

Now we will study the case in which the functions $\varphi$ are bounded by 1. It will be convenient to make use of some classical probabilistic arguments. Throughout this section, $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space, equipped with a continuous-time filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, and $X=\left(X_{t}\right)_{t \geq 0}$ is an adapted, one-dimensional Brownian motion starting from the origin. Then $[X, X]$, the quadratic covariance process (square bracket) of $X$ is given by $[X, X]_{t}=t$; for the necessary definitions, we refer the reader to Dellacherie and Meyer [4].

As in the BMO setting, the main difficulty lies in proving the $L^{p}$ estimates (1.5) for $p \geq 2$. Fix such a number $p$ and let $S$ denote the strip $[-1,1] \times[0, \infty)$. Consider a function $v: S \rightarrow \mathbb{R}$, satisfying the heat equation

$$
\begin{equation*}
v_{y}+\frac{1}{2} v_{x x}=0 \tag{3.1}
\end{equation*}
$$

with the boundary condition $v( \pm 1, y)=y^{p}, y \geq 0$. It is well-known (and follows immediately from some very basic facts from semigroup theory; see e.g. Revuz and Yor [12]) that $v$ admits the following stochastic representation: if $\tau_{x}=\inf \{t$ : $\left.\left|x+X_{t}\right| \geq 1\right\}$ is the first exit time of the process $\left(\left(t, x+X_{t}\right)\right)_{t \geq 0}$ from the strip $S$, then

$$
\begin{equation*}
v(x, y)=\mathbb{E}\left(y+\tau_{x}\right)^{p / 2} \tag{3.2}
\end{equation*}
$$

Clearly, $v$ is of class $C^{\infty}$ in the interior of the strip $S$ and continuous up to its boundary. In fact, it is not difficult to write down the explicit integral formula for $v$. However, we will not do this; we will only need the explicit value of $v$ at the point $(0,0)$, which can be directly derived from (3.2).

Let us gather some further information on $v$.
Lemma 3.1. The function $v$ has the following properties.
(i) We have $v_{y} \geq 0$ and $v_{y y} \geq 0$ in the interior of $S$.
(ii) For any $y \geq 0$, the function $v(\cdot, y)$ is even and concave.
(iii) We have

$$
v(0,0)=\frac{\Gamma(p+1) 2^{p / 2-1}}{\Gamma\left(\frac{p+1}{2}\right) \pi^{p-3 / 2}} \cdot \frac{1-\frac{1}{3^{p+1}}+\frac{1}{5^{p+1}}-\frac{1}{7^{p+1}}+\ldots}{1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\frac{1}{7^{2}}+\ldots}
$$

Proof. (i) The bound $v_{y} \geq 0$ is obvious. The inequality $v_{y y} \geq 0$ follows from (3.2) and the convexity of the function $t \mapsto t^{p / 2}$ on $[0, \infty)$. Indeed, if $y_{1}, y_{2} \geq 0$ and $\lambda \in(0,1)$, then

$$
\begin{equation*}
\lambda \mathbb{E}\left(y_{1}+\tau_{x}\right)^{p / 2}+(1-\lambda) \mathbb{E}\left(y_{2}+\tau_{x}\right)^{p / 2} \geq \mathbb{E}\left(\lambda y_{1}+(1-\lambda) y_{2}+\tau_{x}\right)^{p / 2} \tag{3.3}
\end{equation*}
$$

(ii) The first assertion follows at once from the stochastic representation of $v$ and the fact that $\left(-X_{t}\right)_{t \geq 0}$ is also a Brownian motion. The second property is an immediate consequence of (3.1) and part (i).
(iii) Let $Y=\left(Y_{t}\right)_{t \geq 0}$ be a Brownian motion independent of $X$. It is a classical result that $Y_{\tau_{0}}$ has the density $g(u)=e^{-\pi u / 2} /\left(1+e^{-\pi u}\right)$. The process $Y$ is
independent from $\tau_{0}$, so $Y_{\tau_{0}}$ has the same distribution as $\tau_{0}^{1 / 2} Y_{1}$ and thus

$$
\begin{align*}
v(0,0) & =\mathbb{E} \tau_{0}^{p / 2}=\frac{\mathbb{E}\left|Y_{\tau_{0}}\right|^{p}}{\mathbb{E}\left|Y_{1}\right|^{p}} \\
& =\frac{\sqrt{\pi}}{2^{p / 2} \Gamma\left(\frac{p+1}{2}\right)} \int_{\mathbb{R}}|x|^{p} \frac{e^{-\pi x / 2}}{1+e^{-\pi x}} \mathrm{~d} x \\
& =\frac{2 \sqrt{\pi}}{2^{p / 2} \Gamma\left(\frac{p+1}{2}\right)} \int_{0}^{\infty} x^{p} \sum_{k=0}^{\infty}(-1)^{k} e^{-(2 k+1) \pi x / 2} \mathrm{~d} x  \tag{3.4}\\
& =\frac{\sqrt{\pi}}{2^{p / 2-1} \Gamma\left(\frac{p+1}{2}\right)} \sum_{k=0}^{\infty}\left(\frac{(2 k+1) \pi}{2}\right)^{-p-1} \int_{0}^{\infty} x^{p} e^{-x} \mathrm{~d} x \\
& =\frac{\Gamma(p+1) 2^{p / 2-1}}{\Gamma\left(\frac{p+1}{2}\right) \pi^{p-3 / 2}} \cdot \frac{1-\frac{1}{3^{p+1}}+\frac{1}{5^{p+1}}-\frac{1}{7^{p+1}}+\ldots}{1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\frac{1}{7^{2}}+\ldots} .
\end{align*}
$$

Here, in the last passage, we have used the identity

$$
\frac{\pi^{2}}{8}=1+\frac{1}{3^{2}}+\frac{1}{5^{2}}+\frac{1}{7^{2}}+\ldots
$$

Proof of (1.5). Suppose first that $p \geq 2$. For any $(x, y) \in \mathcal{B} \times[0, \infty)$, let $V(x, y)=$ $y^{p}, \alpha(x)=v(0,0)$ and $U(x, y)=v\left(|x|, y^{2}\right)$. We will prove that the conditions (2.8)(2.10) are satisfied. The majorization follows immediately from the concavity of $v(\cdot, y)$ and the fact that $U(x, y)=V(x, y)$ for $x$ lying on the unit sphere. To prove (2.9), note that for $t \in(0,1)$,

$$
\frac{\mathrm{d}}{\mathrm{dt}} v\left(t, t^{2}\right)=v_{x}\left(t, t^{2}\right)+2 t v_{y}\left(t, t^{2}\right)=v_{x}\left(t, t^{2}\right)-t v_{x x}\left(t, t^{2}\right) .
$$

By parts (i) and (ii) of Lemma 3.1, we have $v_{x}\left(0, t^{2}\right)=0, v_{x x x}\left(0, t^{2}\right)=0$ and $v_{x x x x}=4 v_{y y} \geq 0$, which implies $v_{x x x}\left(\cdot, t^{2}\right) \geq 0$ on $[0,1]$. Thus, by the mean-value theorem, there is $t^{\prime} \in(0, t)$ such that $v_{x}\left(t, t^{2}\right)=t v_{x x}\left(t^{\prime}, t^{2}\right)$ and

$$
\frac{\mathrm{d}}{\mathrm{dt}} v\left(t, t^{2}\right)=t\left(v_{x x}\left(t^{\prime}, t^{2}\right)-v_{x x}\left(t, t^{2}\right)\right) \leq 0
$$

In consequence, $U(x,|x|)=v\left(x,|x|^{2}\right) \leq v(0,0)$. Finally, we turn to (2.4). Fix $x, d \in \mathcal{H}$ and $y \geq 0$ such that $|x| \leq 1,|x+d| \leq 1$. We must prove that

$$
\begin{equation*}
v\left(|x+d|, y^{2}+|d|^{2}\right)+v\left(|x-d|, y^{2}+|d|^{2}\right) \leq 2 v\left(|x|, y^{2}\right) \tag{3.5}
\end{equation*}
$$

The left-hand side can be written in the form $F(2 x \cdot d)$, where

$$
F(s)=v\left(\sqrt{A-s}, y^{2}+|d|^{2}\right)+v\left(\sqrt{A+s}, y^{2}+|d|^{2}\right)
$$

and $A=|x|^{2}+|d|^{2}$. The function $F$ is nondecreasing on $[0,2|x||d|]$ : we have

$$
F^{\prime}(s)=-\frac{v_{x}\left(\sqrt{A-s}, y^{2}+|d|^{2}\right)}{2 \sqrt{A-s}}+\frac{v_{x}\left(\sqrt{A+s}, y^{2}+|d|^{2}\right)}{2 \sqrt{A+s}} \geq 0
$$

where the latter bound is due to $\frac{d}{d x}\left(v_{x}(x, y) / x\right)=\left(x v_{x x}(x, y)-v_{x}(x, y)\right) x^{-2} \geq 0$ for $x>0$ (see the above verification of (2.9)). Furthermore, $F$ is even; thus, it suffices to prove (3.5) for $x \cdot d=|x||d|$, i.e. in the case when $x$ and $d$ are linearly dependent. Introduce an auxiliary continuous function $G:[0,1] \rightarrow \mathbb{R}$, given by

$$
G(t)=v\left(|x+t d|, y^{2}+t^{2}|d|^{2}\right)+v\left(|x-t d|, y^{2}+t^{2}|d|^{2}\right) .
$$

We will prove that $G$ is nonincreasing, which will immediately yield (3.5). Fix $t \in(0,1)$ satisfying $x \pm t d \neq 0$ and let $x_{ \pm}=|x \pm t d|, y_{+}=\sqrt{y^{2}+t^{2}|d|^{2}}$. Since $x \cdot d=|x||d|, G^{\prime}(t)$ equals

$$
\begin{aligned}
& v_{x}\left(x_{+}, y_{+}^{2}\right) \frac{(x+t d) \cdot d}{|x+t d|}-v_{x}\left(x_{-}, y_{+}^{2}\right) \frac{(x-t d) \cdot d}{|x-t d|}+2\left(v_{y}\left(x_{-}, y_{+}^{2}\right)+v_{y}\left(x_{+}, y_{+}^{2}\right)\right) t|d|^{2} \\
& =v_{x}\left(x_{+}, y_{+}^{2}\right)|d|-v_{x}\left(x_{-}, y_{+}^{2}\right) \frac{(|x|-t|d|)|d|}{|x-t d|}-\left(v_{x x}\left(x_{-}, y_{+}^{2}\right)+v_{x x}\left(x_{+}, y_{+}^{2}\right)\right) t|d|^{2}
\end{aligned}
$$

Now, if $|x| \geq t|d|$, the above expression is equal to

$$
\begin{aligned}
& |d|\left[v_{x}\left(x_{+}, y_{+}^{2}\right)-v_{x}\left(x_{-}, y_{+}^{2}\right)-\left(v_{x x}\left(x_{-}, y_{+}^{2}\right)+v_{x x}\left(x_{+}, y_{+}^{2}\right)\right) t|d|\right] \\
& =|d|\left[\int_{x_{-}}^{x_{+}} v_{x x}\left(s, y_{+}^{2}\right) \mathrm{d} s-\left(v_{x x}\left(x_{-}, y_{+}^{2}\right)+v_{x x}\left(x_{+}, y_{+}^{2}\right)\right) \frac{\left|x_{+}-x_{-}\right|}{2}\right]
\end{aligned}
$$

which is nonpositive: this follows at once from the estimates $v_{x x} \leq 0$ and $v_{x x x x} \geq 0$, which we have already established above. Similarly, if $t|d|>|x|$, then

$$
\begin{aligned}
G^{\prime}(t) & =|d|\left[v_{x}\left(x_{+}, y_{+}^{2}\right)+v_{x}\left(x_{-}, y_{+}^{2}\right)-\left(v_{x x}\left(x_{-}, y_{+}^{2}\right)+v_{x x}\left(x_{+}, y_{+}^{2}\right)\right) t|d|\right] \\
& =|d|\left[\int_{-x_{-}}^{x_{+}} v_{x x}\left(s, y_{+}^{2}\right) \mathrm{d} s-\left(v_{x x}\left(x_{-}, y_{+}^{2}\right)+v_{x x}\left(x_{+}, y_{+}^{2}\right)\right) \frac{\left|x_{+}+x_{-}\right|}{2}\right] \leq 0,
\end{aligned}
$$

because of the same reasons as above. This completes the proof of (2.10) and hence (1.5) is established for $p \geq 2$. If $0<p<2$, then the estimate follows immediately from Jensen's inequality combined with the case $p=2$, or by the use of the function $U(x, z)=\left(1-|x|^{2}+z^{2}\right)^{p / 2}$. Since the calculations are the same as in the BMO case, we omit them.

Sharpness. For $0<p \leq 2$, the optimality of the constant is trivial, so assume that $p>2$. Suppose that the best constant in (1.5) (for real-valued functions) equals $c_{p}$. Apply the version of Theorem 2.2: the function $U^{0}:([-1,1] \times(0, \infty)) \cup\{(0,0)\} \rightarrow \mathbb{R}$, given by

$$
U^{0}(x, z)=\sup \left\{\mathbb{E}\left(z^{2}-x^{2}+S^{2}(\varphi)\right)^{p / 2} \mid \varphi: \mathcal{I} \rightarrow[-1,1],\langle\varphi\rangle_{\mathcal{I}}=x\right\}
$$

satisfies (2.8), (2.9) and (2.10) with $V(x, z)=z^{p / 2}$ and $\alpha(x)=c_{p}^{p}$. Next, let $N$ be a positive integer. Introduce the family $\left(\tau_{n}^{N}\right)_{n \geq 0}$ of stopping times, given by $\tau_{0} \equiv 0$ and, for $n \geq 1$,

$$
\tau_{n}^{N}=\inf \left\{t>\tau_{n-1}^{N}:\left|X_{t}-X_{\tau_{n-1}^{N}}\right| \geq 1 / N\right\}
$$

Then $\left(R_{n}\right)_{n \geq 0}=\left(X_{\tau_{n}^{N}}\right)_{n \geq 0}$ is a symmetric random walk of step of size $1 / N$. Consider the stopping time $\sigma^{N}=\inf \left\{n:\left|R_{n}\right|=1\right\}$. If $\sigma^{N}>n$ and we apply (2.10) to $x=R_{n}, z=\sqrt{n} / N$ and $d=R_{n+1}-R_{n}$, then we get

$$
U^{0}\left(R_{n}, \sqrt{n} / N\right) \geq \frac{1}{2}\left[U^{0}\left(R_{n+1}, \sqrt{n+1} / N\right)+U^{0}\left(R_{n}-\left(R_{n+1}-R_{n}\right), \sqrt{n+1} / N\right)\right]
$$

Since $R_{n+1}-R_{n}$ is symmetric and independent from the event $\left\{\sigma^{N}>n\right\}$, the above estimate yields

$$
\mathbb{E} U^{0}\left(R_{n}, \sqrt{n} / N\right) \chi_{\left\{\sigma^{N}>n\right\}} \geq \mathbb{E} U^{0}\left(R_{n+1}, \sqrt{n+1} / N\right) \chi_{\left\{\sigma^{N}>n\right\}},
$$

which can be rewritten in the form

$$
\mathbb{E} U^{0}\left(R_{\sigma^{N} \wedge n}, \sqrt{\sigma^{N} \wedge n} / N\right) \geq \mathbb{E} U^{0}\left(R_{\sigma^{N} \wedge(n+1)}, \sqrt{\sigma^{N} \wedge(n+1)} / N\right)
$$

Consequently, applying (2.9) and then (2.8), we get

$$
c_{p}^{p} \geq U^{0}(0,0) \geq \mathbb{E} U^{0}\left(R_{\sigma^{N} \wedge n}, \sqrt{\sigma^{N} \wedge n} / N\right) \geq \mathbb{E}\left(\sqrt{\sigma^{N} \wedge n} / N\right)^{p}
$$

and hence, by Lebesgue's monotone convergence theorem,

$$
\begin{equation*}
\mathbb{E}\left(\sqrt{\sigma_{N}} / N\right)^{p} \leq c_{p}^{p} \tag{3.6}
\end{equation*}
$$

However, by the very definition of $\left(\tau_{n}^{N}\right)$ and $\sigma^{N}$, we have that $\tau:=\tau_{\sigma^{N}}^{N}$ is the first exit time of $X$ from the interval $[-1,1]$. Since $\sup _{0 \leq k<\sigma^{N}}\left|\tau_{k+1}^{N}-\tau_{k}^{N}\right| \rightarrow 0$ almost surely as $N \rightarrow \infty$, we have

$$
\frac{\sigma^{N}}{N^{2}}=\sum_{k=0}^{\sigma^{N}-1}\left|X_{\tau_{k+1}^{N}}-X_{\tau_{k}^{N}}\right|^{2} \rightarrow[X, X]_{\tau}=\tau
$$

in probability as $N \rightarrow \infty$ (see Dellacherie and Meyer [4]). Thus, by (3.6) and Fatou's lemma,

$$
\mathbb{E} \tau^{p / 2} \leq c_{p}^{p}
$$

However, the left hand side is precisely $v(0,0)$, by virtue of (3.2), and this shows that $[v(0,0)]^{1 / p}$ is indeed the optimal constant in (1.5).

Proof of (1.6). By (1.5), for any nonnegative integer $n$ we have

$$
\mathbb{E} S^{2 n}(\varphi) \leq \frac{\sqrt{\pi}}{2^{n} \Gamma\left(\frac{2 n+1}{2}\right)} \int_{\mathbb{R}}|x|^{2 n} \frac{e^{\pi x / 2}}{1+e^{\pi x}} \mathrm{~d} x
$$

see the second line in (3.4). In consequence, for any $0<c<\pi^{2} / 8$ we may write

$$
\begin{aligned}
\mathbb{E} \exp \left(c S^{2}(\varphi)\right) & \leq \sum_{n=0}^{\infty} \frac{\sqrt{\pi} c^{n}}{2^{n} \Gamma\left(\frac{2 n+1}{2}\right) n!} \int_{\mathbb{R}}|x|^{2 n} \frac{e^{\pi x / 2}}{1+e^{\pi x}} \mathrm{~d} x \\
& =\int_{\mathbb{R}} \sum_{n=0}^{\infty} \frac{(\sqrt{2 c}|x|)^{2 n}}{(2 n)!} \frac{e^{\pi x / 2}}{1+e^{\pi x}} \mathrm{~d} x \\
& =\int_{\mathbb{R}} \cosh (\sqrt{2 c} x) \frac{e^{\pi x / 2}}{1+e^{\pi x}} \mathrm{~d} x .
\end{aligned}
$$

Using the residue theorem, one easily verifies that for any $a \in(0, \pi)$ we have

$$
\int_{\mathbb{R}} \frac{e^{a x}}{1+e^{\pi x}} \mathrm{~d} x=(\sin a)^{-1}
$$

Plugging this above yields the desired estimate.
Sharpness. This can be shown exactly in the same manner as in the case of (1.5). We leave the details to the reader.

## References

[1] M. Abramowitz and I. A. Stegun, editors, Handbook of Mathematical Functions with formulas, graphs and mathematical tables, Reprint of the 1972 edition, Dover Publications, Inc., New York, 1992.
[2] B. Bollobás, Martingale inequalities, Math. Proc. Cambridge Phil. Soc. 87 (1980), 377-382.
[3] B. Davis, On the $L^{p}$ norms of stochastic integrals and other martingales, Duke Math. J. 43 (1976), 697-704.
[4] C. Dellacherie and P.-A. Meyer, Probabilities and potential B: Theory of martingales, North Holland, Amsterdam, 1982.
[5] A. M. Garsia, Martingale Inequalities: Seminar Notes on Recent Progress, Benjamin, Reading, Massachusetts, 1973.
[6] F. John and L. Nirenberg, On functions of bounded mean oscillation, Comm. Pure and Appl. Math. 14 (1961), 415-426.
[7] J. E. Littlewood, On bounded bilinear forms in an infinite number of variables, Quart. J. Math. Oxford 1 (1930), 164-174.
[8] J. Marcinkiewicz, Quelques théorèmes sur les séries orthogonales, Ann. Soc. Polon. Math., 16 (1937), 84-96.
[9] A. Osȩkowski, On the best constant in the weak type inequality for the square function of a conditionally symmetric martingale, Statist. Probab. Lett. 79 (2009), pp. 1536-1538.
[10] R. E. A. C. Paley, A remarkable series of orthogonal functions I, Proc. London Math. Soc., 34 (1932), 241-264.
[11] G. Pisier and Q. Xu, Non-commutative martingale inequalities, Commun. Math. Phys. 189 (1997), 667-698.
[12] D. Revuz and M. Yor, Continuous martingales and Brownian motion, third edition, Springer, Berlin, 1999.
[13] E. M. Stein, The development of square functions in the work of A. Zygmund, Bull. Amer. Math. Soc. 7 (1982), 359-376.
[14] E. M. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality and Oscillatory Integrals, Princeton University Press, Princeton, NJ, 1993.
[15] L. Slavin and V. Vasyunin Sharp results in the integral-form John-Nirenberg inequality, Trans. Amer. Math. Soc. 363 (2011), 4135-4169.
[16] G. Wang, Sharp inequalities for the conditional square function of a martingale, Ann. Probab. 19 (1991), 1679-1688.

Department of Mathematics, Informatics and Mechanics, University of Warsaw, Banacha 2, 02-097 Warsaw, Poland

E-mail address: ados@mimuw.edu.pl


[^0]:    2000 Mathematics Subject Classification. Primary: 42A05, 42B35. Secondary: 49K20.
    Key words and phrases. Square function, dyadic, BMO, best constants.
    Partially supported by Polish Ministry of Science and Higher Education (MNiSW) grant N N201 364436.

