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TO THE WEAK MUCKENHOUPT-WHEEDEN CONJECTURE

ADAM OS�KOWSKI

Abstract. We present an explicit construction of examples showing that the
estimate ‖T ε‖L1(w)→L1,∞(w) . [w]A1

log(1 + [w]A1
) for Haar multipliers is

sharp in terms of the characteristic [w]A1
.

1. Introduction

Suppose that M is the Hardy-Littlewood maximal operator on Rd, given by

Mf(x) = sup
1

|Q|

∫
Q

|f |dy,

where the supremum is taken over all cubes Q containing x, which have their edges
parallel to the axes. In 1971, Fe�erman and Stein established the weak-type (1, 1)
inequality

(1.1) w
(
{x ∈ Rd :Mf(x) ≥ 1}

)
≤ C

∫
Rd

|f |Mwdx.

Here w is an arbitrary weight on Rd (i.e., a nonnegative, locally integrable function)
and C is a constant depending only on d; furthermore, we use the standard notation
w(E) =

∫
E
wdx for any Borel subset E of Rd. The above inequality was exploited in

[1] to establish tight estimates for vector-valued maximal operators, it also served
as a motivation for the development of the weighted theory. A few years later,
Muckenhoupt and Wheeden conjectured that the estimate (1.1) remains valid if
one replaces the maximal operator on the left-hand side by an arbitrary Calderón-
Zygmund operator T :

(1.2) w
(
{x ∈ Rd : Tf(x) ≥ 1}

)
≤ C

∫
Rd

|f |Mwdx.

This problem remained open for almost forty years and was �nally handled by
Reguera and Thiele [7]: it turns out that (1.1) fails to hold even for the Hilbert
transform. The earlier work of Reguera [6] shows that the dyadic version of the
conjecture is not true either. To describe this result in detail, �x the measure space
([0, 1),B([0, 1)), | · |) and consider the associated dyadic lattice. Let h = (hn)n≥0

be the standard Haar system: h0 = [0, 1), h1 = [0, 1/2) − [1/2, 1), h2 = [0, 1/4) −
[1/4, 1/2), h3 = [1/2, 3/4) − [3/4, 1) and so on, where we have identi�ed a set
with its indicator function. For any sequence ε = (εn)n≥0 of numbers belonging
to [−1, 1], we de�ne the associated Haar multiplier T ε which acts on integrable
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function f =
∑∞
n=0 anhn by T εf =

∑∞
n=0 εnanhn. Furthermore, let M be the

dyadic maximal operator in [0, 1), which is given by

Mf(x) = sup
1

|I|

∫
I

|f |dy,

where the supremum is taken over all dyadic intervals I ⊆ [0, 1) containing x. The
aforementioned result of Reguera asserts that for any constant C there are a weight
w, a function f on [0, 1) and a sequence ε such that

w
(
{x ∈ [0, 1) :Mf(x) ≥ 1}

)
> C

∫
[0,1)

|f |Mwdx.

There is a weaker form of the Muckenhoupt-Wheeden conjecture, which also
gained a lot of interest in the literature. A weight w on Rd satis�es Muckenhoupt's
condition A1 (or belongs to the class A1), if there is a constant c such thatMw ≤ cw
almost everywhere. The smallest c with this property is denoted by [w]A1

and called
the A1 characteristic of the weight. Observe that if (1.2) held true, it would imply

w
(
{x ∈ Rd : Tf(x) ≥ 1}

)
≤ Cd,T [w]A1

∫
Rd

|f |wdx

for any A1 weight w, where the constant C depends only on the parameters indi-
cated. This weaker statement also fails to hold even for the Hilbert transform [4, 5].
The same negative result holds for the dyadic version of the above weak conjecture,

w
(
{x ∈ [0, 1) : T εf(x) ≥ 1}

)
≤ C[w]A1

∫
[0,1)

|f |wdx,

where C is a universal constant and w is the dyadic A1 weight on [0, 1): [w]A1
=

‖Mw/w‖L∞(0,1) <∞ (cf. [4, 5]). On the other hand, the following positive result
was shown by Lerner et al. [3]: for any Calderón-Zygmund operator T ,

(1.3) w
(
{x ∈ Rd : Tf(x) ≥ 1}

)
≤ Cd,T [w]A1

log([w]A1
+ 1)

∫
Rd

|f |wdx.

The analogous estimate is valid in the above dyadic context. There is a very natural
question whether the above L logL dependence on the characteristic is optimal. In
[4, 5] it was proved that some logarithmic correction is necessary: the constant is

at least Cd,T [w]A1
log1/3[w]A1

. Finally, Lerner et al. [2] removed the exponent 1/3
from this lower bound, i.e., proved that (1.3) is sharp in terms of the characteristic
of [w]A1

.
In the aforementioned papers, the arguments showing that the investigated

strong or weak conjecture fails to hold, are not direct. In [2, 6, 7] the approach is
to assume that the conjecture is true and apply some sort of extrapolation. This
yields an appropriate weighted L2 bound, which is more tractable from the view-
point of counterexamples. The works [4, 5] use Bellman function method: again,
the (assumed) validity of the conjecture implies the existence of a certain special
function which enjoys appropriate size and concavity conditions; a careful and in-
tricate analysis of these properties lead to the desired lower bound for the constant.

The purpose of this paper is to give the explicit construction of counterexamples
for the dyadic weak conjecture of Muckenhoupt and Wheeden, showing that the
L logL dependence is optimal. Here is the precise statement.
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Theorem 1.1. Suppose that the estimate

(1.4) w
(
{x ∈ [0, 1) : T εf(x) ≥ 1}

)
≤ ϕ

(
[w]A1

) ∫
[0,1)

|f |wdx

holds for some universal nondecreasing function ϕ : [1,∞) → [0,∞) and any se-

quence ε of signs. Then

liminf
c→∞

ϕ(c)

c log c
≥ 1

432
.

It will be helpful to use the martingale language in the construction. The space
([0, 1),B([0, 1)), | · |) is a probability space and the Haar system gives rise to the
corresponding dyadic �ltration (Fn)n≥0: Fn = σ(h0, h1, . . . , hn) for n ≥ 0. Then
any integrable functions f , w on [0, 1) can be identi�ed with the associated L1-
bounded martingales (fn)n≥0 = (E(f |Fn))n≥0, (wn)n≥0 = (E(w|Fn))n≥0. The fact
that the �ltration is dyadic is re�ected in the following structural property of these
processes: at each step, any Fn-martingale either stays in its current location,
or moves to one of two possible states, each having the same chance 1/2 to be
chosen. The implication can be reversed: any martingale (un)n≥0 enjoying this
structural property can be modeled at the interval [0, 1] equipped with the dyadic
�ltration. That is, there is a sequence (an)n≥0 such that the associated process
(
∑n
k=0 akhk)k≥0 has the same distribution as (un)n≥0.

2. A counterexample

Fix a big constant c > 1 and the associated integers N = dce, n = d 1
2 log ce.

Next, put p = 3(22n+1 +1)−1 and consider the sequence a0, a1, . . ., a2n+1 given as
follows: a0 = p/2 and inductively,

a2k+1 = 2a2k, a2k = 2a2k−1 − p/2

for k = 1, 2, . . . , n. It is easy to �nd the explicit expression for the terms: we have

am =


p

3
(2m + 1) if m is odd,

p

3

(
2m +

1

2

)
if m is even,

however, the above recurrence will be helpful to understand the evolution of certain
martingales. Note that a2n+1 = 1.

2.1. A building block. Let a > 0, b > 0 be two auxiliary parameters. We split
the construction and the analysis of the block into a few parts.

The construction of (f, w). Consider the two-dimensional martingale (f, w),
whose distribution is given as follows (all the nontrivial jumps occur with probability
1/2):

(i) The pair starts from (a1, 2a).
(ii) The state of the form (a2k−1, 2a) (for some k 6= n+1) leads to (a0, a(3−c−1))

or to (a2k, a(1 + c−1)).
(iii) The state of the form (a2k, a(1+ c−1)) leads to (0, 2ac−1) or to (a2k+1, 2a).
(iv) The state (a0, a(3− c−1)) leads to (0, 2ac−1) or to (a1, 2a(3− 2c−1)).
(v) The state (1, 2a) leads to (2, 2ac−1) or to (0, 2a(2a− c−1)).
(vi) All other states are absorbing: the process stops there.
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The above recurrent de�nition of the sequence (ak)
2n+1
k=0 shows that (f, w) is

indeed a martingale. To understand what happens to the pair at the steps (i), (ii),

Figure 1. The behavior of (f, w). The pair starts at (a1, 2a) and
then jumps over the endpoints of the dotted segments.

(iii) and (iv) above, it is helpful to look at Figure 1. The process starts at (a1, 2a);
at each step we take the dotted line segment whose midpoint is the current position,
and move along to one of the endpoints; each endpoint has the chance 1/2 to be
reached. The rule (v) is not illustrated at the �gure (we would have to shrink the
picture signi�cantly and it would become unreadable).

Terminal positions. There are four absorbing states of the pair (f, w), and they
are reached at time 2n + 1 at the latest: the points (2, 2ac−1), (0, 2a(2a − c−1)),
(a1, 2a(3 − 2c−1)) and (0, 2ac−1). To get to (2, 2ac−1), f must make 2n + 1 steps
to the right and stop, so

P
(
(f2n+1, w2n+1) = (2, 2ac−1)

)
= 2−2n−1.

Similarly, (f, w) reaches (0, 2a(2a− c−1)) if f makes 2n steps to the right and then
the �nal jump to the left, which implies

P
(
(f2n+1, w2n+1) =

(
0, 2a(2a− c−1)

))
= 2−2n−1.

Next, in order to visit (a1, 2a(3−2c−1)), the martingale f must make k = 2m steps
to the right (for some m = 0, 1, 2, . . ., n− 1), then jump to a0 and �nally move to
a1. Hence

(2.1) P
(
(f2n+1, w2n+1) =

(
a1, 2a(3−2c−1)

))
=

n−1∑
m=0

(
1

2

)2m

· 1
2
· 1
2
=

1

3
(1−2−2n).

Consequently, the last, fourth terminal position (0, 2ac−1) is attained with the
probability

P
(
(f2n+1, w2n+1) = (0, 2ac−1)

)
=

2

3
(1− 2−2n).

A transform of f and the associated distribution. Let g be the transform of f ,
given as follows: gm = b+

∑m
k=1(−1)kdfk form ≥ 0. For our further considerations,
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it will be important to describe the distribution of g2n+1 − g0 =
∑m
k=1(−1)kdfk on

the set
{
(f2n+1, w2n+1) =

(
a1, 2a(3−2c−1)

)}
. Directly from the analysis preceding

(2.1), we see that if f made exactly 2m steps to the right and then jumped to a0

and a1 (this scenario occurs with probability (1/2)2m+2), then

g2n+1 − g0 =

2m∑
k=1

(−1)k(ak+1 − ak) + (a2m+1 − a0) + a0

= a1 + 2(−a2 + a3 − a4 + a5 − . . .− a2m + a2m+1)

= a1 + 2(a2 + a4 + . . .+ a2m),

since −a2 + a3 = a2, −a4 + a5 = a4, . . ., −a2m + a2m+1 = a2m. Plugging the
formula for am, we �nally get

g2n+1 − g0 = p+
2p

3

(
4

3
(4m − 1) +

m

2

)
=: bm.

Introduce the corresponding conditional distribution

µ(bm) = P
(
g2n+1 − g0 = bm

∣∣∣ (f2n+1, w2n+1) =
(
a1, 2a(3− 2c−1)

))
=

(1/2)2m+2

(1− 2−2n)/3
=

3

22m+2(1− 2−2n)

(2.2)

(the probability in the denominator comes from (2.1)). Since 8p
9 (1 − 2−2n) · 4m ≤

bm ≤ p · 4m, the expectation and the variance of µ satisfy

(2.3) E(µ) =
n−1∑
m=0

bm ·
3

22m+2(1− 2−2n)
≥

n−1∑
m=0

2p

3
=

2np

3

and

Var(µ) ≤
∫
R
x2dµ(x) =

n−1∑
m=0

b2m ·
3

22m+2(1− 2−2n)
≤

n−1∑
m=0

p2 · 3 · 2
2m−2

1− 2−2n

= 22n−2p2.

(2.4)

2.2. The counterexample. Recall that N = dce: this number will count the iter-
ations of the construction from the previous subsection. The procedure is as follows:
We take a = 1/2 and consider the above building block. If the pair (f, w) terminates
at (2, 2ac−1), (0, 2a(2a−c−1)) or (0, 2ac−1), it stops ultimately and the construction
is over. On the other hand, if it gets to (a1, 2a(3− 2c−1)), we denote this point by
(a1, 2a

′) and iterate the building block above with a = a′. More precisely, we know
from the above analysis that the set {(f2n+1, w2n+1) = (a1, 2a(3 − 2c−1))} is the
union of pairwise disjoint events {(f2n+1, w2n+1) = (a1, 2a(3−2c−1)), g2n+1 = bm},
m = 0, 1, 2, . . . , n−1, each of which is a dyadic subinterval of [0, 1). The construc-
tion from the previous subsection is used independently on each such subinterval.
Now, if the martingale (f, w) gets to (2, 2a′c−1), (0, 2a′(2a′ − c−1)) or (0, 2a′c−1),
it stops forever. Otherwise, if it visits (a1, 2a

′(3 − 2c−1)), we denote this point
by (a1, 2a

′) and iterate, and so on. We repeat this pattern N times, obtaining a
martingale denoted by (F,W ) = (Fm,Wm)∞m=0 (actually, one can easily see that it
is a �nite martingales, i.e., has at most 2nN + 1 nontrivial steps, but we will not
need this). Let G be the transform of F by the alternating sequence 1, −1, 1, −1,
. . .: that is, put Gk =

∑k
m=0(−1)mdFk for each k ≥ 0.
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2.3. Calculations. Observe thatW is a dyadic A1 weight with [W ]A1
≤ 3

2c. To see

this, we �rst note that W∞ takes values in the set {(3− 2c−1)kc−1, (3− 2c−1)k(1−
c−1)}, where k ∈ {0, 1, 2, . . . , N−1}. Observe that ifW∞ is equal to (3−2c−1)kc−1

or to (3− 2c−1)k(1− c−1), then exactly k + 1 iterations of the building block were
needed, and hence the largest possible value of W obtained on the way does not
exceed (3− 2c−1)k · (3− c−1)/2. So, the dyadic maximal function satis�es

MW ≤ (3− 2c−1)k · (3− c−1)/2 ≤ 3(3− 2c−1)k/2 ≤ 3

2
cW∞

and hence [W ]A1 ≤ 3c/2. Next, let us establish a helpful upper bound for ‖F‖L1(W ).
To this end, we �nd the distribution of (F∞,W∞). First, note that F∞ ∈ {0, a1, 2}.
The equality F∞ = a1 means that the process F returned N times to a1 (and
stopped). In such an event, we have W∞ = (3− 2c−1)N , and hence by (2.1),

P(F∞ = a1) = P
(
(F∞,W∞) = (a1, (3− 2c−1)N )

)
=

(
1− 2−2n

3

)N
.

Next, F∞ = 2 holds if and only if the martingale F returned m times to the point
a1 (for some m = 0, 1, 2, . . . , N − 1), and then made 2n + 1 moves to the right.
Note that in such a scenario we have W∞ = (3− 2c−1)mc−1 and

P
(
(F∞,W∞) = (2, (3− 2c−1)mc−1)

)
=

(
1− 2−2n

3

)m
· 2−2n−1 ≤ 3−m · 2−2n−1.

The �nal possibility is that F∞ = 0, which can be skipped: this part of the distri-
bution will not a�ect the integral

∫
Ω
F∞W∞dx. By the above observations,∫

Ω

F∞W∞dx

≤ a1(3− 2c−1)N ·
(
1− 2−2n

3

)N
+

N−1∑
m=0

2

(
3− 2c−1

3

)m
c−1 · 2−2n−1

≤ a1 + 2−2nc−1
∞∑
m=0

(
3− 2c−1

3

)m
≤ a1 +

3

2
· 2−2n ≤ 3 · 2−2n.

(2.5)

Now let us provide some information on the transform G. As we have noted above,
the equality (F∞,W∞) = (a1, (3− 2c−1)N ) means that the maximal number of N
iterations was used. However, by the above construction, each iteration gives rise to
an independent increment of G, which has the distribution µ given by (2.2). In the
probabilistic language, the conditional distribution of G on the set {(F∞,W∞) =
(a1, (3−2c−1)N )} coincides with the distribution of G0+X1+X2+ . . .+XN , where
X1, X2, . . ., XN are i.i.d. random variables such that Xi ∼ µ. Consequently,

W (G∞ ≥ λ) ≥W
(
G∞ ≥ λ, (F∞,W∞) =

(
a1, (3− 2c−1)N

))
= (3− 2c−1)N · P

(
G∞ ≥ λ, (F∞,W∞) =

(
a1, (3− 2c−1)N

))
= (3− 2c−1)N · P

(
G∞ ≥ λ

∣∣∣ (F∞,W∞) =
(
a1, (3− 2c−1)N

))
· P
(
(F∞,W∞) =

(
a1, (3− 2c−1)N

))
≥ (3− 2c−1)N ·

(
1− 2−2n

3

)N
P(X1 +X2 + . . .+XN ≥ λ)
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(in the last line we omitted G0, writing X1 +X2 + . . .+XN instead of G0 +X1 +
X2+ . . .+XN ). Setting λ = Nnp/6 we get, by (2.3), (2.4) and Chebyshev's bound,

P
(
X1 +X2 + . . .+XN < λ) ≤ P

(
X1 +X2 + . . .+XN −NE(µ) < λ− 2Nnp/3)

≤ P
(
|X1 +X2 + . . .+XN −NE(µ)| > Nnp/2

)
≤ N Var(µ)

(Nnp/2)2
≤ 22n

Nn2
≤ 1

2
.

Here the last inequality holds by our choice N = dce and n = d 1
2 log ce, at least for

su�ciently large c. Combining this with the previous estimate yields

W (G∞ ≥ λ) ≥ (3− 2c−1)N ·
(
1− 2−2n

3

)N
· 1
2
=

(
1− 2

3c

)N (
1− 2−2n

)N · 1
2
.

However, if c is su�ciently large, then(
1− 2

3c

)N
≥
(
1− 2

3c

)c
≥ 1/2, (1− 2−2n)N ≥

(
1− 1

c

)c
≥ 1/3.

so the validity of (1.4) implies, by (2.5) and the bound [W ]A1
≤ 3c/2,

c log c

144
· 2−2n ≤ Nnp

6
· 1
12
≤ λW (G∞ ≥ λ) ≤ ϕ

(
3

2
c

)
‖F‖L1(W ) ≤ 3ϕ

(
3

2
c

)
· 2−2n.

This yields the assertion of Theorem 1.1.
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